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Kurzfassung  

Mit der zunehmenden Einspeisung und Verteilung von erneuerbaren Energien im Stromnetz wächst 

die Anzahl der Stromrichter (SR). Dies kann zu einer Destabilisierung des Systems aufgrund meh-

rerer Faktoren führen, von denen einer auf die Reglerparameter der Stromrichter zurückzuführen 

ist. Es erfordert eine Parametrierung und Optimierung der genannten Parameter. Die vorliegende 

Arbeit widmet sich der zentralen Forschungsfrage, wie die Stabilität eines Stromrichter-dominier-

ten Verteilnetzes bei variierenden Betriebspunkten durch das dynamisch adaptive Regelverfahren 

verbessert werden kann. Für die Parametrierung der Regler wird ein Reinforcement Learning (RL)-

Agent vorgeschlagen, der adaptiv geeignete Reglerparameter in Abhängigkeit von den Systemzu-

ständen erzeugt, um die Stabilität zu gewährleisten und zu verbessern. In dieser Arbeit wird zu-

nächst ein digitaler Zwilling (DZ) des untersuchten Netzes mit Hilfe von Parameterschätzungen 

konstruiert. Das DZ-Modell wird verwendet, um Trainingsdaten für einen auf einem künstlichen 

neuronalen Netz (KNN) basierenden Zustandsschätzer zu erzeugen, der den stabilen Zustand des 

Systems präzise und effizient bestimmen soll. Darüber hinaus wird ein Kleinsignal-Stabilitätsindi-

kator (SI) unter Verwendung des Dämpfungsgrades des dominanten Eigenwerts für das DZ-Modell 

entwickelt. Da der SI dem RL-Agenten die Systemstabilitätsreserve während des RL-Trainings an-

zeigt, ist der Agent letztendlich in der Lage, optimale Reglerparameter für die Stromrichters auszu-

geben. Mittels numerischer Fallstudien wird die Funktionsfähigkeit des vorgeschlangenen Ansatzes 

verifiziert, dass die Netzstabilität durch die vorgeschlagene adaptive Kontrollmethode verbessert 

werden kann. 
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Abstract 

With the increasing feed-in and distribution of renewable energies in the power system, the number 

of converters is growing. This can lead to the destabilization of the system due to several factors, 

one of which is the controller parameter of the converter. This requires parameterization and opti-

mization of the mentioned parameters. The presented work is devoted to the main research question 

of how the stability of a converters dominated distribution grid is improved for varying operating 

points by the dynamic adaptive control method. To carry out the parameterization of the controllers, 

the Reinforcement Learning (RL) agent for adaptively creating proper controller parameters ac-

cording to the system states to improve and ensure stability is proposed. In this work, a digital twin 

(DT) of the studied network is first constructed with the help of parameter estimation. The DT 

model is utilized to generate training data for an artificial-neural-network-based state estimator, 

which is dedicated to arcuately and efficiently determining the system's stable state. Moreover, a 

small signal stability indicator (SI) using the damping ratio of the dominant eigenvalue for the DT 

model is developed. With the SI indicating to the RL agent the system stability margin during the 

RL training, the agent can ultimately output optimal controller parameters for the converters. Nu-

merical case studies are used to verify the viability of the proposed approach and that network 

stability can be improved by the proposed adaptive control method. 
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1 Introduction 

Fossil fuels, such as coal, oil, and gas, are the largest contributors to global climate change, ac-

counting for over 75% of global greenhouse gas emissions and nearly 90% of all carbon dioxide 

emissions [1]. To avoid the harsh effects of climate change, it is necessary to end our dependence 

on fossil fuels and invest in clean, sustainable, and reliable alternative energy sources. Germany 

is implementing the “Energiewende”, a national energy transition strategy through replacing the 

use of fossil fuels with renewable energies (RE) [2–5]. 

Electricity demand is expected to grow rapidly with the accelerated electrification of all energy-

using sectors. By 2030, the share of electricity in Germany's final energy demand will exceed 

26% [6]. RE will play a major role and is expected to account for 80% of total electricity genera-

tion in 2030 [7].  

 

Fig. 1.1: Renewable energy development timelines 1990-2021 in Germany [8]  

Fig. 1.1 shows that the share of RE has been increasing significantly over the past two decades. It 

is a fact that more than 40% of the electricity consumed in Germany last year came from RE 

plants. However, regarding total energy consumption, the share of RE is significantly lower, at 

less than 16%. In 2020 Germany's share of RE in electricity consumption reached a historical high 

of 45.2%, with its share dropping for the first time in 20 years in 2021 due to the slowdown in the 

expansion of RE as a result of the COVID-19 epidemic. Moreover, because of weaker wind con-

ditions, RE generation fell by 4.1% last year to 233.6 billion kWh. To achieve the energy transi-

tion goals, RE expansion and integration into the power system will accelerate over the next eight 

years. 

The development of RE can lead to stability problems in the electricity system [9]. The Renewable 

Energies Act (Erneuerbare Energien Gesetz EEG) stipulates that electricity from renewable 

sources should be fed into the grid before conventional electricity [10]. In addition, conventional 

power plants must reduce generation or be shut down during the oversupply [11]. The shutdown 

of large conventional coal-fired power plants and large three-phase generators weakens power 

system stability [12]. The mechanical inertia of rotating masses, such as turbines and generators, 
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can prevent the speed changes caused by failures in power systems (e.g., failure of large power 

plants or transmission lines) [13]. The speed of the turbine or generator determines the system 

frequency [14]. Therefore, the system can use the inertia of the rotating masses for frequency 

support. The generator of a wind power plant can simulate the inertia of the turbine of a conven-

tional power plant. However, compared to the inertia of a conventional large-scale power plant, 

the inertia of a RE plant is smaller. Respective stability problems are most likely to occur in low-

inertia grids [15].    

The integration of the RE systems to the electricity grid is carried out via converters. The task of 

a converter is to set and maintain the voltage and current at its input and output to desired values 

to achieve the predetermined quantities, e.g., active and reactive power. Here, the control loop is 

introduced. Normally, the controlled system represents the part or the process to be controlled. 

The controlled variables are influenced within the controlled system. For a converter, its con-

trolled system corresponds to the power supply system (AC-side controlled system) and the DC 

link (DC-side controlled system). Accordingly, the actuating variable y is the output voltage, or 

the output current of the converter and the actuator thus designates the converter itself, cf. [16–

19]. 

Due to the control structure and the control parameters, the converter greatly influences the sys-

tem's stability. [20]. System stability in the small signal range decreases with an increasing num-

ber of converters [21]. Currently, the standard optimization method for control parameters in the 

cascade control of the UR is static, i.e., it is not suitable for dynamic adaptation. Therefore, an 

adaptive and dynamic optimization method for the control parameters of the converter is devel-

oped to improve the characteristics of the excitation system.  

Parameter 

estimation

Real distribution network

Digital twin

State estimation 

Stability assessment 

Adaptive control 

Small signal model 

Reinforcement learning

Artificial neural network

Stability relevant states

Stability indicator

Controller 

parameter 

 

Fig. 1.2: Proposed concept: An automatic control of converters dominated distribution network  

In this work, the parameterization of the controllers in converters for adapting the network state 

is carried out to optimize network behaviour and stability. For this purpose, the following research 

questions will be addressed: 

Q1: How to use the digital twin of the distribution network to increase its observability, 

which includes a limited number of measurement points? 
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Since the operating state of the system impacts the adaptive parameterization process, and the 

state of required system variables needed for the control concept are normally not directly observ-

able, the system has only a limited number of measurement points. Therefore, a digital twin (DT) 

model that can be used to improve the observability of the converters dominated distribution net-

work is needed. Therefore, the following two sub-questions arise: 

Q1.1: How to generate a DT for a distribution network from a limited number of meas-

urements? 

Q1.2: How to utilize the DT to estimate the state of the system, especially the state that is 

required for system stability evaluation? 

Once the first question has been settled, the second, which is the focus of this research, is also 

addressed. 

Q2: How to apply the converters in the distribution network to improve network stability? 

Before answering this question, a stability indicator (SI) is required to indicate the stability of the 

network. Moreover, a method is proposed so that the system can be automatically detected for its 

stability level, which plays an important role in the following adaptive control of the converter. 

Again, two sub-questions are presented below. 

Q2.1: Which stability indicator is suitable for detecting network stability and how can 

their detection be automated? 

Q2.2: Which methods will be applied in the adaptive control of the converters? 

To answer the above questions, this work is divided into six chapters. After an introduction, Chap-

ter 2 presents state of the art, which emphasize the methods covered in the proposed concept, as 

shown in Fig. 1.2, and the related intellectual background as well as their current applications in 

power systems A basic understanding of the theoretical foundations of machine learning (ML), 

including the different types of models for ML and their three applications, is presented in Section 

2.1. Stability issues due to converters are addressed in Section 2.2. At the same time, the converter, 

as well as its control structure and stability criteria, are introduced in the same section. 

Chapter 3 first presents the creation of the DT by modelling the individual network components 

and applying the parameter estimation. Subsequently, section 3.2 is dedicated to realizing the state 

estimation based on the training of the artificial neural network (ANN). Section 3.3 describes the 

automatic stability detection method for the reference distribution network. This work uses an 

eigenvalue-based SI for stability detection, which is generated based on the state matrix of the 

small-signal model of the system. In addition, the method for determining the dominant oscillation 

frequency and the utilization of ANN as an indicator for fast stability detection are also presented 

in section 3.3. With a fast-generated SI, it can then be implemented into the DT model and use 

reinforcement learning (RL), a method of ML, to train the adaptive control of the model with the 

help of optimizing the converter controller parameters. This will be described in section 3.4. Then 

follows a summary of chapter 3. 

Chapter 4 covers the design of numerical case studies for the DT approach, the ANN state esti-

mator, automatic stability detection and network stabilization measures using the adaptive control 

approach. The simulation results and discussion corresponding to each section in chapter 4 are 

placed in chapter 5. 
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Chapter 6 gives a summary of this work and guidelines for potential further research. The param-

eters used and some of the results are detailed in the appendix. 
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2 State of the art 

In recent years ML has been increasingly applied in power systems [22–25]. Chapter 2.1 intro-

duces the basic theoretical foundations of ML, including models and algorithmics for three ML 

types: supervised learning, unsupervised learning, and reinforcement learning. In addition, the 

theoretical knowledge of three ML applications in this work is presented. In chapter 2.2, the four 

stability issues caused by converter in the network, namely the rotor angle stability issues, the 

frequency stability issue, the voltage stability issue and the converter-driven stability issue are 

presented in the first section 2.2.1 The structure of the converter and its control loop structure and 

functions are covered in section 2.2.2. The last section 2.2.3 describes the Lyapunov stability 

criterion and the dynamic behavior of a system reflected by its eigenvalues. 

2.1 Machine Learning and its application 

ML consists of different types of models that use different algorithmic techniques. Based on the 

type of data and desired outcome, ML can be divided into three categories of learning models: 

supervised learning, unsupervised learning, and reinforcement learning. The main applications of 

the three learning models are shown in the following Fig. 2.1. 

 

Fig. 2.1: ML classification and application  

Supervised learning means the given data to train algorithms are labeled with the desired value. 

The machine learns by finding correlations between the inputs and outputs to classify data or to 

predict outcomes accurately. It is widely used for fault detection and state estimation in power 

systems. In the unsupervised learning models, unlabelled and unstructured are the features of the 

models´ data. The machine examines the input data and recognizes patterns and correlations using 

all relevant, accessible data. A common application of unsupervised learning is forecasting and 

pattern recognition of load. Rather than taking a specific dataset, the RL model is given a set of 

allowable actions, rewards, and potential states. The model learns through interacting with an 

operational environment and collects the system's responses in different situations. In RL models, 

a user-defined "reward" is numerical and programmed into the algorithm as an object that the 

system wants to optimize. RL has gained considerable attention in applications related to voltage 

and frequency control in power systems [26]. 

Artificial neural network 

ANN is the model structure used for ML in this work. Compared to natural neurons, artificial 

neurons are simplified to a large extent. The basic model is Rosenblatt's perceptron [27]. Here x  

is the input vector and jw  is the weight vector representing the weights from each input to output 
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Cluster Analyse

Prediction

Decision making

Unsupervised 

learning

Supervised 

learning

Reinforcement

Learning



6 State of the art 

 

jy . Thus, the activation is understood as the product of x   and jw . The signal is passed into the 

activation function after weighted summation. Here a nonlinear activation function is used. 

Through it, the ambiguity is reduced, and the correlation of different neurons is eliminated. The 

output of one neuron has a certain transfer function: 

( ) ( )j ij i ij

i

y g w x b g x= + = + T

jw b  
(2.1) 

Only "local" outputs can be obtained through the upper-mentioned networks from the inputs x  

and the weights jw . In classification problems, the output must produce a probability between 0 

und 1. 

2.1.1 Digital twin of an electrical network  

In the context of this work, DT will be understood as a real-time digital representation of physical 

components based on measurement data and analytical knowledge. It enables power suppliers to 

transform operations with implementable insights to improve commercial decisions. In other 

words, the power grid operator can improve operations, reduce unplanned outages and manage 

fluctuations in market conditions, fuel costs, and weather conditions [28, 29].  

A DT can be used in a power system, for example, to estimate the current state in a digital power 

plant and to design the appropriate controller in converters, whose amount recently increased sig-

nificantly in the power system due to the energy transition. By training with numerous data col-

lected from the running power system, the DT can model and track the system's state. With the 

DT, plant operators can optimize immediate and transient control of the plant in terms of effi-

ciency or performance. Furthermore, the operators can make informed decisions on components 

considering their lifespan, distribute loads over time, and perform the proper maintenance tasks 

at the ideal time. The DT makes it possible to evaluate different power system scenarios and 

increase efficiency in making decisions [29, 30]. DT can also demonstrate the actual and possible 

future system state, making it a solution for further improving the monitoring and control of the 

power systems [31].  

A standard procedure for creating a DT based on parameter estimation is presented in Fig. 2.2 

[32]. Within the scope of this work, a DT of a distribution network is built. In the first step, a 

network model is created digitally according to the known network topology. Then, a connection 

between the real power network and the virtual DT shall be established. Under the same setup X, 

a DT shall behave like its real network. For this purpose, parameter estimation is used to build the 

DT, whose goal is to find the best set of model parameters p that achieves the best fit of the 

behavior of the real power network Y and the DT Y´. With the known network topology and the 

estimated model parameters p, the DT of the network can be created and updated continuously 

according to the cycle of the measurement data. 

Parameter estimation is often based on grey-box models. Grey-box models assume that the sys-

tem's structure is known, but the partial system parameters are unknown; thus, building theoretical 

models from a set of differential equations with the optimized parameters could accurately de-

scribe the system's behavior [33–35]. 



State of the art 7 

 

In the following, an optimization technique is presented whereby the model parameters p  can be 

estimated. The optimization goal is to minimize the error between the simulated 
sY  and measured 

outputs 
mY . 

s m( ) , 1,2,...,k kke p Y Y k N= − =  (2.2) 

where s ( )Y f p= . 

  

Fig. 2.2: Procedure of DT creation based on parameter estimation 

There are different methods for estimating the parameters of a dynamic model. Here the widely 

used method of nonlinear-least squares is presented, characterized by a good convergence perfor-

mance. This method determines the best functional match for the estimated data by minimizing 

the sum of the squares of errors ( )E p . 

 
22

s m

1 1

1 1
( ) ( ) , 1,2,...,

2 2

N N

k k k

k k

E p Y Y e p k N
= =

 = − = =     (2.3) 

This minimization problem is solved using the Trust-Region-Reflective-Algorithm (TRR), which, 

compared to the methods of Gauss-Newton and Levenberg-Marquardt, offers acceptable accuracy 

with less effort [36, 37].  

The TRR algorithm approximates the square error ( )E p  in the vicinity of N of 
i

p  with a quadratic 

function ( )L h  by its Taylor series expansion at 
i

p . The next iterative point 
1i

p
+

 can be found 

within the trust region N. The iteration steps 
1i i i

h p p
+

= −  are determined by an approximate 

solution with the equation (2.4). This is referred to as a sub-problem of the TRR method [38]. The 

following equation (2.4) 

( ) ( ) ( ) ( ) ( ) ( )1

1

2
i i i i i

T

i

T

i i i i
E gp p h h p p hE hE pL Hh

+

 = +   + +
 

  (2.4) 

restricted to iih   , where g  is the gradient of ( )E p  

( )g E p=    (2.5) 

and H  is the Hessian matrix of ( )E p . 

Parameter estimation 

using Trust-Region-

Reflective method

Square error:Y
X

p

Y'

0
p

( ) ( )( )
2

1

1

2

n

i

YE Yp p
=

= −
Distribution 

network

Known network 

topology based 

DT
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( )2H E p=    (2.6) 

Both are calculated at 
i

p . The degree of reduction is defined to enable the confidence interval's 

size i  to be adjusted. 

( ) ( )
( ) ( )

Actual reduction

Predicted reduction0

ii i

i

i

E hEp

L

p

L h

− +
 = =

−
  (2.7) 

If this degree of reduction is i , the following applies to the different areas: 

• 
3

4
i  : The step size 

ih  is accepted and the size of the confidence region i  is expanded 

to 2 i  in the next iteration. 

• 
1 3

4 4
i   : The step size 

ih  is accepted and the size of the confidence region i  remains 

unchanged in the next iteration. 

• 
1

4
i  : The step size 

ih  is rejected, i.e. the values of the searched parameters 
i

p  remain 

the same, and the size of the confidence region is reduced to 
1

4
i  in the next iteration. 

A solution to Eq.(2.4) can be found by determining the Lagrange multiplier 0> in such a way 

that H I+   is positive definite. Here  is defined in such a way that it increases with decreas-

ing confidence area size 
i , namely →+when 0i

+ → . If h
 is a solution for Eq. (2.4), 

then h
 is a solution to an equation of the form  

( )H I h g+    = −   (2.8) 

with ( ) 0i h  − = . Then the step size can be calculated with the following equation. 

( )
1

h H I g
− = − +     (2.9) 

If y varies between 0 and + , the corresponding search direction of the iteration step ih  changes 

between the Newton direction [39] and a multiple of the negative gradient, according to Fig. 2.1. 

The cause is presented below with the equations (2.10) and (2.11). If ( )2
iH pE=   is positive 

definite and the confidence region size 
i  is large enough, i.e.   is approximately zero, is the 

solution to the sub-problem of the trust region. 

( )( ) ( )
1

2 pEh p E
−

 = −    (2.10) 

The above equation can be derived from Eq. (2.8) with the insertion of 0 = , and Eq. (2.5) and 

(2.6) can be derived. That is, h
 is in the Newton direction. When 

i  falls to zero,   increases 
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to infinity, which means that the sub-term I  increasingly dominates the term H I+  . There-

fore, the solution equation of Eq. (2.8) by an approximation H I I+ → with insertion of 

Eq. (2.5) can be derived.  

( )
1

h E p →− 


 (2.11) 

This means that when 0i
+ → the iteration step 

ih  is in the steepest descent direction [37, 40].  

 

Fig. 2.3: Search direction of the iteration step 

After determining the search direction and the width of the step 
ih , the estimated parameters ip  

are calculated by 

1

1
   when  

4

1
          when  

4

i

i

i

i i

i

p

p h

p
+


+  

= 
  


 (2.12) 

The iteration of the TRR algorithm ends when the gradient 0g = . As a result, the algorithm out-

puts the estimated model parameters p . With these parameters, the DT model of the network 

can be set up, and further investigations can be carried out on the DT. 

2.1.2 Data-driven state estimation  

Assessing the power network's steady state allows system operators to carry out power system 

planning, operation, control, and stability analysis. Power flow calculation is a fundamental tool 

for analyzing the power systems in steady-state operation. It was originally performed for the 

transmission network, but with the penetration of distributed energy sources, the target has been 

extended to the distribution network [41]. The power flow problem is a time-consuming task that 

consists of a set of nonlinear algebraic equations. The conventional method to solve the power 

flow problem is the Newton-Raphson approach. Due to its superior computational speed over the 

conventional power flow method, the ANN algorithm is implemented to reduce the time in cal-

culating power system steady state. An ANN model is then trained and utilized as a steady-state 

estimator in this work. The estimated state will be applied to predict the system stability when the 

operating points change, which requires a fast and exact steady-state estimation in the distribution 

network.     

0


→


i

ip

Nh

( )iE p−
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In recent years, the NNs have been proposed in many literatures for solving power flow problems. 

For example, a radial basis function NN using direct system measurements as input is proposed 

in [42], which is successfully applied to a 39-bus New England test system. The simulation results 

illustrate that the trained NN can be used to estimate the power flow output with high accuracy 

almost instantaneously under different operating conditions. [43] provides a counter-propagation 

NN to solve the power flow problem under different loading/contingency conditions, which is 

demonstrated by the computation of bus voltage magnitudes and voltage angles in the IEEE 14-

bus system. Different ANN architectures, such as multilayer perceptrons, decision trees, and so 

on, for predicting line loading and voltage magnitude are compared in [44]. These models are 

tested in three realistic power systems, and the required training time, prediction times, and pre-

diction errors are evaluated for each ANN model. A physics-guided MLP-NN to solve the power 

flow problem is proposed in [45], which forces both power flow solving and power flow model-

ling tasks. This MLP-NN can perform power flow analysis in situations where accurate system 

parameters and control logic are difficult to obtain.  

In this work, the main goal of applying NN in state estimation is to achieve a real-time estimation 

of the system's steady state and even prediction of these states. The estimated states value will be 

utilized in calculating the system SI, which will be introduced in Chapter 2.2.3. An NN-steady-

state estimator stores the system's structure and parameters into the network's weights and biases 

after training. Therefore, the bus voltages in the system can be computed straightforwardly, and 

the fast computation speed is then guaranteed.  

This work proposes a feedforward NN using a scaled conjugate gradient (SCG) training algorithm 

for steady-state estimation. SCG was demonstrated in [46] to converge faster than the other stand-

ard learning algorithm and to handle large-scale problems efficiently.  

Scaled Conjugate Gradient Method 

The SCG method is a learning algorithm for ANN based on a class of optimization techniques 

known in numerical analysis as conjugate gradient methods. Compared to other conjugated gra-

dient methods, SCG avoids the line search per learning iteration by using a Levenberg-Marquardt 

approach [47] to scale the learning rate [46]. 

With SCG, ANN is first trained by minimizing the global error E, which is defined as follows: 

( )
1

1 L

l

l

E E
L

w
=

=   (2.13) 

where, L = Total number of training patterns, 

          w  = Vector of weights and bias, 

          lE  = Error for the training pattern l.  

The errors lE  in a pattern l are calculated from the mean square error (1/2 is used because it makes 

the later derivation easier): 

( ) ( )( )
2

1

1

2

n

l i i

i

E w t o w
=

= −   (2.14) 

where, n = Total number of the output neuron,  
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           it = Target output of the i-th output neuron for sample l, 

           io = Actual output of the i-th output neuron for sample l as a function of the weights. 

This training algorithm reduces global error by adjusting weights and biases [48].  

The iteration of w  is defined as: 

1k k k kw w p+ = +   (2.15) 

where, kw  = Vector of current weights and bias, 

            k  = current learning rate, 

            kp  = current conjugated weight vector. 

( )qwE y  is defined as a quadratic approximation to E in the neighborhood of a point w . 

( ) ( ) ( ) ( ) ( )
T 1

2

T
qwE y E w y E w E w y y E w y = +  + +  (2.16) 

In order to determine the minimum for ( )qwE y , the critical points for ( )qwE y  must be found, 

i.e. the points y  at which 

( ) ( ) ( ) 0qwy E y E w y E w    = + =  (2.17) 

The step from a starting point 1y  to a critical point y  can be expressed as a linear combination 

of 1 2, , , Np p p . 

1

1

,
N

i i i

i

y y a p a

=

− =    (2.18) 

Theorem 1: Let 1 2, , , Np p p  be a conjugate system and 1y  a point in weight space. Let the points 

2y , …, Ny  be recursive and are defined by: 

1k k k ky y a p+ = +   (2.19) 

where, /k k ka =  ,   

            ( )T
k k qw kp E y = − , 

            ( )T
k k k kp E w p = . 

Theorem 2: Let 1y  be a point in the weight space and lp  and 
lr  equal to the steepest descent 

vector ( )qw lE y− . 
1kp +
 is defined recursively by: 

11k k kkp r p+ += +   (2.20) 
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where, ( )11k qw kE yr ++
= , 

            ( )1

2 T T
1 /k k k kkk r pr r r+ + = − . 

The most important step in minimizing the global error E in the SCG is to estimate the learning 

rate 
k . The idea is to estimate the term ( )k kks E w p=  with an unsymmetrical approxima-

tion[49].  

( )
( ) ( )

,0 1
k k k k

k k k k kk

k

E w p E w
s E w p p

 +   −
=  +    


 (2.21) 

By adjusting a scalar k  in each iteration with a view to the sign of 
T

k k kp s = , which directly 

indicates whether ( )kE w  is positive definite. If 0k   then ( )kE w  is not positive definite and 

k  is increased and ks  is estimated again. If the new value of ks  in ˆ
ks  renamed and the k  is 

increased to ˆ
k , then 

( )ˆˆ
kk k kks ps = +  −   (2.22) 

Here, the new positive ˆ
k  can be calculated: 

( )( ) ( )
2

T Tˆ ˆ ˆ 0ˆ
k k k k kkk k k k k kp p s p ps = = +  −  =  +  −    

                                                                 ⇒ 
2

ˆ k
k k

kp


   −  

(2.23) 

Equation (2.23) is used to obtain positive ˆ
k . The scalar k  should be increased by more than 

2

k

kp


− . Hence, ( )kE w  it will be positive definite. For an optimal solution, a suitable choice of 

the size of ˆ
k  is: 

2
ˆ 2 k

k k

kp

 
  =  −

 
 
 

 (2.24) 

This leads to the following equation. 

( )
2 2 2

2
ˆ ˆ 2 2 0k

k k k k k k k k k k k k

k

p p p
p

 
  =  +  − =  +  − − = − +  

 
 
 

 (2.25) 

The learning rate is indicated by 

2
ˆ

k k
k

T
k

k k kkp ps

 
 = =

 − + 
 

(2.26) 
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Equation (2.26) shows that the values of k  directly scale the learning rate ka . 

From equation (2.16) it is known that the values of the Hessian matrix ( )kE w  influence the 

quadratic approximation ( )qwE y  of ( )E w y+ . In addition, equation (2.21) shows that k  scales 

the values of ( )kE w  i.e. 
k  is referred to as an influencing factor for the degree of approxima-

tion of ( )qwE y . Accordingly, it is necessary to raise and lower a mechanism of k  to get a good 

approximation ( )qwE y  even though ( )kE w  is positive definite. To assess the approximation, 

the dimension 
k  is defined as: 

( ) ( )
( ) ( )

( ) ( )
2

2 k k k k kk k k k

kk

k

k qw k

E w E w pE w E w p

E w E p


  − +  − +    
= =

−  
 (2.27) 

Here, 
k  is a measure of how well ( )qw k kE p   approximates ( )k k kE w p+   . In the sense 

that the closer 
k  is to 1, the better the approximation. The raising and lowering of 

k  is accord-

ing to the equation: 

For 
1

0.75:
4

k k k   =   

For 
 

2
 

1
0.25:

k k

k k k

kp

 − 
   =  +  

(2.28) 

With 1k k k kw w p+ = +   and 11k k kkp r p+ += +   also the learning rate ka , which is scaled by 

the k , desired vector of weights and bias 1kw + can be achieved. The training of ANN with SCG 

ends when ( ) 0kkr E w= − = . 

2.1.3 Control optimization  

PID (proportional-integral-derivative) controllers have been in the field of automatic control 

for a long time and are fundamental in the industrial automation system. Over 95% of indus-

trial controllers are of the PID type [50, 51]. In the power system area, PID controllers are 

applied in automatic generation control of multi-area multi-source interconnected power sys-

tems [52], in load frequency control for a single area power system for different types of turbines 

[53], as well as in energy storage system for effective microgrid operations [54] and so on. PID 

control has the following advantages to offer as an extensive feedback control technique. On the 

one hand, it has a simple algorithm structure and therefore is feasible, easy to implement, and 

conveniently adjusted. On the other hand, it responds well to unmeasured disturbances, ensuring 

the stability and reliability of its controlled system. To achieve a desired control effect on the 

controlled object, the PID controller parameters tuning is required in the control system [55]. 

Gaining appropriate controller parameters is still a problem in many practical industrial applica-

tions because of high order, time delay and nonlinearity of the controlled objects [56]. The men-

tioned characteristics are caused mainly by the large-scale use of power electronic devices. The 
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manual calculation of the parameters is laborious and time-consuming. Using traditional PID pa-

rameter tuning is difficult to achieve the optimal PID controller parameters amid continuous in-

dustrial development.  

In recent years, many heuristics and innovative methods for obtaining the optimal PID controller 

parameters, such as Quasi-Affine Transformation Evolutionary algorithms, fuzzy logic, biogeog-

raphy optimization algorithm, genetic algorithms, and so on, have been proposed as intelligent 

controls in successfully solving nonlinear complex optimization problems [57–60]. As an intelli-

gent self-learning strategy, RL attracts growing attention in the power system control field [61]. 

RL has been developed in the field of ML, which is devoted to solving control or sequential de-

cision-making. Saénz-Aguirre et al. presented an advanced yaw control strategy for wind turbines 

based on RL [62]. An innovative, intelligent control strategy based on RL for buck DC-DC con-

verter with constant power loads is constructed in [63]. [64] contributes to applying RL in Multi-

Carrier Energy Systems to provide flexibility to meet the residential thermal and electrical de-

mand. RL also plays a great role in the field of PID control optimum. In [65], RL is utilized for 

training an adaptive PID controller of an inverted pendulum whose parameters change according 

to the changing state. The closed-loop stability is ensured during policy search by applying RL-

based tuning methods in [66]. The presented novel stability-preserving framework is validated in 

a second order plus dead-time system.  

Moreover, RL has been applied in the control of power electrical systems with the participation 

of converters. In [67], an online tuned PI controller as an actor in the current control of a converter 

is presented. The constructed controller is compared with the classical PI in different conditions. 

It is concluded that the proposed controller reduces the convergence time, and tracking error. A 

policy-free adaptive RL learning algorithm for cooperative secondary voltage control in an is-

landed microgrid is proposed in [68]. The result shows that the performance of each distributed 

generator in simultaneous tracking of the AC voltage reference is improved. However, there is 

little research on RL applications in PID control optimum in the multi-converters system, consid-

ering its stability and robustness. This work is aimed at filling this gap. Although there are other 

online PID controller tuning methods, for example particle swarm optimization algorithm 

[69], fruit fly optimization algorithm [70], simultaneous perturbation stochastic approximation 

[71] and genetic algorithm [72] and so on [73], RL is proven to be the only learning algorithm for 

online controller tuning under the condition of highly nonlinear and noisy systems [67]. In the 

following, the mathematical foundations and concepts of RL will be first introduced. Furthermore, 

the algorithm to be utilized is presented. 

Elements of RL  

RL is implemented to derive a policy, which defines how the agent behaves to maximize the 

satisfaction of a criterion. Meanwhile, a long-term sum of rewards gained by trial and error is 

obtained through interactions with a given environment. Fig. 2.4 shows the basic framework of 

RL, which includes two main elements: agent and environment. The agent consists of two parts: 

a policy and an RL-algorithm. The interaction between agent and environment is through the state, 

reward, and action. 
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Fig. 2.4: RL basic framework  

• Agent 

The agent is a decision-maker that acts on the environment under a given state through a policy, 

which is implemented by a parameterized function, e.g. a deep neural network. Based on actions, 

observations and rewards, the RL-algorithm continuously updates the policy parameters. The 

agent's goal is to maximize the reward received from the environment and the cumulative reward 

calculated from it. 

• Environment 

The object that interacts with the agent is called the "Environment". It receives a control signal 

from the agent, creates a new state and returns the state and a reward to the agent after each 

simulation step. The step reward is utilized to evaluate how well the environment responds to 

appropriate control signals. 

Basic process and algorithms of RL 

Markov Decision Process (MDP) is the basic process of RL. To construct the MDP, the following 

elements need to be clarified:  

A : Finite action set, representing the set of actions available to the agent. An action executed 

at the time t is marked as ta  .  

S : Finite state set, standing for the set of possible states of the environment. A state at the 

time t is marked as ts  . 

P : Transition probabilities ( ' | , ), , ' ,P s s a s s S a A   are the possibility of the environment 

reaching a new state 's  when the agent takes action a  under a state s . In a deterministic case, a 

certain state 's  is reached, therefore 1P = . In stochastic cases, the state for the next time step is 

undetermined, therefore, P  is a probability distribution. 

R : Reward, depending on S  and A , which is a mathematical function to describe how 

good the current state is or how good an action is. The reward value is transferred from the envi-

ronment to the agent at each time step. The role of the reward is in the renewal of the policy.  

 0,1  : Discount factor, which determines the concern degree of RL agents for rewards in the 

distant future compared to that in the immediate future. 

State Action

Reward

Agent

RL-Algorithm

Policy update

Enviroment

Policy
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tS is defined to depend on the state and action of the last time step according to a probability 

distribution, i.e. 
1 0 0 1( | , ,..., , ) ( | , )t t t t t tp S S A S A p S S A+ += , which is called a Markov property. 

Because each time step commands a corresponding reward, a return function is needed to evaluate 

the performance of a trajectory: 

1 1 1

0

... k

t t t t k

k

G R R R


+ + + +

=

= + + =   (2.29) 

To describe the reward expectation under a certain state and certain chosen action, the so-called 

action-reward function is as follows. 

 ( , ) | ,t t tq s a E G S s A a= = =  (2.30) 

To maximize the reward, the transition between different states should not depend on the transi-

tion probabilities but follow an improved statute called a policy. This process is called MDP. MDP 

aims to find an optimal policy   to maximize the reward function. 

In deterministic policy, a particular action is performed under each state. But in the stochastic 

case, the policy   is a probability distribution, i.e., all possible actions under respective states are 

emitted by the agent with a probability. 

( | ) [ | ]t ta s P A a S s= = =  (2.31) 

The reward function and action-reward function under MDP are as follows. 

 ( ) |t ts E G S s= =   (2.32) 

 ( , ) | ,t t tq s a E G S s A a= = =   (2.33) 

The corresponding Bellman equations are: 

 1 1( ) ( ) |t t ts E R S S s+ += + =     (2.34) 

 1 1 1( , ) ( , ) | ,t t t t tq s a E R q S A S s A a+ + += + = =    (2.35) 

Since the state and the action occur in pairs, the relationship between the evaluation function and 

the action evaluation function must be examined. 

In the RL, it is necessary to find an optimal agent with a policy *  that allows the greatest reward 

function to be achieved, which means: 

*( ) max ( )s s= 


   (2.36) 

Because the above equations are non-linear, approaches such as value iteration, policy iteration, 

Q-learning, etc. can be used to find an optimal solution to the RL. 

Monte Carlo method and temporal difference method 

When exploring an environment, the reward is considered and adjusted with the estimate for the 

state assessment. The "Monte Carlo method" fits this way exactly. The principle of this method 
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is to solve complex probability problems with the help of sufficient repetition of the random ex-

periment, and its weighted reward function is then calculated. After an episode, a renewal of the 

reward function ( )ts  is carried out. To effectively estimate the value of a state's reward func-

tion, a large number of episodes are performed in that state, and then the mean value of the reward 

function is determined. The same state can appear several times in one or more test episodes. At 

the end of an episode, the algorithm starts the calculated reward accumulation. The update works 

by calculating the average reward accumulation received in that state. 

The principle of the Monte Carlo update equation is that a given arithmetic mean   is accumu-

lated with a value G. 

( 1)
:

v N G
v

N

 − +
=  (2.37) 

The above equation is converted to addition form: 

:
G v

v v
N

−
= +  (2.38) 

The variable in (2.38) is replaced with the variable in MDP, i.e., 
1

( )N s
= , ( )tv s=   and 

tG R= , then the equation for the relevant Monte Carlo update rule is obtained. 

( ) : ( ) [ ( )]t t t ts s R s= + −       (2.39) 

Here, tR  means the respective mean value of reward when the policy is kept in the state s  from 

time t  onwards. Characteristically, it is the principle of the Monte Carlo method that the renewals 

are carried out first after the completed episode, and the episodic learning process is its prerequi-

site. 

In contrast, the temporal difference (TD) procedure works differently. In the case of exploration, 

it occurs that the reward determined at the time 1t +  of the observation differs from the estimate 

provided. Therefore, the recorded reward should be renewed by assuring the estimate of the re-

ward of a subsequent state. This algorithm is called the "TD method".  

In a stochastic environment, the newly generated state of an action is uncertain. Exclusively, the 

probability of accumulated reward is considered when an action ta  is performed in the state 
ts . 

The achieved state 1ts +  is also uncertain in this case. One idea for a solution is to apply the learn-

ing rate   with 0 1  , which is also called "step size". The principle is that different rewards 

of the subsequent state are considered according to their probability distributions '

a

ss  from the 

Markov model. In the learning process, the learning rate   can always be renewed to converge 

the reward of a state. The convergence of the learning process can occur if the learning rate   is 

decreased as the number of episodes increases. 

Based on the upper specification, Q-learning can be derived, which is an essential success in de-

veloping the RL. Characteristically, the renewal of the Q-function is composed of the reward 

received so far and the reward calculated from the scaled estimate of the subsequent state: 
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1

1 1
ˆ ˆ ˆ( , ) ( , ) [ max ( , ) ( , )]

t

t t t t t t t t
a

Q s a Q s a r Q s a Q s a
+

+ + + + −   (2.40) 

Because Q-learning refers to an unknown environment, i.e., the transition possibility 
'

a

ss
 is not 

given, this procedure is classified in the so-called "model-free methods". 

Policy-Gradient and Actor-Critic-Method 

As mentioned above, if TD algorithms calculate the reward of each state, the action can be exe-

cuted according to the associated Q-value. But for some continuous-time scenarios, it is impossi-

ble to represent the Q-value of every possible state. Therefore, another idea is to try to find the 

optimal policy. 

The algorithms of "policy gradient" can be understood as a method of searching for the optimal 

policy. And the policy is considered as a parametric control or a function ( , , )s a   that can 

output an optimal action. Instead of finding the optimal action in a given situation, an optimal 

control strategy is searched in this case. 

Here, the SoftMax distribution is offered to perform continuous changes and optimization to the 

policy. This produces a probability distribution over the various available actions according to 

their reward estimation. 

( , , )

( , , )
( , , )

h s a

A h s b

b A

e
s a

e


=






   

(2.41) 

In some cases, Q-value cannot be formed for every possible state, so an action preference

( , , )s a   is generated from the parameters, which does not denote a Q-value, but presents the 

preference in action choice.  

To improve the control algorithm, the expected reward ( )J   should be introduced. On the one 

hand, it represents the relationship between control parameters   and the evaluation of this control, 

it also describes the improvement or deterioration of the control when the parameters are changed. 

A higher value of ( )J   means the performance of the control. 

The learning process, which is based on gradient ascent, aims to maximize the expected reward: 

1 ( )t t tJ+ = +      (2.42) 

For episodic cases, the performance of the control can be identified with the value of the initial 

state under an initial control: 

0( ) ( )J V s=   (2.43) 

Then the gradient of expected reward can be presented: 

0( ) ( )J V s =   (2.44) 

The gradient depends on the policy and describes the property of the environment in which the 

agent operates. To estimate the gradient that depends only on control parameters, when the gradi-

ent is affected by the changes in the state distribution, the so-called "Policy Gradient Theorem" is 

used: 
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 (2.45) 

The theorem represents the weighted sum over the expected reward obtained as it would appear 

under the policy  . The equation represents that the gradient is formed from the expected value 

over the sum of products from the Q-value and the policy gradient. 

In this case, the selected action ta  at the time t , which is used to calculate the policy gradient, 

must be taken into account to form the sum. 

( ) ( , ) ( | , )

( | , )
( , ) ( | , )

( | , )

( | , )
( , )

( | , )

t t

a

t
t t

a t

t
t t

a t

J E Q s a a s

a s
E Q s a a s

a s

a s
E Q s a

a s













  

 
 

 

 

 

 
 =  

 

 
=  

 

 
=  

 







 
(2.46) 

Observing the actions at the time t  of a sample, which are selected according to the probability 

distribution, the weighted sum over all possible actions can be omitted. 

For the pair ( , )t ts a  of a period T, the "measured" value consists of the cumulative subsequent 

rewards. 

From equation (2.47), the information can be applied to the update rule of the traditional RL al-

gorithm: 

1

( | , )

( | , )

ln ( | , )

t t
t t t

t t

t t t t

a s
G

a s

G a s

 
 

 

   

+


= +

= + 

 (2.47) 

The next problem is to calculate the gradient ln ( | , )
t t

a s  . For small state-action space, the 

action preference ( , , )h s a   can be tabulated as 
,s a  assigned: 

, ,( , , ) ,s s a s ah s a where  =   (2.48) 

Logarithmize both sides of equation: 

,

,ln ( , , ) s b

A

s s a

b A

s a e


  


= −  (2.49) 

The Equation can be derived directly to calculate the gradient: 
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 (2.50) 

This is a policy gradient algorithm under the Monte Carlo method, is called "REINFORCE". The 

learning step of REINFORCE consumes more time but runs more effectively. The step width 

must also be chosen appropriately.  

Another way is an integration of the so-called baseline in the updated rule of policy gradient: 

1 [ ( )] ln ( | , )t t t t t tG b s a s   + = + −  θ  (2.51) 

If the practically cashed reward has a large deviation from the expected baseline, the policy can 

be strongly adjusted with a baseline. If this baseline is set as 0, this update rule represents no 

difference to REINFORCE. As the baseline, the currently given estimate of the state value ˆ ( )tV s  

can be established: 

1
ˆ[ ( )] ln ( | , )t t t t t tG V s a s   + = + −  θ  (2.52) 

This means that if the value deviates less from the currently given estimation ˆ ( )tV s  of the state 

value, a decreasing adaptation of the policy will take place; thus, the learning process will con-

verge.  

The definition of the expectation of the cumulative reward tG  is taken into account. The TD error 

can be used in online adaptation: 

1 1 1
ˆ ˆ[ ( ) ( )] ln ( | , )t t t t t t tR V s V s a s    + + += + + −  θ  (2.53) 

This allows the policy gradient algorithm to be combined with the value optimization by TD 

methods by processing the TD online. The TD is used in two places. On the one hand, the policy 

is immediately improved by TD errors. The agent that behaves under this policy is called an "Ac-

tor". On the other hand, the estimation of the state value ˆ ( )tV s  is updated. The component that 

outputs and updates state value is called "Critic". The algorithm with this basic principle is called 

the "Actor-Critic" algorithm [74].  
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Fig. 2.5: Actor-Critic-Method structure 

By "Actor-Critic" algorithms, not only a policy ( | )a s , but also a value function V  can be 

determined. A TD algorithm is used to the "Critic" to determine a state score for the current policy. 

The temporal difference estimates whether the corresponding action was good or bad. A good 

action means that the action to a state presents a better-than-expected value. This response from 

the "Critic" updates the "Actor" through policy gradient [75]. 

Deep Q-Learning 

Normally it is a big challenge for RL to find a suitable control with the input in high dimensions 

[76]. However, the development of deep learning has made it possible to extract features from 

data in high dimensions. The DeepMind team researchers applied the RL Q-learning algorithm to 

estimate and update the state evaluation by an ANN. This is called "Deep Q-Learning", abbrevi-

ated to "DQN" [77].  

Conventionally in Q-learning, all state evaluations are made into tables. However, for complex 

environments with a large number of states, huge memory space is needed to insert state evalua-

tions. Therefore, Q-learning with tables is impractical in this case. An approximation function 

estimates state evaluations to solve the mentioned problem. 

*( , , ) ( , )Q s a Q s a  (2.54) 

A function can represent continuous states compared to Q-learning, which can hold the rewards 

for discrete states of limited quantity. Typically, a linear function can serve as a function approx-

imator. But with the help of the ANN, it is possible to use a non-linear function approximator. 

This ANN, by which Q-values are estimated, is called the Q-network. In Q-learning, Q-values are 

directly renewed by (2.40), while the parameters (or named as weight)   of the Q-network are 

trained by minimizing the value from the loss functions ( )i iL   to make the output from the Q-

network approximate the corresponding Q-value at each state: 

State, S(t) Action, A(t) 

Q-Value, Q(t)

Reward,R(t)

Critic

Actor
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2

, ( )( ) [( ( , ; )) ]i i s a i iL y Q s a= −   (2.55) 

Here 
1[ max ( , ; ) | , ]i s a iy r Q s a s a  −

 = +    is the target for iteration in the environment  , 

and ( , )s a  is the probability distribution over the state s  and the action a . The parameters of 

the last iteration 1t −  are recorded in the optimization of the loss function. Deriving the loss func-

tion with weight, the following gradient is obtained: 

( ), ( ); 1( ) max ( , ; ) ( , ; ) ( , ; )
i ii i s a s a i i iL r Q s a Q s a Q s a  −

   = + −           (2.56) 

Usually, the loss function is optimized by stochastic gradient descent instead of calculating the 

full expectation in (2.56). This algorithm is no different from the Q-learning algorithm when the 

weights are renewed after each time step and the expectation is replaced by a sample of the dis-

tribution   and the environment  . 

Remarkably, the algorithm is also model-free, which achieves the learning goal simply by sam-

pling from the environment. Moreover, it is also off-policy, i.e., the targeted policy is a "greedy" 

policy max ( , ; )aa Q s a=  . The action is chosen stochastically according to a probability distri-

bution to explore the environment. 

In the following research, the algorithm of DQN was improved in different ways. One well-known 

improvement is the construction of the target network. This new NN has the same structure as the 

primary network but is not updated as frequently as it is. The new network updates the current Q 

value to reach the target Q value proposed by the target network. Its loss function is as follows. 

( )
2

( , , , ) ( )( ) max ( , ; ) ( , ; )i i s a r s U D t i
a

L r Q s a Q s a−




 
 = + −  

     (2.57) 

Here i  is the parameter of the primary network, t

−  is the parameter presented by the target 

network, which only renews itself at every C  steps ( 1C  ). This method also reduces the cor-

relation in the sequence of state observations and the influence of the change of Q-values on the 

policy. The DQN algorithm is more effective than the best RL algorithms in the last tweeny years 

[78]. 

Deep Deterministic Policy Gradient 

Although with the algorithm of DQN mentioned above, the tasks with continuous-time observa-

tion in high dimensions can be solved, in this case, the continuous-time action is not yet possible, 

so the DQN is not applied to this case. 

One idea is the application of "DPG", the abbreviation of "deterministic policy gradient", a kind 

of "actor-critic" algorithm. An optimal policy 
*( | )a s  is determined by a policy gradient. If it is 

a stochastic policy, it is a probability distribution ( | )a s  over the available actions at each state. 

When the policy is deterministic, each state corresponds to a particular action. The deterministic 

policy is denoted as : →  with the parameter 
n . In this case, the Q-values are 

learned through such as Q-learning.  
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Due to the success of the DQN algorithm, the DeepMind team applied deep NN to DPG, so the 

DDPG algorithm was developed, which is the abbreviation of Deep Deterministic Policy Gradi-

ent. The algorithm of DDPG is a combination of the algorithm of "Actor-Critic" and the algorithm 

of "DQN", that is, the agent has two components, one is the "Actor" that outputs the action to the 

environment, the other is the "Critic" that is responsible for the estimation and actualization of the 

Q value, but both components are KNN, like the Q network in DQN. By training and updating, 

the "Actor" can output the optimal action, and the "Critic" can represent the actual Q-value, which 

approximates the targeted Q-value. 

Like the algorithm of DQN, experience recurrence and target network are applied in DDPG to 

reduce the dependence on different states and increase training stability. But compared to the 

target network update in DQN, the target network update in DDPG is "softer", which means the 

parameters from the target network renew very slowly: (1 ) = + −     with 1 , so that 

the learning process is stabilized. To avoid the divergence of the trainees from both target network 

and Q , stable targets are required, this can lead to the slowing down of the learning process 

because the propagation of the value estimation is delayed, but this is helpful for the stability of 

the learning process. 

Another feature of DDPG is batch normalization. Normally, state observation in high dimensions 

is related to different physical units and scopes of different physical quantities that differ from 

each other, which is difficult for the learning process. Stack normalization is used to solve this 

problem. The principle is that each sample dimension is normalized in a small stack to obtain 

uniform mean and variance. In addition, a running average of the mean and variance is maintained, 

which is used for normalization during testing. With batch normalization, it is possible to perform 

effective learning on various tasks without artificially adjusting the data size [79].    

2.2 Interactions of the converters dominated network  

The significant increase in the integration of converter-interfaced renewable energy generators 

(CI-REG) in power systems results in different stability issues. These issues occur due to the 

system inertia reduction, the low short-circuit strength at remotely sited CI-REGs during faults, 

reduced reactive power reserve, and the poorly tuned CI-REG control strategy [80, 81]. 

2.2.1 Stability issues resulted from converters  

New types of stability issues arise in the converters dominated network because, compared to the 

conventional synchronous generators, there is different dynamic behavior in CI-REGs [82]. Fig. 

2.6 shows the dynamic timescales associated with CI-REG (electromagnetic) and conventional 

generation (electromechanical). 
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Fig. 2.6: Power system dynamics in different timescales  

With the massive integration of CI-REG, which is based on power electronics converters for con-

version between AC and DC, the dynamic response of the power system becomes more dependent 

on fast-responding power electronics. Fig. 2.6 illustrates that with the CI-REG, the timeframe of 

dynamics is in the 610−  to 210−  s timescale due to the dynamics associated with the converter 

switching and controls. Compared to conventional power system dynamics, whose dynamic phe-

nomena are typically analyzed in the time range of 210−  to 310  s, faster dynamics will become 

more prominent in the dynamic analysis of the converters dominated power system. As a result, 

new stability issues arise, and stability analytics should be shifted to the microsecond timescale. 

[80, 83] 

The following stability issues are affected when there is a high penetration of CI-REGs in power 

systems [80, 83, 84]:  

- Rotor angle stability issue 

- Frequency stability issue 

- Voltage stability issue 

- Resonance stability issue 

- Converter-driven stability issue 

The following will describe and analyze each of the above five types of stability issues affected 

by CI-REG. 

Rotor angle stability issue / Synchronization issue 

The power system is required for all synchronous generators in an interconnected network to re-

main synchronized under normal operating conditions and after a disturbance. In the event of a 
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synchronized failure, the generators will become unstable or lose stability, which can quickly 

propagate throughout the network and lead to the shutdown of the entire system [85, 86]. The 

ability of the synchronous generators to maintain synchronization after disturbances is called rotor 

angle stability [87]. According to [88], the stability of the rotor angle in the presence of large 

disturbances is commonly referred to as transient stability. Before a large amount of renewable 

energy integration through CI-REG, rotor angle stability was considered one of the critical aspects 

of power systems. Lack of sufficient synchronizing torque in the network would lead to transient 

rotor angle instability, whereas lack of damping torque would result in small-disturbance rotor 

angle instability [83]. 

The change in the rotor angle of the synchronous generator after disturbances is evaluated using 

the following swing equation: 

2

m e2

d d
M D P P

dtdt

 
+ = −  (2.58) 

where M is the inertia coefficient in 2MVAs /rad , D is the mechanical damping coefficient in 

Nms ,   is the power angle in rad, mP  is the input mechanical power in MW, and eP  is the output 

electrical power in MW.  

The generator electrical power Pe could be influenced by the terminal voltage magnitude and its 

angle. Due to the dominance of CI-REG in the power system, the trajectory of the terminal voltage 

is mainly driven by the source at the converter interface [89]. Since the CI-REG has more flexi-

bility in controlling active and reactive power, this capability could improve transient stability. 

The voltage angle can be affected by varying the active power while changing the reactive power 

can help improve the voltage amplitude and, thus, the transient stability [90].  

Study results in [91] show that small-disturbance rotor angle instability is improved by integrating 

solar-PV generation, except in the remote fault scenarios where a generator with power system 

stabilizer (PSS) is replaced with solar-PV generation. Transient rotor angle stability has worsened 

due to increased solar-PV penetration when a fault occurs at critical points. However, transient 

stability has improved when a fault occurs at less critical points; hence, fault proximity to solar 

PV generation is an important determinant of transient stability.  

In [92], the analysis and simulation results show that under specific fault conditions, increasing 

the penetration level, such as replacing synchronous generators with DFIG-based wind farms in 

the case study, leads to a tendency to increase the transient stability of the specific test power 

system. However, it should also be noted that under certain fault conditions, the transient stability 

of the test power system decreases to some extent as the wind power penetration increases. 

The impact of CI-REG on rotor angle stability depends on several factors, including the number 

of CI-REGs in the system, the location of their installation, the type of control applied, the load 

conditions in the system, the type of disturbance and its location concerning the CI-REGs and the 

large power plants, and so on [83, 93].   

Frequency stability issue 

Frequency stability reflects the balance of load demand and generation in the power system [88]. 

It is tightly associated with rotor angle stability because the rotor speed of a synchronous generator 

is synchronized with the system frequency. By rearranging the swing equation (2.58) with the 
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inertial coefficient  sys2 /M H w=  and system frequency /w d dt=  , the following equation is 

derived:  

( )sys

m e
2

wdw
P P D w

dt H
= − −   (2.59) 

where H is the inertial constant in MVAs and sysw  is the power system rate frequency in rad/s. It 

shows that the frequency dynamics are inversely proportional to the inertia H.  

Due to the large number of CI-REGs replacing the synchronous generators, the inertia of the sys-

tem is reduced. This means that in such systems, the frequency response has faster dynamics [94]. 

Therefore, the potential for instability to occur earlier is increasing. This phenomenon poses a 

new challenge for system frequency control [80]. In addition, renewable energy like wind and 

solar resources are stochastic, resulting in fluctuations in output active power. This introduces 

uncertainty and further challenges to the system frequency stability [95].  

Much research has been carried out to improve the frequency stability in the converters dominated 

system. [96] presents a method to re-introduce inertia by creating artificial or virtual inertia using 

a photovoltaic system. The results show that the virtual inertia leads the frequency dynamics in 

the expected direction, thus improving the system frequency stability. The "virtual synchronous 

generator" frequency control can also improve frequency stability. This strategy enables the con-

verter to have the characteristics and the primary and secondary frequency adjustment mecha-

nisms of traditional synchronous generators [97]. To smooth the fluctuations of combined power 

output from multiple PV systems, a central and local coordinated control has been studied and 

proven effective[98].  A positive contribution of CI-REGs with grid-forming control strategies to 

frequency stability is emphasized in [99], which implements an AC limiting scheme to stabilize 

the grid-forming techniques.  

Voltage stability issue 

Voltage stability is defined as the ability of the power system to recover and maintain the accepta-

ble voltage ranges at all the buses in this system during the normal operating condition as well as 

after any disturbances being subjected to the network [88]. The voltage stability issues posed by 

CI-REG could mainly result from the lack of reactive power reserve due to replacing conventional 

synchronous generators [100].  

In CI-REG-based networks, many studies on reactive power management have been carried out 

to overcome the problem of insufficient reactive power reserves. A consensus-based distributed 

voltage control is proposed in [101] for reactive power distribution. With this control, reactive 

power sharing is achieved in inverter-based microgrids, so the system's voltage stability is im-

proved. A trust region framework is proposed for coordinating the reactive power output of vari-

able-speed wind generators with other reactive sources to improve voltage stability. The results 

indicate a significant improvement in the load capability margin and the steady-state voltage sta-

bility margin [102].  

The effect of CI-REGs on power system static voltage stability is demonstrated in [103]. Com-

pared to other control strategies, this work shows that the static voltage stability can be improved 

by operating the renewable generator in voltage control mode. It is also worth noting that doubly-

fed induction generator-based wind turbines improve system voltage stability compared to solar 

PV generators [103]. 
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The placement of wind farms based on variable-speed wind turbines at different locations in the 

power system can have different effects on the steady/state voltage stability [104]. By integrating 

voltage-controlled CI-REGs from the weak busbars into the network, they can significantly im-

prove the V-Q stability margin compared to integrating them from the strong busbars. 

The influence on the voltage stability of different operating modes of the wind farm has been 

verified in [83]. In the test system, a synchronous generator is replaced by a DFIG wind farm with 

a voltage control mode and has a better static voltage stability margin compared to the same gen-

erator replaced by a DFIG wind farm with a power factor control mode. 

Resonance stability issue 

In this stability issue, resonance refers mainly to subsynchronous resonance (SSR), which is a dynamic 

phenomenon of interest in power systems [105]. The first SSR events occurred at the Mohave Gener-

ating Station in southern Nevada in 1970 and 1971 [106]. At that time, it was in a power system with 

only conventional turbine generators. However, the potential risk of SSR can also occur in current 

large-scale integration of induction generator-based wind farms into power systems consisting of se-

ries compensated lines [107]. The first SSR event for DFIG-based wind power was detected at the 

Zorillo Gulf wind farm (Texas) in October 2009 [108].  

A system that has undergone SSR manifests dynamic oscillations at frequencies below the system 

fundamental frequency. The SSR can be split into two categories [84]:  

(i) Torsional Resonance: Due to resonance between the series compensation and the me-

chanical torsion frequency of the turbine generator shaft.  

(ii) Electrical Resonance: Due to resonance between the series compensation and the elec-

trical characteristics of the generator. 

A torsional resonance is excited when the frequency of a torque harmonic matches the natural 

frequency of the system [109]. This type of resonance is usually discussed in the context of power 

systems with turbine generators and series compensated transmission lines. However, the interac-

tion of a turbine generator with fast-acting controllers of the power system components can also 

lead to a torsional resonance [110]. 

In the case of power systems with only conventional turbine generators, purely electrical reso-

nances are essentially unobservable. However, the above-mentioned SSR phenomenon observed 

in Texas is electrical resonance. It is caused by the fact that the variable speed induction generator 

of the DFIG wind turbine generator is directly connected to the grid, which makes this electrical 

resonance between the generator and the series compensation possible. The resulting resonances 

mainly lead to large current and voltage oscillations that can damage electrical equipment within 

the generator and on the transmission system. The mitigation of such resonances can be achieved 

by means of SSR damping controllers with various FACTS devices and converter controllers of 

DFIG [111]  

converter-driven stability issue 

CI-REGs are usually embedded with a multiple timescale control system to regulate the current 

and power exchanged with the power grid [112]. The wide timescale control system of converters 

can lead to cross-coupling with the electromechanical dynamics of electrical machines and the 

electromagnetic transients (EMT) of other converters connected nearby and the power networks. 

Therefore, oscillations can occur across a wide frequency range in CI-REGs dominant network 

[113].  
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Fig. 2.7 maps the relationship between the harmonic frequency range and the control loops in the 

CI-REG, including the outer control loops for the DC voltage and the reactive power, the PLL for 

synchronizing the CI-REG to the grid, and the inner current control loop. The control loops de-

signed with different bandwidths interact with the grid impedance, resulting in harmonic instabil-

ity ranging from sub-synchronous frequency to switching frequency [114]. It is clearly shown in 

Fig. 2.7 that the fast inner current loops of CI-REG may cause high-frequency oscillations, typi-

cally in the range of hundreds of hertz to several kilohertz, while the outer power and voltage 

control loops and the PLL can result in unstable low-frequency oscillations, typically less than 10 

Hz [115].  

 

Fig. 2.7: Control loops in the CI-REG and the corresponding frequency range [114] 

CI-REGs require filters at the network terminal to attenuate high-frequency content created by 

pulse-width modulation (PWM) [116]. As discussed above, the control loops of the CI-REGs 

could trigger the resonance of these filters. Compared to the single CI-REG case, the parallel CI-

REGs pose a greater challenge because the converter interactions excite more complex resonances 

at different frequencies [117]. Interaction between the control loops of parallel CI-REGs may also 

cause high-frequency oscillations [118].  

2.2.2 Control structure of the converters 

Grid-connected converters are the main form of integrating renewable energy resources into the 

electrical network [1]. Grid-following control has been widely used for grid-connected converters 

with some providing grid supporting functionality [119, 120]. They are mostly current-controlled 

voltage-source converters where, given a voltage at the point of common coupling (PCC), the 

current is controlled accordingly to provide the desired active and reactive power [116].   

The model of a power converter and its controller structure is presented in Fig. 2.8. A grid-fol-

lowing converter is equipped with subordinate current control, cascade voltage, and a reactive 

power control loop [121].  A complete control structure should include the phase-lock-loop (PLL) 

and abc-to-dq transformations [122]. Locking the network fundamental frequency voltage by PLL 

keeps the converter synchronized with the grid. The PLL and the cascade control loop perform a 

significant role in the dynamic behavior of the converter-based system. An LC low-pass filter is 

applied at the AC side to reduce the output voltage harmonics generated by the PWM [123]. 
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Fig. 2.8 Control structure of a grid-following CON 

Voltage control loop 

Voltage and reactive power control convert the voltage and reactive power setpoints into the cur-

rent setpoints based on the voltage at the connection point. 

 

Fig. 2.9: Block diagram of the voltage control 

Reactive power control loop 

 

Fig. 2.10: Block diagram of the reactive power control 
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Current control loop 

 

Fig. 2.11: Block diagram of the current control 

PLL control: 

A CI-REG is synchronized with the grid via a PLL. A commonly utilized PLL as shown in Fig. 

2.12 is based on the alignment of the dq transformation angle to achieve the connected point PCC 

voltage without a q-axis component [124]. The PI controller calculates the filtered grid voltage 

angular frequency change Δw, which is then added to the nominal angular frequency wN. By inte-

grating the resulting angular frequency in time, the grid voltage phase angle θ is then obtained. 

 

Fig. 2.12: Block diagram of PLL 
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2.2.3 Stability criteria  

The small signal dynamic stability is an essential aspect of the power system, associated with the 

performance of the small perturbation around an operating point under steady-state conditions 

[125]. The system's small signal stability can be investigated in the time domain as well as in the 

Laplace domain. 

A linearized system can be expressed in the small signal model (SSM) as follows.  

( ) ( ) ( ) ( )

( ) ( )

0, 0x t Ax t Bu t x t

y t Cx t

= + =

=
  (2.60) 

where, n nA   is the state matrix, n pB   represents the input matrix, and q nC   is the 

output matrix. Accordingly, nx  is the state vector, pu  represents the system inputs and 

qy  donates the system outputs.  

The system inputs, states and outputs are available, with which system stability statements can be 

made employing stability criteria. Here, however, the unexcited "free" system is usually consid-

ered, for which 0u   is the essential assumption. Hereby stability statements can be made about 

the input-output behavior of the system. For the investigations, n-th order systems in the time 

domain according to equation (2.60) are to be considered, representing the general transfer func-

tion in the Laplace domain as shown in (2.61). 

( )
( )

( )
1 adj( )

( )
( ) det

sI AY s
G s C sI A B C B

U s sI A

− −
= = − =

−
  (2.61)  

As seen in (2.61), the poles of the transfer function ( )G s  are equal to the eigenvalues 

 , 1,2,...,i i n   of matrix A. The denominator polynomial of the transfer function is also called 

the characteristic polynomial. The Lyapunov stability in the Laplace domain can be analyzed 

through the eigenvalue’s location.  

Eigenvalues  

The dynamic behavior of a system can be represented by the eigenvalue of the system. If a second-

order system has a complex eigenvalue jp ß= , then the oscillation frequency of the system 

under excitation can be calculated from (2.62). 

2
f

ß
=


  (2.62)  

Further information can be obtained from the location of the eigenvalues, e.g., system oscillation 

behavior concerning its overshoot, the time constant, and the settling time, see Fig. 2.13. 
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Fig. 2.13: System behavior profile with characteristic features [126] 

Overshoot is also referred to as maximum deviation, which is the difference between the first peak 

value of the signal and the steady-state value. Most often, overshoot   is expressed as a percent-

age of the change in the setpoint value [127]. The mathematical relationship between the over-

shoot   and the damping ratio    is shown by equation (2.63).  

2

-

1-
e




 =  

 (2.63)  

where the damping ratio   is an indicator that describes how the system oscillates after being 

subjected to a disturbance. It can be calculated from the real and imaginary parts of the complex 

eigenvalue.  

2 2ß


 = −

 +
  (2.64)  

The response of the system y(t) to a step input is characterized by a time constant  . At   t =  , 

the system has reached 63% of its final steady-state value [128]. This time constant can be calcu-

lated from the real part of the complex eigenvalue [129].  

2 2

1

ß
 = − =

  +


  (2.65)  

The settling time st  is considered as the end of the settling process if the system behavior deviates 

by no more than ± 2% from the final steady-state value [130]. 

s

ln(0.02)
t =


  (2.66)  

The oscillation period is calculated by the following equation (2.67).  


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 (2.67)  

Using the above equations, it is possible to obtain the system dynamic response features from the 

dominant eigenvalue, which will be illustrated in section 3.3.2. 

Operating point strongly correlated eigenvalues  

It is known that the stability of a linearized system can be determined by the eigenvalue of the 

state matrix A [83], which allows the Lyapunov stability of a system included CI-REGs to be 

evaluated. If all eigenvalues of A have negative real parts, then the system at the corresponding 

operating point is asymptotically stable. If there is one eigenvalue in the RHP of the complex 

plane, it is then considered as an unstable mode.  

A power system constructed by the CI-REGs has a higher order, which increases exponentially 

for parallel inverters. The state matrix of a higher-order system has a larger dimensionality, which 

results in a huge number of eigenvalues. This brings certain computation difficulties to the online 

system stability analysis and the oscillation modes. Since the operating point strongly influences 

the small signal stability, the strongly correlated eigenvalues of matrix A are considered a system 

SI. This will be further introduced and discussed in section 3.3. 

2.3 Summary 

This chapter discusses the theoretical backgrounds related to the ML and the research problems 

of stability in distribution networks containing a large number of converters. First, three types of 

ML algorithms applied in this work are presented, namely the TRR for the construction of a DT 

of the investigated network, the ANN for network state estimation, and the RL for control opti-

mization. In addition, five types of stability issues affected by the presence of a large number of 

converters are described. Subsequently, the most common grid-following control structure of con-

verters in distribution networks, which is also the investigated structure of the converters simu-

lated in this work, is presented. Finally, small-signal dynamic stability indicators are analyzed, 

which will be applied to the quantitative analysis of network stability in this work. In the next 

chapter, the modelling of the various network components is presented as well as the concrete 

implementation of a method for optimizing control parameters using RL are introduced. 
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3 Method design  

The increased number of inverters in the network can lead to network instabilities. To increase 

the stability margin, a concept of automatic control of converter dominated distribution network 

is then proposed in this section, see Fig. 3.1. The concept consists of four parts: 

1) Construction of a DT for a reference distribution MV network utilizing parameter esti-

mation 

2) State estimation using ANN 

3) Formulation of an eigenvalue-based SI 

4) Adaptive control with RL 

These four parts will be introduced in the corresponding section 3.1 to 3.4, respectively. 

 

Fig. 3.1: Concept of an automatic control of converters dominated distribution network  

In the first part, the injected and consumed power in the network, as well as amplitude and angle 

of voltages on some buses, are measured and collected from the reference network. The power 

data are then served as the input data sets of the constructed DT with initial parameter sets. The 

voltage data on the corresponding buses in DT are then collected as output data sets Y   and com-

pared with the voltage data Y  from the reference network in the parameter estimator. Through 

the estimator, the model parameters, such as the impedances of the lines, filter impedances of the 

converters as well as their controller parameters, are estimated, and then the corresponding DT of 

the studied network can be constructed with these parameters. The following research, which re-

quires a large amount of data under different network conditions, is then performed in this DT.  

State estimation using ANN is conducted afterward. The necessary states for SI calculation in the 

next step such as PCCd0U , PCCq0U , CONd0I , CONq0I , d0V  and q0V  are estimated and employed into 

the state matrix 
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topology and the voltage at the measuring points to the above-mentioned states is trained with the 

data collected from the DT and serves as a state estimator in this work after validation.  

The main goal of this work is to realize automatic control of converters and to achieve a stable 

distribution network. Therefore, an indicator to imply network stability is required. The indicator 

is significant for stability analysis and training of an RL agent in the next step. An eigenvalue-

based SI is chosen to indicate the dynamic stability of the network. Thanks to the focused inves-

tigation, the real part of the operating point strongly correlated eigenvalues are determined as the 

SI. An ANN-based eigenvalue estimator is first trained and validated to reduce the computation 

effort. It is implemented in the SI calculation process afterward.    

As the last part of the concept, an RL agent is utilized to parameterize the controller in converters. 

The SI from the last step is applied as a reward during the agent's training, whose goal is to deter-

mine a function that maps the current operating points and the controller parameters. Implement-

ing SI as a reward can result in an optimal parameterization function to guarantee network stability 

under different operating points.       

3.1 Digital twin of distribution networks 

The electromagnetic phenomena cannot be ignored in power networks with a significant share of 

CI-REGs. The dynamic EMT simulation is used for this work to represent the dynamic response 

of power electronic converters and to conduct a comprehensive analysis of fast transients. As 

mentioned in section 2.1.1, a DT is understood as a real-time representation of components based 

on measurement data. It is also assumed that the investigated reference network has a known 

topology and partial, uncertain parameters, such as the impedance of transmission lines and con-

troller parameters in CI-REGs.  

 

Fig. 3.2: Process of creating a DT of a reference network  
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Fig. 3.2 shows the DT creation process. To create the DT, an EMT model is first built according 

to the network topology with an initial parameter set p0. The network modeling based on EMT 

simulation will be introduced in section 3.1.1. Afterward, the uncertain network parameters are 

then estimated and optimized by the TRR method. The iteration of the TRR algorithm ends when 

the square error E between the measured output voltage magnitude and angle from the reference 

network and its DT is smaller as a predefined value ɛ. Consequently, the estimated model param-

eters [ , , , , , , ] , 1,2,...T
T T Li Li Li fi fip R L R L C R L i= =  are obtained from the output of the algorithm. 

The estimation process will be presented in section 3.1.2. The DT model is then carried out with 

these optimized parameters, and further investigations such as network state estimation, automatic 

stability testing, and adaptive parameterization in converters will be performed on it.  

3.1.1 Network modeling   

A theoretical EMT model based on a set of differential equations is first constructed as a first step 

of creating the DT model. The CIGRÉ European medium-voltage (MV) benchmark is used as the 

reference model in this work [131]. Its network topology is shown in Fig. 3.3. The basic compo-

nents in this network are the transformer, transmission line, converter, and load. This section deals 

with the modeling of these components. For the converter, only the modeling of its AC side is 

introduced.  

 

Fig. 3.3: CIGRÉ European MV benchmark [131] 

The model of the aforementioned components in an αβ-coordinate system is illustrated in the 

following Fig. 3.4. The αβ-coordinate system is a two-axis orthogonal stationary reference frame, 

which is mathematically translated from the three-phase frame, is employed to simplify the anal-

ysis of three-phase circuits [132]. The differential equations, which describe the voltage across a 

capacitor and the current across an inductor, for each component, are derived from this model. 

 

Fig. 3.4:  Model of basic components  
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Transformer 

In modeling of the CIGRE network, the shunt magnetization branches representing the iron and 

magnetizing losses are neglected in the transformer. Only the combined winding resistance TR  

and leakage reactance TX  are considered. Therefore, an ideal transformer with a transmission 

ratio trk  can be represented using a first-order model, which has the following differential equa-

tion.   

( )T
T

TN PCC1
T

1di
u u R i

dt L
= −−   

(3.1) 

where 
tr

N
N

k

u
u =  is the voltage on the secondary side, Ti  is the secondary current, and the cal-

culated winding resistance TR  , and leakage inductance T T / wL X=  also refer to the secondary 

side. 

Transmission line 

The typical model for an MV transmission line uses a 𝜋 model, whose characteristic is that the 

series impedance of the line is concentrated in the center, and the shunt capacitance of each line 

is divided into two equal parts, as shown in Fig. 3.4. The modeling of the line can therefore be 

described as follows: 

( )Line
LPCC1 PCC2 Line

L

1di
u u R i

dt L
= − −   

  

(3.2) 

where Linei  is the transmission line current, PCC1u  and PCC2u  are bus voltages on both sides, 

LR  and LL are the series resistance and series inductance, respectively. 

Converter 

An average value modeling of the converters (type 6) [133] is utilized, which is efficient for sim-

ulation and sufficient for the control and stability analysis studies. The grid-following converter 

is chosen for modeling and further investigation in this work. This type of converter is mostly 

considered as a current-controlled voltage source, whose current is controlled at the given PCC 

voltage to provide the desired active and reactive power. 

 

Fig. 3.5:  Equivalent circuit diagram of a converter with DC (left) and AC system (right) [134] 

To perform modeling and controller design in converters, the synchronous rotating dq reference 

frame is introduced, which is converted from the stationary αβ reference frame with the help of 

the park transformation. Unlike the stationary αβ reference frame, which is mostly associated with 

AC variables, the synchronous dq reference frame is associated with DC variables and controllers.  
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As shown in Fig. 3.5, the converter is described as a current-controlled voltage source with an LC 

filter. The following differential equation for the AC side converter system can be derived: 

( )CON
CON PCC CONf

f

1di
u u R i

dt L
= − −   

(3.3) 

where CONi  is the converter output current on the AC side, CONu  is the converter voltage, which 

is controlled by the intermediate circuit (IC) voltage on the DC side, fR  and fL  are resistance 

and inductance of the series low-pass filter, which is used at the output of the converter to filter 

high-frequency harmonics. 

 

Fig. 3.6: Standard daily generation profiles for PV and offshore wind generators [131] 

The representative generation profiles for both the PV array and wind turbine are shown in above 

Fig. 3.6. The weather conditions could rapidly change, which leads to a great change in the power 

generation from CI-REGs. The variation of generation powers is one of the main courses of chang-

ing the operating points of a network. The control loops could trigger the converter-driven stability 

issue introduced in section 2.2.1 in CI-REGs under some operating points, which is the research 

object in this work. To construct the DT of the studied network, the CI-REGs generation power 

data will be used as partial inputs of the DT model, see Fig. 3.10. 

Load 

The polynomial load model is commonly used to model residential, commercial, and industrial 

loads for analyzing and designing of power system [135, 136]. ZIP models are categorized as 

polynomial-type models comprising constant impedance Z, constant current I, and constant power 

P load (CPL) models. Most loads can be represented by a certain combination of ZIP models, with 

different parameters reflecting the composition [137]. A worldwide survey on load modeling has 

shown that 82% of utilities use CPL to represent loads in load flow and stability studies [138]. 

This is because the generally accepted practice of power flow analysis in electrical networks as-

sumes that the bus voltage of the distribution network in the system keeps close to the nominal 

values after any initial disturbance through the tap-change transformer and voltage regulator. 

Therefore, loads can be treated as constant power demand. The CPL model in this work is con-

sidered as a voltage receptor and outputs current to the grid. 
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where Loadi  is the load current, PCCu  is the voltage at the connecting bus, and LoadR  is the resistor 

and LoadX  is the reactor corresponding to the active load power LoadP  and reactive load power 

LoadQ , respectively.  

*

2
PCC

Load Load

Load

3 ˆ
2

U

P jQ
Z

 
 

=  
+ 

 

 

(3.5) 

where PCCÛ  is the nominal value of the load voltage, and the impedance Load Load Load.Z R jX= +  

 

Fig. 3.7:  Equivalent circuit diagram of a CPL model 

As shown in Fig. 3.7, the resistance LoadR  and the inductance Load Load / wL X=  vary with the 

voltage amplitude PCCÛ  to keep the active and reactive load power constant. The following equa-

tion is then derived from the diagram.  

( )Load
PCC LoadLoad

Load

1di
u R i

dt L
= −   

(3.6) 

where 

2
PCC

2 2

Load
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Load Load

ˆ3 / 2 U P

P Q
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=

+
 

(3.7) 

  and  

( )

2
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2 2
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= =

 +
 

(3.8) 

The above load resistance and inductance equations are derived from the impedance equation 

(3.5). Substitute (3.7) and (3.8) into (3.6) above, the nonlinear equation for representing the CPL 

model is then obtained; see the following equation.  
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( )
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2
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 (3.9) 

where 
2 2 2

PCC PCC PCCÛ u u = + .  

The daily load profiles for residential and commercial/industrial loads are represented in Fig. 3.8, 

which can be considered as the average coincidence load of the CIGRÉ European MV benchmark. 

 

Fig. 3.8: Standard daily load profiles for residential and commercial/industrial loads [131] 

The value of voltages on each bus is affected by the load power changes. For training the DT of 

this reference network and obtaining the estimated network parameter, the load power will also 

be used as partial inputs of the DT model and the voltages of a few buses can be applied as outputs 

in the training stage. This will be introduced in the next section 3.1.2.  

Bus  

Components such as transformer, transmission line, converter and load are connected to a bus. 

The components discussed previously are modeled as current-type sources. To connect these mod-

els via a bus model, the bus should be modeled as a voltage-type source, which means its input 

variables are current and output is voltage. The differential equations for voltage at both PCC 

buses in Fig. 3.4 are depicted in (3.10).  
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(3.10) 

where PCC1u  and PCC2u  are bus voltages at PCC1 and PCC2, Ti  is the transformer secondary 

current,  Linei  is the transmission line current, CONi  is the converter output current and Loadi  is 

the load current. L  C  and f  C  are the line shunt capacitance and the low-pass filter capacitance 

for converter, respectively. 
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Overall representation 

The block diagrams of the basic component models are represented in Fig. 3.9. It is worth defining 

input and output variables for each component. In this way, each component model is modular-

ized, and it is helpful to simplify the construction of the whole network.  

 

Fig. 3.9:  Basic component model a) block diagram b) modularized block representation 

The reference CIGRÉ benchmark and its DT model are then built with these modularized com-

ponent models. For the reference model, the impedance, reactance, and capacitance parameters of 

transmission lines are set according to [131]. For the DT model, these parameters are minor ad-

justed based on the parameters from the reference network and set as the initial values for the DT, 

see appendix A.1. 

3.1.2 Parameter estimation  

As mentioned, the DT of the reference network is a digital representation of the investigated net-

work, which can accurately describe and match the network behavior. In other words, under the 

same input variables set, the output from the studied network and its DT should be matched or the 

difference between them should be within an acceptable range. To this end, the assumed unknown 

parameters set p like impedance of lines and of converters’ filters and the controller parameters 

in each converter based on the constructed network DT model from section 3.1.1 should be esti-

mated and optimized. 

Parameter estimation using the TRR method, introduced in section 2.1.1, has high accuracy and 

requires little effort for constrained problems. The process of parameter estimation and optimiza-

tion is in fact the process of DT training. In this section, the selection of input and output variables 

for both training and validating of the DT model is being handled. Considering the measurement 
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redundancy and the possible changes on the network topology [139], voltage measuring points 

should be set up at buses 2, 5, 8, 10, and 13 in the CIGRÉ benchmark, see Fig. 3.2. These measured 

voltage data will be used for the training and validating of DT model.   

As shown in the following Fig. 3.10,  the consumed active and reactive power of the loads 

Load Load ,  P Q  as well as the produced CON CON  ,  P Q  from the CI-REGs, which are connected with 

photovoltaics and wind turbine, are chosen as the input variables, while the magnitude and angle 

of the voltage on the selected buses are the output variables. The number of output variables needs 

to be constrained to train the DT effectively. In section 4.1, some scenarios are being drafted to 

determine the limited input and output variables while still achieving the reliable accuracy of the 

DT model.  

 

Fig. 3.10:  Input and output variables of CIGRÉ benchmark DT  

3.2 State estimation by means of ANN 

The purpose of constructing an ANN-based state estimator is reasonably accurate and effective 

estimation of unmeasurable states. The process for state estimation of an electrical network can 

be regarded as the process of determination of functions, which capture the relationship between 

the measured data and the network operating states of interest. ANNs construct these functions 

with structures illustrated in Fig. 3.11. It is clearly to be seen that the ANNs-based state estimator 

consists of five ANNs for each CI-REG, which are all fully connected multilayer feedforward 

NNs.   

Operating states in the power network vary with the changes in network topology and the power 

injections at load buses and generation buses. Therefore, the status of switches, which result in 

different network topologies, is considered one of the inputs for the estimator. The switch is lo-

cated between bus 8 and bus 14; see Fig. 3.3.The voltage source that has a dominant effect on the 

voltage on each bus in the investigated system is also designed as one of the input variables. 

Measured values of active and reactive power injections at every generation bus are also selected 

as inputs. Unlike the generation buses, where the CI-REGs are connected, the active and reactive 

power consumption from all load buses is first summed and then delivered into an estimator. This 

input configuration is determined due to the demanded estimated states, which are PCC voltage 

amplitude PCC0Û , converter output currents CONd0I  and CONq0I , as well as modulation signals d0V  
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and q0V . These states are outputs of the estimator. The mentioned PCC buses are the generation 

buses. Therefore, the estimated states are predominantly influenced by the generation power from 

each CI-REG. The load consumption may impact the other states of interest by first affecting the 

PCC voltages. This is the reason for using the total load power as the input of the estimator instead 

of using the power injections at each load bus.    

 

Fig. 3.11:  ANNs-based state estimator  

As mentioned in section 2.1.2, this work applies the SCG technique to train the ANNs-based state 

estimator. It is a powerful algorithm for constructing nonlinear functions between several contin-

uous-valued inputs and one or multiple continuous-valued outputs. For a feedforward NN, the 

more in- and output data pairs are gathered and used for the training process, the more accurate 

NN model will be obtained. To avoid an under-fitting or over-fitting NN model, the k-folds cross-

validation technique in [140] is employed in constructing the ANNs-based state estimator. 

To achieve an accurate state estimator, much data needs to be gathered under different network 

conditions, including the status of a network switch and different loading and generation condi-

tions.  

 

Fig. 3.12: Combinations of different load and generation levels data and representation of k-folds 

cross validation 

V
CONd_i

i
CONd_i

Û
PCC_i

i
CONq_i

V
CONq_i

i {1, 2, 3}

PCON1

Switch status 

S {0, 1}  
V

S
 

ΣP
Load

ΣQ
Load

PCON2

PCON3

QCON1

QCON2

QCON3

PCON1

P

0

0.2

0.4

0.6

0.8

1

90

10

CON2

PCON350

Dataset1

Dataset2

A
ct

iv
e 

p
o

w
er

 (
%

 i
n

 m
ax

.)
 

(PV)

(PV)

(Wind)

Validation set

Training set

Training set

Training setDataset4

Dataset3

ΣPLoad



Method design 45 

 

As mentioned, the k-folds cross-validation technique is used in constructing the ANNs-based state 

estimator. Fig. 3.12 represents an example of four-fold cross-validation. The datasets are divided 

into four subsets known as “folds”. The one-fold dataset is used to validate the state estimator 

model after training it using the other three datasets. This process will repeat four times using one 

different fold for validation and the remaining folds as the training sets. When all the iterations 

have finished, the ANNs-based state estimator with a minimum Mean Squared Error (MSE) will 

be selected as the final state estimator and utilized in the following research.  

3.3 Automatic stability detection  

The stability studied in this paper focuses on the oscillatory stability of a multi-converter system. 

The constructed SI can be used to measure the stability margin of the steady-state equilibrium 

point that the system can reach in the current operation. A positive value and a higher indicator 

value represent that the system is more stable or robust. If the indicator has a negative value, the 

system is unstable in its current operating state. Based on the eigenvalues of the system's state 

matrix, this SI is described in detail in the following section. 

3.3.1 State matrix construction 

A state space representation for model differential equations is described with (3.11), in which 

the state matrix A can be used for the stability analysis and the function f characterizes the rela-

tionship of states x and outputs u.  

= ( , )f+x Ax x u   (3.11)  

A complete SSM will be created for all the components, including transformers, transmission 

lines, loads and PLL, converter control, and the filter models of converters.  

SSM of grid 

In the previous section 3.1.1, the differential equations for each basic component model are rep-

resented. Before constructing the state matrix of the whole studied CIGRÉ grid, which has 15 

buses, 2 transformers, 15 transmission lines, 13 loads as well as 3 converters, the state matrix of 

a simple grid with a structure as shown in  Fig. 3.4 is first formed. Differential equations (3.1)-

(3.3) as well as (3.6), whose states variables are expressed as space vectors in α/β coordinates, are 

represented with real and imaginary parts, and the corresponding SSM is then derived as follows. 

It is worth noting that for a better understanding, the following SSM regarding load is derived 

from the linear equation (3.6) and the part regarding converter is considered only for the AC 

system.  
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 (3.12)  

The input vector defined in the grid SSM is  GRID N Nß CON CONß   
T

u u u u =u   and its state-variable 

vector is  GRID T Tß Line Lineß CON CONß Load Loadß PCC1 PCC1ß PCC2 PCC2ß           
T

i i i i i i i i u u u u     =x . From 

equation (3.12) the state matrix AGRID can be obtained, see (3.13).    

AT

ALine

ACON

ALoad

A       =GRID

ABuses-Components

A
C

o
m

p
o

n
en

ts
-B

u
se

s

0

0

0

0

0

0

00

0

0

0

0

0

 

 (3.13)  

      

where 

LoadT L f

LoadT L f

T Line CON Load

T L f Load

T L f Load

00 0 0

, and .

0

     

0

 

0 0

   ,     

RR R R

LL L L

R R R R

L L L L

= = = =

      
−− − −       
      
      

− − − −      
       

A A A A   

      

 



Method design 47 

 

Same as the state matrixes for each component T, Line, CONA  A A  and LoadA , the matrixes 

Buses-ComponentsA  and Components-BusesA  can be achieved from (3.12), which are not shown here in de-

tail. Using these blocks' representation, the state matrix ACIGRÉ are constructed using the follow-

ing equation (3.14).    
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 (3.14)  

It can be seen from equation (3.12) that the dimension of state matrixes for each component is 

2×2. For each bus, it is also a matrix of dimension 2×2. Without considering the DC system and 

the control system for each converter, the state matrix ACIGRÉ of the studied grid has a dimension 

96×96, which comes from 14 (buses) + 2 (transformers) + 15 (transmission lines) + 13 (loads) + 

3 (converters) = 47 components and 47*2=94 because each component has a matrix of dimension 

2×2. The following section presents SSM for a load considering the CPL model characteristic and 

SSM for a converter, including its AC-, DC- and control system. 

SSM of load 

From section 3.1.1, the nonlinear equation (3.9) of a CPL model that describes the characteristic 

of the constant power is obtained. Substitute 
2 2 2

PCC PCC PCCÛ u u = +  into (3.9) and separate the 

equation into the real and imaginary parts, we can then gain the equations in both α and β repre-

sentations, see (3.15).    

( )

( )

2 2

Load Load PCC2 2
PCC PCC

2 2

Load Load PCC2 2
PCC PCC

Load LoadLoad

Load Load

Load LoadLoad

Load Load

1

3 / 2

1

3 / 2

w P QwP
i i u

Q Q u u

w P QwP
i i u

Q Q u u

  

 

  

 

 +
= − +

 +

 +
= − +

 +





 (3.15) 

It is clear that the equation for a CPL model is nonlinear. For the following study in this work, a 

linear approximation of nonlinear functions is needed. The linearized variables are represented 
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using  , for example Loadi  . The linearization of a function is performed by deriving a first-

order Taylor expansion around a point of interest [141]. Here, the point of interest is defined as 

the possible steady-state operating point or equilibrium point. The linear approximation of  (3.15) 

is given by following (3.16). 
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(3.16) 

where PCC 0U   and PCC 0U   are the possible operating points of the PCC voltage. Since both PCCu   

and PCCu   are sine waves, it causes the coefficients of the linear functions (3.16) to change con-

stantly, bringing continuous variation to the corresponding resulting state matrix. However, when 

the system reaches a steady state, the eigenvalues of the state matrix remain nearly unchanged, 

because they represent the characteristic of the system regarding the current state. Therefore, an 

assumption as shown in (3.17), which considers the orthogonal property of a variable in αß-coor-

dinate, can be taken to simplify the equation (3.16).  
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Here PCC0Û  is the amplitude of PCC voltage at the equilibrium point. Substitute (3.17) into (3.16), 

the simplified linear functions of a CPL model are then obtained, see (3.18). 
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 (3.18) 

Considering the linearization for the load model mentioned above, the state matrix of Load
A  in 

(3.13) is then replaced by the following equation (3.19). 
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In the investigated network in Fig. 3.3, there is more than one load located at different buses. 

Since the network impedances are relatively small, the phase differences between the bus’s volt-

ages are relatively small. Therefore, the linearized equation (3.18) that represents the relationship 

between the voltage, current, and powers can be used for each load at the same operating points.   

SSM of converter 

As shown in section 2.2.2, the type of studied converter is current-controlled voltage-source con-

verter. Its control structure is presented in  

Fig. 2.8. To construct an SSM of the converter, all differential equations for describing its AC- 

and DC- system model, as well as current-, voltage-, reactive power controllers and PLL model, 

are shown in the following.  

1) AC system model 

As shown in Fig. 3.5, an equivalent circuit of a converter is given in αß-coordinate. The differen-

tial equation for the AC side converter system is represented with formal (3.3). A linear approxi-

mation of nonlinear functions at an operating point is required to construct a linear SSM. A line-

arization at a constant operating point is preferred. Therefore, the space vector representation of 

αβ-coordinate (3.3) is transferred into the dq-coordinate (3.20).  
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 (3.20) 

where CONdu  and CONqu  are the output voltage of the converter on d- and q-axis, respectively. 

They can be calculated by multiplying the control vector v  and the IC voltage on the DC side 
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(3.21) 

Consider (3.21) that is linearized at the equilibrium point IC0U , d0V  and q0V , then the linear ap-

proximation of  CONdu  and CONqu  is given by (3.22). 

d0 IC0
CONd IC d

q0 IC0
CONq IC q

2 2

2 2

V U
u u v
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(3.22) 

where IC0U , d0V  and q0V  are the steady-state values of ICu , dv  and qv , respectively. 

Linearization of the differential equations (3.20) with the linearized converter output voltage 

CONdu  and CONqu  can be obtained as follows:  
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2) DC system model 

The DC side system of the converter is described with (3.24). 
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The active power P can be calculated with (3.25).   

( ) IC IC

CONd CONd CONq CONq d CONd q CONq

IC
CONd d

IC
qCONq

2

2

3 3

2 2 2 2
    

u
u v

u
u v

u u
P u i u i v i v i

= 

= 
+ +

 
= ⎯⎯⎯⎯⎯⎯→=  

 
 

  

(3.25) 

Rewriting (3.25) into (3.26): 

( )d CONd q CONq

IC

3

4

P
v i v i

u
+=  

  

(3.26) 

After linearizing 
IC

P

u
 at the equilibrium point d0V , q0V , CONd0I  and CONq0I , the following equation 

is obtained.  

( )d0 CONd q0 CONq CONd0 d CONq0

IC

3

4
q

P
V i V i I v I v

u

 
 =  +  +  +  
 

 

  

(3.27) 

The part 
*

IC

P

u
 from (3.24) is also required to be linearized at the equilibrium point IC0U  and *

0P .  

*
2 * 1 *

IC0 0 IC IC0

IC

P
U P u U P

u

− −
 

 = −  +  
 

 

  

(3.28) 

With 
IC

P

u

 
 
 

 and 
*

IC

P

u

 
 
 

  the linearized equation for ICu  is then driven.  

( )

2 * 1 *
IC0 0 IC IC0

DC

IC d0 CONd q0 CONq CONd0 d CONq0

1
3

4
q

U P u U P

u
C V i V i I v I v

− − −  + 
  =
 −  +  +  + 
  

 

  

(3.29) 

3) converter controller models  

Voltage and reactive power control convert the voltage and reactive power setpoints into the 

current setpoints based on the voltage at the connection point. Fig. 2.9 and Fig. 2.10 show that 

both controls use PI controllers.  

Fig. 2.11 indicates that the current control is implemented as a pair of PI controllers along with a 

cross-axis decoupling term and a feedforward term for the connected point PCC voltage.  
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Equations to describe the dynamics of the voltage and reactive controllers are as follows.  

( )*
uI iu u iu IC ICe K e K u u= −  = −  

  

(3.30) 

( )*
QI iq q iqe K e K Q Q= −  = −  

  

(3.31) 

The reactive power in (3.31) can be calculated with (3.32).  

( ) IC IC

CONq CONd CONd CONq q CONd d CONq

3 3

2 2 2 2
=     

u u
Q u i u i v i v i−

 
= − 

 
 

  

(3.32) 

Consider a linearization of the nonlinear function (3.32) at the equilibrium point d0V , q0V , CONd0I

, CONq0I  and IC0U , then (3.33) is derived.  

( )
( )

q0 IC0 CONd CONd0 q0 IC IC0

d0 IC0 CONq CONq0 d0 IC IC0 d

3

4

q
V U i I V u U v

V U i I V u U v
Q

 +  + 
=

−  −  + 

 
  

  

 

  

(3.33) 

Equations to describe the dynamics of the current controllers are presented as follows.  

( )*
idI ii id ii CONd CONde K e K i i=  = −  

  

(3.34) 

( )*
iqI ii iq ii CONq CONqe K e K i i=  = −  

  

(3.35) 

where *
CONdi  and 

*
CONqi  are setpoints for d- and q-axis converter output current, which comes from 

the voltage and reactive power controller, respectively. 

( )* *
CONd pu IC IC uIi K u u e= − +  

  

(3.36) 

*
CONq QIi e=  

  

(3.37) 

4) Measurement and decoupling for the control system  

CONdi  and CONqi are the filtered currents from the low-pass filter, which is added to filter the 

noises in the measured output current and to consider the physical time delay, as shown in  

Fig. 2.11.  Delays are considered as first-order lags with time constant Ti. Equations to describe 

the dynamics of these filtered currents are shown in (3.38). 

( )CONd CONd CONd

i

1
i i i

T
 = − +  

( )CONq CONq CONq

i

1
i i i

T
 = − +  

 

 

  

(3.38) 

The real and imaginary parts of the control vector dv  and qv  are the output-variables of the current 

control system, which are presented as follows. 
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( )( )

f
d d PCCd CONq

CON CON

* f
pi pu IC IC uI CONd idI PCCd CONq

CON CON

1
      

1 wL
v v u i

K K

wL
K K u u e i e u i

K K

  = + −

  − + −= + + −

 

 

 

(3.39) 

( )

f
q q PCCq CONd

CON CON

f
pi QI CONq iqI PCCq CONd

CON CON

      

1

1

wL
v v u i

K K

wL
K e i e u i

K K

  = + +

  − + += +

 

 

 

  

(3.40) 

where 
*
IC

CON
2

U
K = , PCCdu  and PCCqu are the filtered PCC voltages from the first-order low-pass 

filter, whose time constant is fixed at Tu. Differential equations to describe their dynamics are as 

follows. 

( )PCCd PCCd PCCd

u

1
u u u

T
 = − +  

( )PCCq PCCq PCCq

u

1
u u u

T
 = − +  

 

 

  

(3.41) 

5) PLL model 

As shown in Fig. 2.17, the utilized PLLs based on the alignment of the dq-transformation angle 

to achieve the connected point PCC voltage without a q-axis component [142]. The PI controller 

calculates the filtered grid voltage angular frequency change Δw, which is then added to the ref-

erence angular frequency wN. By integrating the resulting angular frequency in time, the grid volt-

age phase angle θ is then obtained. 

In PLL system there is three state-variable, which are dynamic are characterized by the following 

equations.  

( )w PLLq w

PLL

1
e u e

T
= − −  (3.42) 

PLLI i_PLL we K e=  (3.43) 

p_PLL w PLLI NK e e w= + +  (3.44) 

As shown in Fig. 2.12, the equation for q-axis component of PCC voltage PCCqu  is represented 

using the nonlinear equation (3.45). 

( ) ( )PLLq PCC PCC PCC PCCsin cos sin cosu u u u u        = − + = − −  −    (3.45) 

A linearization of (3.45) is conducted at the equilibrium point PCCd0U  and the current bus voltage 

phase 0 , the linear equation (3.46) is then derived.  
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PCCd0U

( )PLLq 0 PCC 0 PCC PCC 0 0 PCC 0 0sin cos cos sinu u u U U           = − + + 

 

(3.46) 

Substitute (3.46) into (3.42), the linearized function for state-variable we  is then obtained. 

( )w 0 PCC 0 PCC PCCd0 w

PLL

sin cos
1

u u Ue e
T

     = − + −  −    (3.47) 

6) Transformation 

• αß-to-dq transformation 

The αß-to-dq transformation for the PCC-voltage is represented with (3.48), in which the nonlin-

ear sine-cosine functions are required to have a linear approximation.  

PCCd PCC PCC

PCCq PCC PCC

cos sin

sin cos

u u u

u u u

 

 

 

 

= +

= − +

 

 
 

  

(3.48) 

The linearization is performed at the equilibrium operating point 0 , PCCd0U  and PCCq0U . PLL is 

as known to synchronize with the utility voltage vector phase angle e . Therefore, at the equilib-

rium point 0 e=  . 

( )PCCd 0 PCC 0 PCC PCC 0 0 PCC 0 0cos sin sin cosu u u U U           = −+ + + 

PCCq0U

( )PCCq 0 PCC 0 PCC PCC 0 0 PCC 0 0sin cos cos sinu u u U U           = − + − + 

PCCd0U
 

  

 

(3.49) 

• dq-to-αß transformation 

The studied grid-following converter, as described, is a current-type source from the perspective 

of the network, which means the converter affects the connected network through its output cur-

rent   CONi . As introduced, the network parts are modeled in aß-coordinate. Therefore, a dq-to-αß 

transformation for the converter current is required for CONdi  and CONqi .  

CON CONd CONq

CON CONd CONq

cos sin

sin cos

i i i

i i i





 

 

= −

= +

 

 
 

  

(3.50) 

The transformation is represented with equations (3.50). These nonlinear functions are linearized 

at the equilibrium operating point 0 , CONd0I  and CONq0I ; see following equation (3.51). 

CON 0I 

CON 0I 

( )CON 0 CONd 0 CONq CONd0 0 CONq0 0sin cos cos sini i i I I     = + + −     

( )CON 0 CONd 0 CONq CONd0 0 CONq0 0cos sin sin cosi i i I I     = − − +     

 

  

 

(3.51) 
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7) Equilibrium point calculation 

A linear SSM of this model must be constructed to obtain the state matrix of the converter model, 

including its control system. An SSM, as represented using equation (3.11), requires a lineariza-

tion on the studied converter model at the equilibrium point d0 q0 CONd0 CONq0 IC0 0 PCCd0,  ,  ,  ,  ,   ,V V I I U U

, and PCCq0U . Due to the IC voltage controller, the voltage ICu  at the equilibrium point should 

equal to its setpoint value.   

*
IC0 ICUU =  (3.52) 

Same as the IC voltage, the PCC voltages on dq axis are being controlled on the following values 

because of the operation of the PLL system. 

PCCd0 PCC

PCCq0

ˆ

0

UU

U

=

=
 

(3.53) 

where PCCÛ  is the magnitude of the PCC voltage. Its phase angle e  is then obtained and applied 

in the αß /dq transformation. In this case, the PLL output angle   is equal to e  at the equilibrium 

point. 

PCCq0

0 e

PCCd0

arctan
U

U

 
= =  

 
   

(3.54) 

Combing the following power calculation equation (3.55) 

( )

( )

CONq CONq0 CONq CONq0CONd CONd0 CONd CONd0

CONq CONq0 CONq CONq0CONd CONd0 CONd CONd0

*
CONd CONd CONq CONq

*
CONq CONd CONd CONq

, , ,

, , ,

3
|

2

3
|

2

u U u U i I i I

u U u U i I i I

P u i u i

Q u i u i

= = = =

= = = =

=  + 

=  − 

 (3.55) 

and the differential equations of output converter currents on the dq-axis (3.20) as well as the 

calculation equation for the output converter voltage (3.21), also considering that at the equilib-

rium point, both CONdi  and CONqi  are equal to zero, the remaining equilibrium point of d0V , q0V , 

CONd0I  and CONq0I  can then be deduced.  

The SSM of the converter model at the resulting equilibrium point is then constructed, and it is 

represented using the small signal converter model, as shown in Fig. 3.13. To show the relation-

ship between the converter and its connected network, a network model is constructed with the 

following equations, which are based on the structure of the AC system model in Fig. 3.5. 

( )

( )

PCC N CON

f

PCC N CON

f

1

1

u

u

i i
C

i i
C

  

  

= +

= +

 
(3.56) 
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Fig. 3.13: Converter small signal model 
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To build the connection between the converter model and the network model with small signal, 

the converter currents on αß axis are represented with CONdi and CONqi  using the equation 

(3.51). The small signal network model is then derived, as seen in the following equations (3.57).  

( )

( )
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(3.57) 

From Fig. 3.13 it is clear that there are 14 state variables in a grid-following converter model using 

the introduced control structure, see (3.58). 

T

CONd CONq IC uI QI idI iqI

CONd CONq PCCd PCCq w PLLI

,  ,  ,  ,  ,  ,  ,  ... 

... ,  ,  ,  ,  ,  ,  

i i u e e e e
x

i i u u e e

       
 =  

           
 (3.58) 

Input variables for this converter model are  

T
* * *

PCC PCC IC
, , , ,u u u u P Q

 
 =      

   (3.59) 

where PCCu   and PCCu   are the connected PCC bus voltages in aß-coordinate, * * *

IC
, ,u P Q    

are reference value of IC voltage, active and reactive power, respectively.  

To represent the complete state matrix CONA  of a converter, ACA , DCA , Cont.A , Meas.A , and PLLA  

are used to describe the state matrixes of its AC-, DC-side system, its control system, measure-

ment system as well as PLL system, respectively. The coupled state matrixes employ the form of 

x-x .A  As an example, AC-DCA  represents the matrix, which couple the state variables from AC 

and DC system, as see in Fig. 3.13. The state matrix CONA  is then represented with following 

equation (3.60).  

A       =CON
ACont.-AC ACont.-DC ACont . ACont.-Meas.

APLL

AAC AAC-DC AAC-Cont. AAC-Meas. AAC-PLL

AMeas.-AC AMeas. AMeas.-PLL

ADC-AC ADC ADC-Cont. ADC-Meas.

0 0

0 0 00

0

0

 

 (3.60)  

There are 14 state variables in the studied CON; therefore, the state matrix CONA  has a dimension 

of 14×14. This means, by considering a complete system for each converter, the state matrix 

CIGRÉ
A  of the studied grid, which has three converters, has a dimension 130×130. The complete 

matrix 
CIGRÉ

A  is shown in (3.61). 
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(3.61)  

Due to the linearization of the nonlinear equations in the converter model, the state matrix 
CIGRÉ

A  

is a matrix that varies with the system operating point. A dynamic SI for the studied network 

considering varying operating points is then introduced in the next section. 

3.3.2 Eigenvalue based stability indicator  

The small-signal-stability analysis can be conducted based on a linear SSM of a nonlinear con-

verter-based grid model at a certain operating point. The stability of the mentioned linearized 

system is determined by the eigenvalue of the state matrix 
CIGRÉ

A , which is derived from the last 

section. If all eigenvalues of 
CIGRÉ

A  have negative real parts, then the system at the corresponding 

operating point is asymptotically stable. The eigenvalues also reflect the damping mode of the 

system [143]. Conducting the computation of eigenvalues of 
CIGRÉ

A  at the estimated operating 

points from section 3.2, the system robustness and stability margin and its dominant damping 

mode are then derived efficiently.  

The state matrix of a higher-order system has a larger dimensionality, which results in a huge 

number of eigenvalues. For the state matrix 
CIGRÉ

A  with a dimension of 130×130, the number of 

corresponding eigenvalues is then 130. The operating point is a great influence factor in the dis-

tribution of the eigenvalues. However, the operating point change greatly affects only several 

groups of eigenvalues. Fig. 3.14 shows the complete eigenvalue locations under different active 

power generations from 1 MW to 5 MW of converter CON1, while the active power of the other 

two converters, CON2 and CON3, are kept at 3 MW, and the power factor for all converters is 

fixed at 0.95.  
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Fig. 3.14: Trajectory of complete eigenvalues for changes of converter CON1 active power  

It can be clearly seen that their trajectories are considerably more variable for eigenvalues with 

real part values between -7000 and -1000. However, since they are far from the imaginary axis, 

their impact on the system stability is relatively minor. For the eigenvalues close to the imaginary 

axis, it can be observed that a great majority of them have only relatively small movements in 

location when the operating points change. By zooming in on eigenvalues, which are in the area 

circled by the red dotted line in Fig. 3.14,close to the imaginary axis and strongly correlated with 

the operating points change, the following figure Fig. 3.15 is obtained.  

 

Fig. 3.15: Trajectory of partial eigenvalues for changes of converter CON1 active power  

The eigenvalues marked with values in Fig. 3.15 can reflect the dominant damping mode of the 

system. As the active power increases from 1 MW to 5 MW, the dominant eigenvalue shifts to 
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the right. Using equations (2.63)-(2.67), the characteristic parameters of the system response un-

der the dominant damping mode, such as overshoot, damping ratio, and time constant of the sys-

tem, can be obtained, see the following Tab. 3.1.  

Tab. 3.1 System dynamic feature from dominant eigenvalue 

Active power P [MW] 1 2 3 4 5 

Dominant  

eigenvalue  

Real part -468.87 -432.68 -396.52 -345.58 -296.94 

Imaginary part 2488.43 2484.18 2486.65 2497.79 2519.32 

Overshoot  55.32% 57.86% .61.00% 64.75% .69.06% 

Damping ratio 0.19 0.17 0.16 0.14 0.12 

Time constant [μs] 394.87 396.61 397.34 396.59 394.21 

Settling time st  [ms] 
8.34 9.04 10.00 11.32 13.18 

Oscillation period 0T  [μs] 
2525.03 2529.34 2526.65 2515.51 2494.01 

Damping frequency [Hz] 396.04   395.37 395.77 397.54 400.96 

It is clearly shown in Tab. 3.1 that, with the increase of CON1P  the dominant eigenvalue, indicates 

a rising overshoot, a longer settling time and a decreasing oscillation period at the system response 

to a small disturbance signal. 

Variations in the operating points can also be caused by the power factor change, changing the 

load in the investigated network, or by variation in the source voltage. The trajectories of the 

dominant eigenvalues under the mentioned variations are shown in Fig. 3.16. Compared to the 

other causes, the load variation has a smaller effect on the system's dominant damping mode. 

The small-signal stability is studied around an operating point; therefore, an operating point strong 

relevant dominant eigenvalue of 
CIGRÉ

A  are considered as the system SI. As shown in Tab. 3.1, 

the overshoot, the settling time, the damping frequency as well as the damping ratio of the system 

response can be derived from the dominant eigenvalue. Among these response characteristics, the 

damping ratio is chosen as the oscillatory SI, which serves as a reward for the training of the RL 

agent in section 3.4.  

This section presents that the dominant eigenvalue is determined from the eigenvalues movement 

by changing the operating points. To efficiently determine the dominant damping frequency and 

identify the dominant eigenvalue, the physical variables that can correspond to the dominant 

damping mode should be detected first. The next section introduces the detection of the mentioned 

variables through FFT analysis.  
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Fig. 3.16: Trajectory of partial eigenvalue for changes of a) converter power factor b) load c) 

voltage source 
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3.3.3 Variables representing dominant damping mode  

From the last section 3.3.2, it is known that the damping frequency of the system's dominant 

dynamic feature is around 400 Hz, see Tab. 3.1. To determine which system variables response 

provides the best representation of the dominant oscillation mode of the system, two scenarios for 

small signal response are designed, and the variables for example PCC voltage, converter output 

current, and converter active and reactive power, are analyzed in frequency domain.  

 

Fig. 3.17: Active power and reactive power of converter CON1 small signal response  

For the first scenario, in the case of active power generations from 1 MW to 5 MW in converter 

CON1, a small perturbation with 1 V at 0.5 s is added to the PCC voltage at bus 12, where the 

converter CON1 is connected, see Fig. 3.3. The figure above Fig. 3.17 shows the variations of 

both active and reactive power of converter CON1 in these five cases. It is clear that the same 

variable has a similar oscillation mode under different operating points for the small signal. An-

other conclusion that can be drawn from Fig. 3.17 is that different variables have different domi-

nant damping modes. For the active power, there is a dominant damping frequency of around 260 

Hz, while for the reactive power, this frequency is around 400 Hz. To gain a clearer view of the 

damping mode of each signal, the FFT analysis is conducted on the time-domain signal to measure 

the frequency content.  
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Fig. 3.18: FFT result of small signal response for a) active power and b) reactive power of con-

verter CON1  

The FFT analyses of both signals for active power generations of 5 MW are performed within a 

time window that starts with a small signal response of 0.5 s (see Fig. 3.17) and ends within two 

periods at the system frequency of 50 Hz. The results are shown in the above figure Fig. 3.18, 

which shows the spectrum relative to the DC component of the power signal. They are specific to 

the DC component because the FFT analysis is performed for the RMS value of power. It is clear 

that the response of active power has a dominant damping frequency of 250 Hz, while the reactive 

power response has a frequency of 400 Hz, which is the dominant frequency of the system damp-

ing mode. 
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Fig. 3.19: FFT result of small signal response for a) PCC voltage and b) converter CON1 output 

current  

The FFT analyses are conducted at both these signals to study the damping mode of the voltage 

at the connection bus and the converter output current. Fig. 3.19 shows that both signals have a 

fundamental frequency of 50 Hz. In addition, there is a dominant harmonic of about 560 Hz for 

voltage and about 500 Hz for current.  

The results of FFT analyses of the other small signal response are shown in appendix A.3. In this 

scenario, a small disturbance of 1 W is injected into converter CON1 at 0.5 s while its active 

power is at a level ranging from 1 MW to 5 MW and its power factor keeps at 0.95, see Fig. A.13. 
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Same as the first scenario, the reactive power damping contains a dominant oscillation frequency 

of 400 Hz, which fits to the frequency of the system dominant damping mode. Therefore, a con-

clusion can be drawn that the reactive power response of the converter can provide information 

of the dominant oscillation frequency of the system. This information can easily identify the dom-

inant eigenvalue from the system eigenvalue map.  

 

Fig. 3.20: Process of identifying dominant eigenvalues 

The figure above shows the process of identifying the system's dominant eigenvalues. The meas-

ured reactive power from the studied system is extracted for FFT analysis to determine the main 

oscillation frequency. Through the analysis above, this frequency also characterizes the dominant 

oscillation frequency of the system. By deriving its system state matrix from the studied system 

and solving the state matrix for the eigenvalues, together with the information on the oscillation 

frequency, the dominant eigenvalues of the system can be quickly determined. The oscillation SI 

is then derived from the dominant eigenvalues. 

3.3.4 ANN based stability indicator estimator  

As mentioned, the eigenvalues of 
CIGRÉ

A  reflecting the system damping mode. The imaginary 

part of the operating point strong relevant eigenvalue characterizes the main oscillation frequency 

of the system with varying operating points. If this eigenvalue lies in the left half-plane and away 

from the imaginary axis, it indicates that the system is stable with a high degree of stability. Sup-

pose it is in the RHP that represents an unstable system. It is choosing the damping ratio of this 

eigenvalue as the system SI, which can indicate the stability margin as well as the instability of 

the system. However, calculating the system eigenvalues is time-consuming, especially for the 
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higher-order system. Therefore, the acquisition of the SI value is computationally intensive. This 

section introduces an ANN-based approach to estimate the SI value of the system, which is the 

basis for implementing online stability observation.  

As known that ANN can generate the functional relationship between input data set X and output 

data set Y based on training. This ability of ANN is widely used for solving specific problems of 

the power system, such as load prognosis, voltage stabilization, fault classification, and the design 

of voltage stabilizers [144]. By training the ANN to match the desired pattern, an operating point 

strong relevant pattern in the designed case allows the associated eigenvalues to be located. In this 

work, a multi-layered feedforward network is selected as the structure of the ANN using the al-

gorithm of supervised learning. The input neurons correspond to the current operating point of the 

voltage at the PCC bus, the output power and current of the converters and the loads, as well as 

the controller parameters of converters, while the output neurons represent the damping ratio of 

the system dominant eigenvalues, which is used as the SI of the system, see Fig. 3.21.  

 

Fig. 3.21: SI estimation using ANN-based estimator  

According to the state matrix construction in section 3.3.1, its eigenvalues are related to the vari-

ous operating points, the controller parameters, and the components parameters. The parameter 

of components, for example, the inductance and resistance of the power line rarely change; there-

fore, these parameters are considered constants. According to the parameterization concept in this 

work, the controller parameters that vary with the operating points are chosen as the parts of the 

SI-estimator inputs. The parameterization concept, namely the adaptive control concept, will be 

introduced in the next section 3.4.  

3.4 Adaptive control concept with reinforcement learning 

As is known, the controller parameters may need to be readjusted in case the system conditions 

change, as the parameters optimized for a particular condition may not result in the desired re-

sponse under another condition [145]. An ML method RL is implemented to retune the parameters 

when system condition changes to achieve desirable performance. This section introduces the 

training and implementation of the RL control in a multi-converters system. The following figure, 

Fig. 3.22 exemplifies the conceptual diagram of RL training and implementation, which will be 

introduced in sections 3.4.1 and 3.4.2, respectively. Employing the SI derived from the previous 

section as a reward in the training process and continuously varying the operating points P and Q 

as well as the source voltage Vs from 110kV grid to tune the control strategy for RL, an optimized 

strategy is finally obtained and implanted into the studied system to arrive at a system with high 

robustness as well as to achieve desirable performance. To ensure that the RL can perform its role 

of optimizing the control parameters during the operation of the network, the DT used for RL 

training as mentioned above requires constant updating.  
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Fig. 3.22: RL control in CIGRÉ multi-converters system a) Training b) Implementation  

The above figure illustrates that the outputs of the RL Agent are the parameters of the controllers 

in each converter, which is the way this work employs the RL to tune the parameters. In order to 

reduce the effort as well as the duration of RL training, the parameters that are more necessary for 

tuning should be filtered first. As shown in Fig. 3.23, when keeping the other control parameters 

constant and changing only the current PI-controller proportional parameter Kpi of the converter 

CON1, the trajectory range of the dominant eigenvalue is much larger than when changing only 

the integral parameter Kii. To quantify the degree of influence of each control parameter on the 

dominant eigenvalue, the following parameter sensitivity analysis is performed using the damping 

ratio corresponding to the dominant eigenvalue as an indicator, which is the oscillation SI derived 

in the previous section 3.3.2. A selection is conducted from the parameters with high sensitivity 

to determine which parameters are to be adjusted using RL. 

 

Fig. 3.23: Trajectory of dominant eigenvalues for changes of converter CON1 current controller 

parameters  

The standard grid-following converter control structure is described in section 2.2.2. It is known 

that the PI-controllers are used for both the inner current and outer voltage controllers, as well as 

in the PLL that is used for synchronization, while the I-controller is chosen for the reactive power. 
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parameter sensitivity analysis is performed for the 21 controller parameters of the three converters 

in the studied system. 

In order to evaluate the impact of fluctuations in the individual controller parameters on the vari-

ation of the system output, changing one parameter by a certain percentage and holding all other 

parameters constant. Hereby, four variations of percentages are designed, which are -40%, -20%, 

+20%, and +40%. The values of SI are calculated and recorded under different parameter varia-

tions, see Tab. A.5 in Appendix A.4.  

 

Fig. 3.24: SI absolute percentage changes under different parameter variations    

When the controller parameters vary positively, some parameters cause positive changes in the 

indicators while others cause negative changes, see Fig. A.18 in Appendix A.4. To visualize and 

compare the sum of the selected SI changes caused by the four variations of each parameter, the 

absolute value changes of the indicator are shown in Fig. 3.24. It is observed that the variations 

of the indicator associated with the variation of each parameter of converter CON3 are larger 

compared to those of converters CON1 and CON2. This is due to the fact that CON3 is located at 

a farther distance from the slack bus in the studied system than the other two converters, see Fig. 

3.3. The system impedance seen from the CON3 is greater than from other mentioned locations 

because it is mainly affected by the transmission line impedance [146]. Owing to the high system 

impedance, the CON3 is more vulnerable to causing system instability [147]. Therefore, its con-

troller parameters are more sensitive for the studied SI. According to the sum of the selected SI 

absolute percentage changes in figure Fig. 3.24 above, parameters that cause the changes more 

than a predefined value are therefore chosen to be parameterized using RL. 

3.4.1 RL agent training setup  

As mentioned in section 2.1.3, the RL agent is trained in a simulated environment, and the param-

eters of each NN in the agent are continuously adjusted according to the reward changes in the 

process to obtain the best control strategy, i.e., the optimal agent.  

Selection of training algorithm 

TD3 algorithm is employed in this work, which is a method applied to the continuous action space. 

The application of the TD3 allows the agent to continuously change the parameters of the con-

troller during the interaction with the environment. 
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The TD3 algorithm is an algebraic method based on policy gradients, which are more effective in 

high-dimensional action spaces or continuous actions. The actor-critic algorithm based on policy 

gradient theory is a widely used framework [74, 148, 149]. The framework consists of two main 

parts, the actor is used to update the parameter θ of the deterministic policy ( )s  through gradi-

ent ascent. It is unknown what the true action-value correspondence of the function ( , ).Q s a

However, an approximate Q-value function ( , )wQ s a  can be created using the parameter w. With 

a suitable policy calculation algorithm, it is possible to achieve this ( , ) ( , )wQ s a Q s a . The pol-

icy here corresponds to the generation of the controller parameters, which outputs the action a 

according to the current operating points s. Here, action a represents the controller parameters 

derived in the previous section that greatly impact the system oscillation stability.  

In the training process, the current state s and action a determine the reward r at the current mo-

ment, and as mentioned several times in the previous section, the SI is chosen as the reward. A 

point worth mentioning is that the Q-value is supposed to be the sum of current and future rewards, 

whose representation is shown in (2.40) in section 2.1.3. To estimate the steady-state state of the 

system and the value of the SI, the ANN is applied, and the SI is known from section 3.3.4 to be 

related to the current states and the controller parameters. In addition, it is expected that the RL 

agent achieves an optimization that outputs controller parameters change with the state so that the 

system always maintains its robustness and high stability margin. In other words, the RL agent is 

required to output the controller parameters that match it in any state, i.e., its Q-value should be 

maximized at the current moment. This means that the Q-value is linked only to the current re-

ward. Therefore, the discount factor   should be set to 0. During the training process, the output 

of the critic is constantly fitted to the current Q-value, and the actor selects the output action based 

on the maximum estimated Q-value.  

Observation setup  

As shown in Fig. 3.22 a), the observation vector comprises 

 CON1 CON1 CON2 CON2 CON3 CON3 S                 PF PF PFP P VP  the reference active and power factor of three con-

verters. According to section 3.3.2, the variation in power and supply voltage can cause a rela-

tively large change in the DR of the dominant oscillation mode of the system, meaning these 

variations significantly impact the system oscillatory stability. They are chosen as observation 

states for the RL-agent so that the RL-optimized controller parameters can be adjusted to these 

states as they change and so that the system always maintains a high stability margin. 

Action setup  

As mentioned, the action of the RL agent is the controller parameter of the converters. These 

parameters that have different effects on SI are analyzed in the previous section. Based on the 

analysis results, i.e., Fig. 3.24, the parameters whose effects exceed a given value v are selected 

for parameter optimization using RL-agent. Three different degrees of influence bounds v are 

chosen, and their corresponding controller parameters with influence over the threshold are listed 

in the table Tab. 3.2 below. 

Consistent with the previous analysis, the location of converter CON3 determines the higher sen-

sitivity of its controller parameters. In the same way, the parameters of CON2 have a greater 
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impact on the system stability than those of CON1. Among the four controllers in the same con-

verter, the proportional parameters of the current controller in the inner loop are the most sensitive. 

Therefore, when the influence bound is chosen to be 60%, the only controller parameters that need 

to be optimized are the proportional parameters of the current controller in CON2 and CON3. 

Both parameters are then defined as the two action variables in this case.  

Tab. 3.2 Three influence bounds v and their corresponding controller parameters with influence 

over the threshold 

Influence bounds v [%] Controller parameters 

40 

Kpi_CON1,  

Kpi_CON2, Kpu_CON2, Kiu_CON2, 

Kpi_CON3, Kpu_CON3, Kiu_CON3, KiQ_CON3 

50 Kpi_CON2, Kpu_CON2, Kpi_CON3, Kpu_CON3 

60 Kpi_CON2,  Kpi_CON3 

Rewards setup 

To complete the training more efficiently, the reward is partitioned. It is known that the reward is 

mainly related to SI. When SI is below 0, it means that the controller parameters output by the RL 

agent leads the system to divergence, so a large negative reward should be given. The more neg-

ative SI, the larger the corresponding penalty should be, so 1SI p  is used as the negative reward 

when SI is less than 0. Considering that the minimum value of DR in the system is not definitely 

equal to SI, DRmin is added to the penalty. When it is less than 0, it means that the system is 

unstable, so a penalty of min 2DR p is given. In addition, there may be an eigenvalue with an im-

aginary part of 0 in the system, and its corresponding DR is constantly -1. Since it can also indicate 

system instability, the value when it is greater than 0 is also multiplied by a penalty factor 3p  as 

a negative reward for the RL agent. 

Besides the setting of a penalty, the proper design of a positive reward will also positively impact 

the training. A larger SI represents a more robust system, so a positive reward should be given. 

To train the agent more effectively, the reward partitioning should be more elaborate when the SI 

is small, as shown in the following equation (3.62). Choosing 0.3 as a threshold value for the 

maximum reward lies in the fact that the maximum SI of the system does not exceed this value 

when using the traditional method of designing controller parameters. 
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(3.62) 

where p1, p2, and p3 are the penalty factor for the mentioned three parts of negative reward.  

Episode termination signal setup 

Another possibility to improve the training efficiency is to set a suitable signal to terminate the 

current episode. When the action taken by the RL agent is far from the action of the optimal policy, 

it is highly likely to lead to a non-converging oscillatory mode in the system. Therefore, the DRs 

corresponding to all eigenvalues of the system are calculated and the minimum value is taken as 

the signal to end the current training episode, as shown in Equation (3.63).  

( )min  among all the eigenvaluessignal DR=  

  

(3.63) 

When it is less than 0, the training of a certain episode can be ended early. A new round of training 

is continued based on the best control policy of the previous episode. 

Actor and Critic networks setup  

The actor-critic networks are implemented as shown in Fig. 3.25. Both networks with fully con-

nected layers are initialized with small random weights before starting the training. The output of 

the actor-network is normalized between [-1, 1] using Relu layers. It results in better learning and 

convergence in the continuous action space.  

Training setup  

The setting of the training hyperparameters, such as the learning rate of critic and actor networks 

etc., are listed in the Tab. 3.3 below. 

Tab. 3.3 Training hyperparameters setting  

Description Setting 

Critic learning rate 1e−03 

Actor learning rate 1e−04 

Discount factor 0.0001 

Target network updating coefficient  0.005 

Activation function Relu 
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Fig. 3.25: Actor and critic networks architecture        

The flowchart of the RL agent training is shown in Fig. 3.26. After initializing the parameters of 

the actor and critic network, the actor takes action, i.e., outputs the controller parameters under 

the explored system operating points. The following step is to calculate the reward under each 

step of training. It is calculated according to the SI, the smallest DR among all the eigenvalues as 

well as the smallest eigenvalue whose imaginary part is equal to 0. The accumulated reward is 

recorded as the reward of this episode. Actor and critic network parameters are continuously up-

dated in the iteration, and after each update actor will output new controller parameters, thus gen-

erating a new step reward. The training in one episode keeps going until the maximum number of 

training steps in this episode is reached. In this work, the condition for outputting the optimal RL 

agent is that the reward of an episode is greater than r. The value r is decided by the steps of the 

episode, and the excepted SI under the explored states range during the training. A new round of 

training episodes starts if the episode reward is less than this value. The operating points of the 

system, i.e., the reference active and power factor of the three converters and the supply voltage, 

are changed in the new episode for a new round of exploration. The training continues until the 

reward of the episode is greater than the set value, and then an optimized RL agent is obtained. 
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Fig. 3.26: RL agent training flowchart  

In this work, three RL agents will be trained to optimize the three sets of controller parameters 

listed Tab. 3.2. Taking the third set of cases as an example, the TD3 algorithm is applied by 
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defining two actions, one for each controller gain. The RL agent is defined to have a wide search 

range of ±10 times the setting of method MO. The control strategy is optimized according to the 

SI values corresponding to the different operating states and the outputs of the different actions. 

With reference to the i-th action (parameter), ai is defined over the pre-specified range {ai (min), 

ai (max)}. For each iteration k of the algorithm, the action ai (k) is chosen according to the Q-value 

function Qi (ai, s, k). As the system learns, the Q-value function usually converges to the optimal 

value function Qi
* with probability 1. The actor in the RL agent will generate desired parameter 

values according to the optimal Q-value function and the system states. 

3.4.2 RL agent implementation  

After the RL agent is trained to obtain the optimized RL policy, it will be embedded in the studied 

system, as shown in figure Fig. 3.22. Depending on the current operating points, the RL agent will 

continuously adjust the output controller parameters and implement them into the corresponding 

voltage, current and reactive power controllers. 

As mentioned above, it is desired to train an RL agent that can bring the system to achieve the 

best stability at each operating point, meaning that the SI can always attain the maximum. In 

traditional control methods, the controller parameters are configured to maximize the SI at a given 

operating point. However, if the parameters are not changed at another operating point, the corre-

sponding SI may not be the maximum value that can be reached. The following Fig. 3.27 shows 

the illustrative diagram of the previous description. The gray-shaded eigenvalues correspond to 

the maximum SI for the five different parameters at the relevant operating point. It can be seen 

that when Pconverter CON1=1,2,3 MW, it is the case Kpi_converter CON1 = +40% that maximizes the SI. 

The cases that maximize the SI when Pconverter CON1 is 4 and 5 MW are Kpi_converter CON1 = +20% and 

Kpi_converter CON1 = +0%, respectively. 

 

Fig. 3.27: Trajectory of dominant eigenvalue for changes of both converter active power and of 

controller parameter  

2400

2420

2440

2460

2480

2500

2520

2540

 
-500 -475 -450 -425 -400 -375 -350 -325 -300 -275 -250

-1

PCON1

Kpi

PCON1: 1.0 MW

PCON1: 2.0 MW

PCON1: 3.0 MW

PCON1: 4.0 MW

PCON1: 5.0 MW

Kpi: +40%

Kpi: +20%

Kpi: +0%
Kpi: -20%
Kpi: -40%

 

Real part of dominant eigenvalue in s-1

Im
ag

in
ar

y
 p

ar
t 

o
f 

d
o
m

in
an

t 
ei

g
en

v
al

u
e 

in
 s



74 Method design 

 

SI can be expressed by Equation (3.64). The f in (3.64) indicates a nonlinear function, the OP 

stands for the operating point of the system in real-time, and the CP refers to the controller pa-

rameters.  

( )  ,SI f= OP CP   

  

(3.64) 

The optimization goal of the RL agent is to maximize the SI globally. Therefore, the cost function 

is represented as the following equation (3.65). 

( ) ( )a  max  m x ,J SI f s s = =  OP CP   

  

(3.65) 

When the optimized RL agent is integrated into the studied system, the SI with respect to OP and 

CP is given by the equation fRL. In addition, the equation for the optimized relationship between 

OP and CP represented by the RL agent is denoted as h.  

( )h=CP OP   

  

(3.66) 

Therefore, the following equation was obtained to describe the relationship between SI and OP.    

( )RL   ,SI hf  =  OPOP   

  

(3.67) 

The above equation (3.67) also indicates that it is possible to obtain the index SI that characterizes 

the system oscillatory stability margin in relation to the current operating points. 

 

Fig. 3.28: Investigated system in operation with adaptive controller parameters using RL agent 
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The CP update is designed to maintain the maximum stability margin of the system. In case of a 

small change in the system operating points, the stability margin caused by the CP update remains 

unchanged. In such cases, adjusting the CP in the corresponding controller is a less meaningful 

process. In addition, since the CP calculation and data transmission [150] require time, it is po-

tential that the updated CP may cause the stability margin to decrease instead of increase if the 

system state varies during this time. To avoid this situation, a trigger for updating the CP is added 

to the application of the RL agent in the investigated system. 

As shown in figure Fig. 3.28 above, once the measured power of each converter and the sum of 

the load obtained from the measurement points of the system, the ANN responsible for the state 

estimation and the RL agent in charge of the controller parameters optimization calculate the cor-

responding operating points and parameters respectively based on the acquired inputs. The ANN 

for the SI estimation outputs the SI of the current system operating state depending on the above 

data OP and CP. The current SI is noted as currentSI , and the new state is noted as newSI .The 

currentSI  and newSI  are constantly compared, and when they satisfy the following relation, the CP 

optimized by the RL agent is updated to the corresponding controller and the value of currentSI  is 

updated to newSI Otherwise, the current CP is maintained, and the currentSI  continues to be con-

stantly compared with the new newSI . 

new currentSI SI m   

  

(3.68) 

The smaller the value of m in Eq. (3.68), the more frequently the CP is updated in the system. 

When the difference between the SI of the system before and after the CP update is small, it means 

that the system's stability remains almost the same margin, and there is less need for the CP update. 

The value of m is recommended to be set at 1.1, according to the study. 

3.5 Summary 

In this section, the concepts of this work are elaborated. First, under the assumption that the struc-

ture of the reference system is already available, but the parameters of its components are un-

known, a DT of the reference system is created by parameter estimation. Through modeling of 

each network component, using the measured injected and consumed power in the system, as well 

as the voltage amplitudes and angles on some selected buses, the DT is constructed with the esti-

mated parameters. The following studies will be performed in this DT.  

An ANN-based state estimator is developed in the DT, which establishes the power flow relation-

ship between the system states and the values of the system stability strong relevant variables, 

allowing a fast and accurate estimation of the operating point of the system, the output of which 

will be used as input to the stability detector.  

A SI based on the eigenvalues of the state matrix is next constructed and implemented. To effi-

ciently determine the dominant oscillation frequency of the system, some variables such as PCC 

voltage, converter output current as well as converter active and reactive power are analyzed in 

the frequency domain. The results show that the reactive power response of converter can provide 

the system with information about the dominant oscillation frequency. With this information, the 

dominant eigenvalues can be effectively identified from the eigenvalue map of the system. Since 

the calculation of the eigenvalues is time-consuming, an ANN-based SI estimator approach is 
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proposed to enable the eigenvalue-based SI presented above to be implanted online and indicate 

the current oscillatory stability margin of the system in real-time.  

The values of the SI described above are utilized as RL agent reward values. The purpose is to 

take advantage of the ability of RL to maximize the reward and eventually obtain an optimized 

RL agent that mathematically relates the current steady-state operating point of the system to the 

parameters of the selected controllers of the converters. Thereby, the controller parameters that 

guarantee the maximum stability margin of the system in the changing operating point are pro-

vided.   

In the next chapter, a series of numerical cases will be designed to verify the validity of RL agent-

based adaptive control concepts for a converters dominated network. 
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4 Design of numerical case studies  

The test scenarios designed for the proposed approaches of the DT of the reference network, the 

ANN state estimator, the automatic stability testing, and stabilization using an adaptive controller 

are shown in this chapter. Besides considering different influence factors, the construction of 

training for the DT model, the ANN-based SI estimator, and the RL agent are introduced, respec-

tively.  

4.1 Test scenarios of digital twin approach  

In the reference network, it is assumed that there are only a limited number of measurement points 

on buses 2, 5, 8, 10, and 13, respectively, see Fig. 4.1. The measured data are the voltage amplitude 

and the phase angle. Based on the structure of the reference network, its DT model using the EMT 

modeling method is built, and the model is fed with the same power data generated and absorbed 

at each bus of the reference network. Afterward, through adjusting the parameters of transmission 

lines and the filter and controller in the converters by the selected algorithm, the difference be-

tween the voltage amplitude of a selected bus in the reference network and the DT model is re-

duced. Once the difference is minimized below the set value 5e-3, the parameter update ends, and 

the resulting model is used as the DT of the reference network.  

 

Fig. 4.1: CIGRÉ reference MV network 

When the number of groups of measurement data used as reference values is large, the time re-

quired for parameter estimation grows. Therefore, only one set of voltage data from the five meas-

urements is selected as a reference. To investigate the influence of the position of the measurement 

point corresponding to the reference data on the parameter estimation, each of the five measure-

ment sets is used for estimation. In the study of this influence factor, full load is used for the load 

data, i.e., load level of 100%, whose data is from  [131], see Tab. A.3 in Appendix A.1. For the 

power generator of each converter, the maximum generated powers are applied, which are defined 

in Tab. A.4. Combining daily production curves of PV and wind power plants in Fig. 3.6 and the 

maximum generation data of three converters in Tab. A.4, the daily power generation profiles of 

buses 12, 13, and 14 are shown in figure Fig. 4.2. In the same way, the daily consumption of each 

bus can be plotted separately by combining the standard load curve in Fig. 3.8 and the load pa-

rameters of each bus in Tab. A.3, see the figure Fig. 4.3 below.  
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Fig. 4.2: Active power profile of power generation on bus 12, 13 and 14  

To represent additional feeders served by the transformer, the load values given for buses 1 and 

12 are much greater than the loads for the other buses. To allow them to be represented on a graph 

with other loads, these two loads are scaled down by a factor of 20. 

 

Fig. 4.3: Active power profile of load on each bus  

In addition to the measurement point location, the amount of load power absorbed at the investi-

gated bus, the presence or absence of a converter on the bus, and the amount of the generated 

power may influence the parameter estimation results. Therefore, the following scenarios in Tab. 

4.1 for parameter estimation are designed.  
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Tab. 4.1 Scenarios for parameter estimation of DT 

Scenario abbreviation Description 

PE_MPL Training data obtained from different measure-

ment point locations 

Training data obtained 

from one measurement 

point → Investigating 

training data obtained in 

different network states 

PE_NS_L Investigated network connected to low and high 

load 

PE_ NS_CON Selected bus connected with and without con-

verter 

PE_ NS_G Three converters in network with low and high 

generation 

 

The daily consumption and production power data for training the DT are taken from the first 1/3 

hours of the day, i.e., 0-8 h, and for its validation, the data from the remaining 16 h are used, see 

figure Fig. 4.4 below. 

 

Fig. 4.4: Input variables data for training and validating the DT model  

The model with the lowest error in the training results will be selected and its accuracy will be 

verified in the following scenarios in Tab. 4.2. 

Tab. 4.2 Scenarios for validation of DT 

Scenario abbreviation Description 

DT_SV Source voltage step changes 

DT_PQ Active and reactive power of converters step 

changes 

DT_OC Open circuit on a selected line  

DT_SC Short circuit on a selected bus 

 

The voltage amplitude and phase angle profiles of the selected bus of the reference network and 

DT model will be compared in the four test scenarios above. The corresponding mean absolute 

percentage error (MAPE) will be calculated. The equation of MAPE is shown in equation (4.1).  
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n Ref=

−
=    

  

(4.1) 

where 
kRef  is the value of the five voltage amplitudes and five corresponding phase angles and

kDT  is the value of the ten mentioned variables in the DT model. Besides, n is the sample number 

for each variable. 

4.2 Test scenarios of ANN state estimator  

The proposed NN scheme for the state estimator in this work, as shown in Fig. 3.11, has been 

implemented in the CIGRÉ investigated network shown in Fig. 4.1. For both training and valida-

tion of the estimator, a set of representative load daily profiles and daily generation profiles of 

wind and PV from CI-REG s under both switch statuses as well as their corresponding states of 

interest solutions are generated in the network DT from the last section. The configuration of 

network conditions is represented in Tab. 4.3.    

Tab. 4.3 Different network conditions for training data creation 

Switch Source voltage [pu] Loading [%] 
Power generations for 

each CI-REG [%] 
Time 

On;  

Off 

0.9; 0.95; 1.00; 

1.05; 1.1 

10; 30; 50;  

70; 90 

[10 10 10]; [50 50 50]; [90 90 90]; 

[10 20 50]; [30 40 50]; [90 80 50]; 

[10 20 90]; [50 40 90]; [70 80 90] 

0 – 24 h 

One data 

every 15 

minutes 

 

The topological change of the network is carried out by changing the switch S status, which is 

located between buses 8 and 14, see Fig. 3.3. The demand of daily load power for each bus is set 

for five levels from 10% to 90%. This means the total load power in the studied network ranges 

from 10% to 90% of the maximum values derived from the load parameters for the European MV 

network [131]. The power generations for each CI-REG are configurated into nine cases, as shown 

in Tab. 4.3. The configuration is for the three CI-REGs connected to buses 12, 13, and 14, see 

Fig. 3.2. The first two CI-REGs are of type PV generator and the last one is offshore wind gener-

ator. Their daily generation profiles are shown in Fig. 3.6. Both daily load and generation power 

data are collected every 15 minutes from 0 h to 24 h.   

All training and validation data are created from the DT model of the network. Fig. 3.12 shows 

10 combinations of five different load levels, from 10% to 90%, and two-generation cases, which 

are [10 20 90] % and [10 20 50] % of maximal power generations for each CI-REG, respectively. 

The maximal total load power is configurated to be 32.44 MW according to [131] and the maximal 

generation power for each CI-REG is set to 5 MW. The corresponding states of interest datasets 

are also obtained from the DT model under the different designed network conditions. These out-

put datasets are then combined with the input datasets and used as the input-output pairs for the 

model training.  
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The ANNs structure adopted for each variable of three converters in the proposed scheme is as 

follows:  

- PCC _
ˆ

iU : 10 input neurons - x hidden neurons, and 3 output neurons for PCC _1,2,3Û . 

- CONd_iI : 10 input neurons - x hidden neurons, and 3 output neurons for CONd _1,2,3I . 

- CONq_iI : 10 input neurons - x hidden neurons, and 3 output neurons for CONq _1,2,3I . 

- CONd_iV : 10 input neurons - x hidden neurons, and 3 output neurons for CONd _1,2,3V . 

- CONq_iV : 10 input neurons - x hidden neurons, and 3 output neurons for CONq _1,2,3V . 

In the training configurations, a sinusoidal activation function is used for all hidden layers, and 

the percentages of the training, validation and testing samples are set at 70%, 15% and 15%. To 

explore the effect of number of neurons in the hidden layer of each ANN on the accuracy of ANN 

state estimator, the following scenario is designed, see Tab. 4.4. 

Tab. 4.4 Scenario for investigating the effect of number of neurons in the hidden layer on the ac-

curacy of ANN state estimator  

Scenario abbreviation Description 

SE_HLN_ANN Varying number of neurons in the hidden layer of 

each ANN  

 

The scenarios for testing the accuracy of the state estimation, including the variations of the op-

erating conditions and the changes in network topology, are drawn as follows, see Tab. 4.5. 

Tab. 4.5 Scenarios for testing the accuracy of the state estimation 

Scenario abbreviation Description 

SE_24h_ANN 

 

Source voltage changing for 24 hours 

Power generated and consumed changing on 

each bus for the same 24 hours 

Switching state of the transmission line chang-

ing during the same 24 hours 

 

To compare the estimation results with the corresponding variables in the reference system and 

obtain the accuracy of the estimator, the values of the variables are then computed with the meas-

urement using a standard load flow program. The five ANNs have been trained up to a training 

MSE error of 0.0008, a validation MSE error of 0.001 and a testing MSE error of 0.001. Network 

training and testing are performed on a 1.80 GHz Intel Core processor. In section 5.2, the perfor-

mance of the proposed ANN scheme is evaluated.  

4.3 Test scenarios of automatic stability testing 

A SI for indicating the dynamical stability margin is designed and used to automatically test the 

system stability during its operation. As shown in section 3.3.2, the applied SI in this work is the 
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damping ratio of the dominant eigenvalue in the investigated system. The following scenarios are 

designed to test and validate the SI. In the tests in this section, the data of required equilibrium 

operating points, namely the PCC voltage PCC0Û , the converter output current CONd0I , CONq0I  and 

the control vectors d0V , q0V , to calculate the SI are estimated using the ANN state estimator with 

the highest accuracy of the tested results in the previous section. 

Test scenarios using eigenvalue-based SI are shown in Tab. 4.6. 

Tab. 4.6 Scenarios for accuracy of stability testing using eigenvalue-based SI 

Scenario abbreviation Description 

SI_P Varying active power feeding from a selected CON 

SI_Q Varying reactive power feeding from a selected CON 

SI_SV Varying source voltage  

SI_L Varying loading conditions 

 

In section 3.3.4 it is mentioned that for online stability detection, an ANN-based SI estimator is 

constructed. The different network conditions to create the training data for the SI estimator are 

the same from the state estimator in the previous section 3.2. Under these conditions, the corre-

sponding eigenvalue-based SIs are calculated, and these SI values are employed as the reference 

output of the ANN-based SI estimator. As known that the SI is related to not only the equilibrium 

operating points but also the system parameters. In this work, the parameters of the network com-

ponents are considered constant, while the controller parameters in each converter are adjustable 

and optimizable. The controller parameters are optimized with the help of the RL agent according 

to the operating points, see section 3.4. Therefore, this nonlinear mathematical relationship be-

tween the operating points and controller parameters is included in the SI estimator to simplify it. 

Using the same inputs from the ANN state estimator, namely the status of switches, the voltage 

source amplitude, the active and reactive powers of each converter, as well as the sum of the active 

and reactive power consumption, as inputs and SI as output, see Fig. 4.5, the ANN-based SI esti-

mator is trained and validated.  

 

Fig. 4.5: ANN-based SI estimator  

The SCG backpropagation is used as the training algorithm and the layer numbers of 10 are chosen 

for the ANN-based SI estimator. To verify its accuracy, scenarios designed for the estimator are 

the same as the test scenarios using eigenvalue-based SI.     
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4.4 Test scenarios of stabilization using adaptive control approach 

In this subsection, as mentioned in 0, the three RL agents will be trained to optimize the three sets 

of controller parameters listed Tab. 3.2. Under the same critic and actor networks design (includ-

ing the learning rate of both networks, the numbers and units of layers, as well as the activation 

function, etc., see Tab. 3.3) and the same setup of observation and reward, the results of the train-

ing are compared.  

Training influence factors  

- Training steps for each Episode 

Initially, the training duration of each Episode is 0.25 s, the sampling time of the agent is Ts = 50 

µs. The Episode step is obtained from the training duration divided by the sampling time, i.e., the 

training steps for each Episode is 5000.  

A wide range of exploration was set to maximize the SI value of the RL agent at all possible 

operating points. It is first necessary to normalize the 7 observed variables, which are 

 CON1 CON1 CON2 CON2 CON3 CON3 S                 PF PF PFP P VP . It is assumed that for each converter, the active 

power varies from 0 to 5 MW, and the corresponding power factor varies from 0.85 to 0.95, as 

shown in the following equation. 

   CON CON
     MW,     0.9  ,   1,2 30, 5 0.85, 5 ,

i i
iP PF == =   

  

(4.2) 

The range of its variation for the voltage source is shown in (4.3) below. 

 S  1  .1    . . 0.9, p uV =   

  

(4.3) 

Using random numbers that are uniformly distributed in the interval [0, 1] to represent the varia-

tion of these seven observed variables, their equations are rewritten as the following equation 

(4.4). 

 

 

 

CON

CON
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    5  MW
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i

P
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i

p uV


=



=

=



+

= +



  

  

(4.4) 

The observed variables are kept constant within the same episode. Since the RL agent is known 

to be reward-oriented, it continuously optimizes the actor and critic network parameters at each 

training step and records the accumulated rewards at the end of one episode. The larger the number 

of steps set for each episode, the higher the probability of getting an agent optimized for the cor-

responding observation, namely the system operating point. However, the training time will be 

increased. Therefore, the step of the episode is considered as an influential factor in agent training.  

- Penalty factors 

There are positive and negative rewards in the RL agent training process; generally, the positive 

rewards are referred to as rewards, and the negative ones are referred to as penalties. For the 

trained system, the rewards are set for the stability margin when the system is stable, while the 

penalty is for the instability of the system. As introduced in section 3.4.1, the rewards are only 

subjected to the positive SI. Besides, the corresponding reward factors are different when the SI 

is in different ranges, as shown in Equation (3.62). Unlike the rewards, the set penalties consist of 
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three different items: the SI, the smallest DR among all the eigenvalues, and the smallest eigen-

value whose imaginary part is equal to 0. The p1, p2, and p3 are the penalty factor for the mentioned 

three penalty items. Since the third penalty is likely to differ from the first two penalties by order 

of magnitude, the designed penalty factors are to be tuned during the RL training so that the pen-

alty values do not differ significantly, leading to excessive differences in the optimization of the 

RL agent in the former and the latter stages of the training.  

- Action variables  

The numbers of the action variables are given by the set of controller parameters listed in Tab. 

3.2. For the first set [Kpi_CON1, Kpi_CON2, Kpu_CON2, Kiu_CON2, Kpi_CON3, Kpu_CON3, Kiu_CON3, KiQ_CON3], 

the RL agent should conduct 8 actions for the 8 parameters. The other two sets of parameters 

[Kpi_CON2, Kpu_CON2, Kpi_CON3, Kpu_CON3] and [Kpi_CON2, Kpi_CON3], the number of action variables are 

set to be 4 and 2, respectively. The corresponding optimized agent is denoted as RL agenti, where 

i =1,2,3. The greater the number of actions that need to be produced, the longer the training may 

also take. However, the more parameters are adjusted simultaneously, the faster the set training 

stop value may be reached. 

The RL agent will be trained under the three influence factors listed above. The detailed variation 

settings are shown in the table below. The penalty factors are set in consideration of the parameters 

corresponding to the three factors. For p1 and p2, the corresponding parameters are DR, whose 

absolute values are between [0,1], while for p3, the parameter is the maximum pure real eigenvalue 

of the system, whose values are above several thousand according to the observations. 

Tab. 4.7 Variation setting of training steps, penalty factors and action variables 

Description Setting 

Training steps [50, 100, 500, 2000] 

Penalty factors 

p1 [1000, 2000, 3000]  

p2 p2 = p1= p 

p3 1 

Action variables 

 

RL agent1 
8 actions: [Kpi_CON1, Kpi_CON2, Kpu_CON2, Kiu_CON2, 

                  Kpi_CON3, Kpu_CON3, Kiu_CON3, KiQ_CON3] 

RL agent2 4 actions: [Kpi_CON2, Kpu_CON2, Kpi_CON3, Kpu_CON3] 

RL agent3   2 actions:               [Kpi_CON2, Kpi_CON3] 

 

As mentioned in section 3.4.1, the reward for the determination to end the training is defined by 

the steps of the episode and the excepted SI under the range of states explored during the training. 

The ranges of the exploration are shown in equation (4.4). The average SI for these possible op-

erating points is expected above 0.175. Therefore, for the four training steps setting as listed in 
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Tab. 4.7, the average episode reward r is designed to be  0.175 50 50,  100,  500,  2000   as the 

training termination signal, respectively.  

To investigate the effect of training steps, penalty factors for three different action variables on 

the rewards, following scenarios in Tab. 4.8 with the various settings shown in Tab. 4.7 are de-

signed.  

Tab. 4.8 Scenarios for investigating the effect of training steps, penalty factors for three different 

action variables on rewards 

Scenario abbreviation Description 

RL_A1_S Varying training steps for RL agent1  

RL_A1_P Varying penalty factors for RL agent1  

RL_A2_S Varying training steps for RL agent2  

RL_A2_P Varying penalty factors for RL agent2  

RL_A3_S Varying training steps for RL agent3  

RL_A3_P Varying penalty factors for RL agent3  

 

Under the fixed action variables, i.e., the output parameters are determined, the case that causes 

the maximum reward from the variations of the first two factors is selected, and the optimized 

agents are then obtained. 

Validation of the RL agent in adaptive controller parameterization 

To validate the improvement of the system stability with RL, the three optimized RL agenti, i 

=1,2,3, are implemented into the investigated system. The following test scenarios are drafted to 

compare the system behaviour, including the measured power curve and the value of the SI under 

different operating points between three RL agents and the general controller parameterization 

methods. The initial system states are listed below.  

- Active power of three converters: PCONi = 3 MW, i=1, 2, 3  

- Power factor of three converters: PFCONi = 0.9, i=1, 2, 3 

- Voltage source: Vs = 1 p.u. 

- Load level: 50% 

The results for the following test scenarios in Tab. 4.9 will be shown in section 5.4. 

Tab. 4.9 Scenarios for validation of the RL agent  

Scenario abbreviation Description 

RL_SV Varying source voltage  

RL_P Varying active power feeding from a selected CON 

RL_Q Varying reactive power feeding from a selected CON 

RL_P_T Varying active power feeding from three converters 

RL_L Varying loading conditions 
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5 Discussion of the simulation results  

In this section, the simulation results of the DT approach, the ANN state estimation, the automatic 

stability testing, as well as the stabilization using the adaptive control approach are shown.  

5.1 Results of Digital twin approach  

Before conducting the parameter estimation, the voltage amplitude and phase on the bus 2, 5, 8, 

10, and 13 from 0-8 h during a day, which are obtained from the model with initial network pa-

rameters, are compared with the reference measurement data, see Fig. 5.1 and Fig. 5.2, respec-

tively. The initial parameters are listed in Tab. A.1. The initial capacitances of the overhead lines 

and underground cables as well as the filter of the converters are set to 2 times the reference 

parameters, while their inductances are set to 0.5 times and the resistances are set to 0.1 times. In 

addition to these parameters, the controller parameters of the voltage, current and reactive power 

of the individual converters are also the subject of parameter estimation. The reference parameters 

of the corresponding controllers are identical for all three converters. For the proportional param-

eter Kpi of the inner loop current controllers, the integral parameters Kiu and KiQ of the outer loop 

voltage and reactive power controllers, their initial values are set to twice the reference parameter. 

The integral parameter Kii of the current controller and the proportional parameter Kpu of the volt-

age controller are set to 0.5 times the corresponding reference parameters.  

 
Fig. 5.1: Voltage amplitude comparison between reference network and DT model with initial 

parameters 

As the initial values of the resistance and reactance of the lines and cables are set small, it can be 

seen that the differences between the voltages of the five observed buses with initial parameters 

are very minor. Comparing the initial values of the voltage amplitude on each bus with the refer-

ence values, the largest difference of approximately 1% occurs on bus 8. The mean absolute per-

centage error MAPE value between the reference and initial values was calculated for the five 

buses for the observed timeslot and is found to be 0.98%. Here the data are taken at a sampling 

time of 15 min.  
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Fig. 5.2: Voltage phase angle comparison between reference network and DT model with initial 

parameters 

Similarly, the voltage phase angle difference was calculated and the MAPE was found to be equal 

to 23%. The difference between the model used and the reference model is large before parameter 

estimation is carried out, in which case the model cannot be used as a DT. 

5.1.1 Results of parameter estimation  

As mentioned before, the time required for parameter estimation increases due to the large number 

of measurement data sets used as reference values. In order to speed up the estimation pro-

cess,only the voltage in terms of its magnitude and phase angle on one bus is chosen as reference 

data.  

• Scenario PE_MPL  

The measured values collected from different measurement points under different network con-

ditions have various effects on the parameter estimation accuracy. The following starts with the 

factor of measurement point location. The figure below Fig. 5.3 shows the change of the factor of 

each parameter during the iterative process when using the voltage data of different buses as ref-

erence data.  

Termination of the parameter update is when the selected training data have a MAPE value of less 

than 5e-3 for the voltage between the DT model and the reference model. The number of iterations 

required for parameter estimation is variable when different reference values are selected; for 

example, data from bus 8 requires only 7 iterations, while from bus13 requires 21 iterations, see 

Fig. 5.3. A high number of iterations corresponds to a long estimation time.  

The results of the five sets of parameter estimation are used and the corresponding DT models are 

verified with the operation from 8 to 24 h in Fig. 4.4. The total MAPE between the voltage am-

plitude and phase angle of the five buses in the reference and DT models are calculated, and the 

results are presented in the table Tab. 5.1.  
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Fig. 5.3: Change of estimated parameters at each iteration step with training using data from a) 

bus 2; b) bus 5; c) bus 8; d) bus 10; e) bus 13 
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Tab. 5.1 Estimation effort and accuracy comparison with training voltage data of different buses 

 Bus 2 Bus 5 Bus 8 Bus 10 Bus 13 

Iteration steps 14 14 7 11 21 

Convergence duration (min) 101 116 79 87 136 

MAPE (%) 1.46 2.42 4.71 3.54 0.79 

Accuracy (%) 98.54 97.58 95.29 96.46 99.21 

 

The results show that the accuracy of the DT model derived from the parameter estimation using 

the reference data of bus 2 and 13 is higher. On the one hand, it may be related to the fact that 

these two buses are closer to the slack bus, and on the other hand, it may be related to the lower 

loads to which they are connected.  

The parameter errors are listed in Tab. 5.2 are calculated using the factors of each parameter in 

the final iteration step minus one, whereas “one” means that the estimated parameter is the same 

as its reference value.  

Tab. 5.2 Parameter errors with using training voltage data at different buses 

Parameter   Bus2 Bus5 Bus8 Bus10 Bus13 

Cable resistance RCL  1.70  0.20  1.11  0.68  1.21 

Cable inductance LCL  0.38  0.36  0.86  0.71  0.40 

Cable capacitance CCL  0.77  1.37  0.72  0.70 -0.05 

Overhead line resistance ROL -0.36 -0.28 -0.61 -0.35  0.13 

Overhead line inductance LOL -0.22 -0.41 -0.48 -0.48 -0.45 

Overhead line capacitance COL -0.60 -0.71 -0.49 -0.70 -0.92 

Filter resistance ROL -0.71 -0.6 -0.98 -0.74 -0.15 

Filter inductance LOL -0.76 -0.92 -1.00 -0.95 -0.37 

Filter capacitance COL -0.99 -0.83 -0.99 -0.77 -0.74 

Current controller Kpi -0.07  0.11  0.16  0.13 -0.05 

Current controller Kii -0.52 -0.19 -0.30 -0.27 -0.76 

Voltage controller Kpu -0.26 -0.41 -0.53 -0.59 -0.15 

Voltage controller Kiu  0.22  0.37  0.34  0.23  0.41 

Reactive power controller KiQ -0.20 -0.42  0.32 -0.30 -0.19 

 

Fig. 5.4 visually compares the errors of the estimation results for the 14 parameters. Fig. 5.4 a) 

shows the error for each parameter individually, under training data with the different bus. It can 

be seen that the errors of the five controller parameters of converters are small compared to the 

errors of the parameters of the network transmission lines. Among them, the current controller 

parameter Kpi has the smallest parameter error. It can be understood that the DT model will be 
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more accurate when the errors of the control parameters are minor. Fig. 5.4 b) shows the sum of 

the errors for each parameter with the same bus training data. The absolute values of the errors 

are used here to prevent the positive and negative errors from eliminating each other. The com-

parison yields that the smallest sum of errors is caused by bus 13. 

 
Fig. 5.4: Parameter errors comparison with different buses training data: a) Error in real value for 

each parameter b) Sum of errors in absolute value   

Since the model with the least error is obtained using the data from bus 13, this data set will be 

applied in the following research. To investigate which network state measurement data as train-

ing data can obtain the DT model with high accuracy, different scenarios are set up below to 

collect data and the parameter estimation is then performed with these data.  

• Scenario PE_NS_L 

The loads in the investigated network are lowed to 0.1 times and raised to 10 times the reference 

value and it is used as low and high load cases for collecting training data, respectively. The 

following Fig. 5.5 shows the changes in the estimated parameters during the training process for 

both cases. The parameter estimates using the low load data resulted in five parameters falling 

between 0.9 and 1.1 of their corresponding reference values, while only two parameters using the 

high load fall within this range.  
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Fig. 5.5: Change of estimated parameters at each iteration step using training data with a) low 

load b) high load 

The results of both sets of parameter estimation are utilized, and the corresponding DT models 

are verified with the operation from 8 to 24 h in Fig. 4.4 with low and high load, respectively. The 

total MAPE between the voltage amplitude and phase angle of the five buses in the reference and 

DT models are computed, and the results are presented in the following table Tab. 5.3. For a better 

comparison, the table also includes the case when the load uses the reference value. 

Tab. 5.3 Effort comparison using training voltage data from bus 13 with low and high load  

Load factor 0.1 1 10 

Iteration steps 40 21 12 

Convergence duration (min) 228 136 85 

MAPE (%) 0.15 0.79 1.12 

Accuracy (%) 99.85 99.21 98.88 

 

The results show that the accuracy of the DT model derived from the parameter estimation using 

the lower load is higher. It is the same reason postulated in the previous section when using five 

sets of bus data, i.e., the network is in a low load state, and its measurement data can be utilized 

to obtain a more accurate DT model.  

• Scenario PE_NS_CON 

In the following, the training data obtained from bus 13 connected and unconnected converter are 

compared. Parameter estimation using the data with converter has five parameters falling between 

0.8 and 1.2 of their corresponding reference values, while without converter, only two parameters 

land within this range, see Fig. 5.6. 

To compare the accuracy of the reference and DT models, the total MAPE between the voltage 

amplitude and phase angle of the five buses are computed. The results are presented in the fol-

lowing table. The training data obtained using converter produces a more accurate DT model 

compared to the case of training without using converter, see Tab. 5.4.   
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Fig. 5.6: Change of estimated parameters at each iteration step using training data from bus 13 

connected a) with converter b) without converter 

Tab. 5.4 Effort comparison using training voltage data at bus 13 with and without converter  

CON With CON Without CON 

Iteration steps 21 20 

Convergence duration (min) 136 179 

MAPE (%) 0.79 1.40 

Accuracy (%) 99.21 98.60 

• Scenario PE_NS_G 

The generated power of the three converters is set to 0.5 times and 1.5 times the reference value, 

and the training data are collected as low and high-generation cases, respectively. 

 

Fig. 5.7: Change of estimated parameters at each iteration step using training data with a) low 

generation b) high generation from three converters 

The figure above shows the increase in P and Q bothFig. 5.7 shows the changes in the estimated 

parameters during the training process for both cases. The parameter estimates using the low gen-

eration resulted in five parameters falling between 0.8 and 1.2 of their corresponding reference 

values, while only one parameter using the high generation fell within this range.  
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Tab. 5.5 Effort comparison using training voltage data at bus 13 with low and high generation 

from three converters  

Generation power factor 0.5 1 1.5 

Iteration steps 12 21 21 

Convergence duration (min) 125 136 187 

MAPE (%) 0.14 0.79 1.02 

Accuracy (%) 99.86 99.21 98.98 

The results of both sets of parameter estimation are utilized, and the corresponding DT models 

are verified with the operation from 8 to 24 h in Fig. 4.4 with the low and high generation, respec-

tively. The total MAPE between the voltage amplitude and phase angle of the five buses in the 

reference and DT models are computed, and the results are presented in the table above Tab. 5.5. 

For a better comparison, the table also includes the case when the generation uses the reference 

value. 

• Summary and conclusion  

Three scenarios are set up to analyze the accuracy of the DT model when the training data for 

parameter estimation are sourced from different network states. According to the results, the 

smaller the load connected to the network, with the converter connected to the bus and the smaller 

the power generated by the converter, the more suitable the measurement data source for param-

eter estimation. The mentioned network states are, in fact, of a high degree of stability. In addi-

tion, the closer a bus is to the slack bus, the more accurate the DT model will be when the voltage 

data on the bus are used as training data for estimation. By taking advantage of these conditions 

that improve the model's accuracy, the resulting model is applied as the DT model for the refer-

ence network in this work and for subsequent stability studies. Before proceeding with further 

studies, the accuracy of the DT model should be verified; see the next sub-section 5.1.2. 

5.1.2 Verification of the DT model 

In the following, the DT model is evaluated in four different scenarios described in sub-section 

4.1. Furthermore, four sub-scenarios within each scenario are set up to investigate the accuracy 

of the DT model for different combinations of levels of power generation and load. It is defined 

as high generation and heavy load at 0.9 of their nominal value and low generation and low load 

at 0.1 of the nominal value. 

• Scenario DT_SV 

In this case, the voltage reduces from 1 p.u. to 0.95 p.u. at 0.1 s and raises to 1.05 p.u. at 0.2 s. 
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Fig. 5.8: Source voltage step changes 

In response to changes in the source voltage, as shown above, the amplitude and phase angle of 

the five bus voltages in the DT model change, and their comparison with the corresponding ref-

erence values are shown below. Illustrated here is the case of heavy load and high power genera-

tion. 

 

Fig. 5.9: Voltage comparison under heavy load and high generation between reference network 

and DT model in response to a step change of source voltage 
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In order to carry out a direct comparison of the errors between the DT model and the reference 

model for four different combinations of load and generation, the table below shows the MAPE 

values for each case.  

Tab. 5.6 Accuracy comparison with different generation and load level 

Generation leveling 0.9 0.9 0.1 0.1 

Load level 0.9 0.1 0.9 0.1 

MAPE (%) 0.66 0.45 0.39 0.05 

Accuracy (%) 99.34 99.55 99.61 99.95 

According to the table above Tab. 5.6, the MAPE is less than 1% for all four scenarios, which 

means that the DT models are all above 99% accurate for the response of source voltage step 

change. Since the DT model with the highest accuracy results from the model training under low 

load and low generation, its accuracy under the same configuration also presents the highest val-

ues in this validation scenario. 

• Scenario DT_PQ 

The active power P and the reactive power Q of converter CON3 connected to bus14 change as 

shown below. CON3P  rises from 2 to 4 MW at 0.1 s and CON3Q  rises from 1.5 to 2.5 MVar at 0.2 s. 

 

Fig. 5.10: Active and reactive power step change 
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comparison with the corresponding reference values are shown in Fig. 5.11 in response to changes 
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the generation of CON3. Fig. 5.11 illustrates the case of heavy load and high generation. 
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Fig. 5.11: Voltage comparison under heavy load and high generation between reference network 

and DT model in response to a step change of active and reactive power   

The increase in P and Q both result in an increase in voltage amplitudes. Compared to t = 0.1 s, 

the period of the system oscillation increases at 0.2 s when Q increases. Since the increase in Q is 

based on the increase in P, the system stability is weaker at 0.2 s, so the time to reach a steady 

state is longer. 

Tab. 5.7 Accuracy comparison with different generation and load level 

Generation leveling 0.9 0.9 0.1 0.1 

Load level 0.9 0.1 0.9 0.1 

Error of validation (%) 0.59 0.43 1.63 0.33 

Accuracy (%) 99.41 99.57 98.37 99.67 

 

Tab. 5.7 shows the MAPE is less than 1% for the scenarios except for the case with 0.1 generation 

leveling and 0.9 load level, which has an error of 1.63% for the response of active and reactive 

power step change. Here, the accuracy under the low load and low generation scenario again 

shows the highest value. 
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• Scenario DT_OC 

The line between bus 8 and 14 opens at 0.1 s and closes at 0.2 s. Fig. 5.12 presents the changes in 

the amplitude and phase angle of the five bus voltages in the DT and the reference model in 

response to line switch status changes under heavy load and high generation.  

 

Fig. 5.12: Voltage comparison under heavy load and high generation between reference network 

and DT model in response to line switch status changes 
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• Scenario DT_SC 

A three-phase short circuit appears on bus 14 at 0.1 s and is cleared at 0.2 s. Due to the short 

circuit, the voltage amplitude drops significantly, see Fig. 5.13 below. Bus 2 has a smaller voltage 

drop than the other buses because of its spatial proximity to the upper layer high voltage network. 

However, bus 13, which is also close to the 110 kV network, has a more severe voltage drop than 

bus 2, which is directly connected to bus 14.  

 

Fig. 5.13: Voltage comparison under heavy load and high generation between reference network 

and DT model in response to short circuit on bus 14  
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In this scenario, a maximum error value of 2.20% occurs in generation leveling of 0.9 and load 

level of 0.9, see Tab. 5.9. The highest accuracy value is again shown here for low load and low 

generation cases.  

• Summary for the DT validation  

The DT model has been validated using the four scenarios mentioned above, i.e., step change of 

source voltage, active and reactive power, open circuit on the line between bus 8 and 14, and short 

circuit on bus 14. For each scenario, different combinations of leveling of power generation and 

load are set up. The amplitude and phase angle of the five bus voltages for each scenario are 

plotted and compared with the reference model. In addition, the corresponding error MAPE values 

are calculated and tabulated for comparison. In the case of low load and low generation, the DT 

outperforms the other combinations with the accuracy of above 99%. The minimum accuracy of 

96.83% occurs in the open circuit on the line with heavy load and high generation.  

5.2 Results of ANN state estimation  

The number of neurons in the hidden layer of each ANN varies from 5 to 15, which are considered 

adequate settings in terms of training speed and convergence characteristics based on multiple 

training sessions. The correlation coefficient R is chosen as an indicator of ANN fitting degree to 

determine the optimal number of neurons for each of the five ANNs. The R, which ranges from -

1 to 1, shows the correlation between the given values Y for training and the predicted values Ŷ 

obtained from the ANN model. For R =1 and R = -1, the ANN model shows the strongest positive 

and negative fitting degrees, respectively. A coefficient R of zero indicates a random relationship 

between the values mentioned above.  
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(5.1) 

where cov(Y, Ŷ) is the covariance of Y and Ŷ, var(Y) and var(Ŷ) are the variances of Y and Ŷ, n is 

the sample size, Yk and Ŷk are the k-th sample points, Y  and Ŷ  are the means of variables Y and 

Ŷ, respectively. 

• Scenario SE_HLN_ANN  

The Fig. 5.14 below shows the change in R-value for each ANN as their number of neurons in-

creases. For ANN1, the maximum R-value is obtained at 9 neurons. For ANN2, it is 10. For 

ANN3, 4, and 5, the maximum R-values are obtained with 11 neurons. Since the R values here 

are all greater than 0, the larger the value, the greater the degree of ANNs fit. In other words, the 

more accurate the ANNs can estimate the system states. Therefore, it is determined that for the 

five ANNs, the number of neurons in their hidden layers is 9, 10, 11, 11, and 11, respectively. 
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Fig. 5.14: Change in R-value of five ANNs with different of neurons in hidden layer 

• Scenario SE_24h _ANN  

After training with the above setup, each ANN state estimators are verified in the following.  

 

Fig. 5.15: Scenarios design for 0-24h: a) Change of source voltage b) Change of generation and 

consumption power c) Change of line switch status between bus 8 and 14 
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the standard power generation of PV and wind power plants for one day, while the variation of 

the load power at each consumption bus is designed according to the change of the standard in-

dustrial/commercial and residential power consumption to form the typical system operating 

states. Besides, the line switch changes from closed to open at t=8 h and closes again at t=16 h. 

Fig. 5.15 shows a graphical representation of the corresponding scenario. 

 
Fig. 5.16: Comparison of estimated voltage using standard load flow program and ANN1 

The estimation results of each of the five ANNs during the 24 hours of the test scenario are shown 

below and compared with the results of a standard load flow program. Fig. 5.16 shows the results 

of the ANN1, which is used to estimate the voltage magnitude at the PCCs of the three connected 

converters. The three PCC voltages have the same trend and are most affected by the variation of 

the source voltage, which means that they trend along with the changes in the source voltage. The 

solid line shows the result using the standard power flow calculation, while the dashed line shows 

the result of the ANN1 estimation. As can be seen from the partially zoomed-in view, the differ-

ences between the two corresponding voltages are small. 
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Fig. 5.17: Comparison of estimated current of: a) d-axis using standard load flow program and 

ANN2; b) q-axis using standard load flow program and ANN3 

The trends of di  and qi  of three converters in the absolute values are consistent with the corre-

sponding generating active power CONP . Since converter CON1 and CON2 are driven by PV, 

their currents are close to zero from 0 to 6 h and 20 to 24 h. The current of the wind-driven CON3 

is influenced by wind strength. From the figure above, the estimated results from the ANN2 and 

ANN3 are also remarkably similar to the results of the standard load flow program calculations. 
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Fig. 5.18: Comparison of estimated control vector of: a) d-axis using standard load flow program 

and ANN4; b) q-axis using standard load flow program and ANN5 

ANN4 and ANN5 are respectively utilized to estimate the control vectors of the d-axis and the q-

axis of the three converters. The control vectors of the d-axis follow the same trend as the voltages 

of the PCCs where the corresponding converters are located, i.e., they are mainly influenced by 

the source voltage. On the other hand, the control vectors of the q-axis are more influenced by the 

generating active powers P of the corresponding converters. Fig. 5.18 b) illustrates the error in 

ANN5's estimation result of qv  for the period 0-6 h with respect to the results of the power flow 

calculations. Since its error estimates are on a scale of 0.001, they have only a small impact on 

the subsequent estimation of the SIs. 
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• Summary for the ANN state estimation  

During the training of the five ANNs, various network states and different network structures 

were set up. After extensive training, the five ANNs can accurately estimate the voltage, current 

and control vectors for each of the three converters. The resulting ANNs-based state estimators 

are then used to compute and monitor the network stability in real-time. 

5.3 Results of automatic stability testing 

This section shows how the SI, namely the damping ratios of the dominant eigenvalues in the 

system, change when varying the active and reactive power feeding of converter CON1 and the 

source voltage supplying as well as the loading conditions, respectively. The initial conditions for 

the testing are shown as follows. 

- Active power of three converters: PCONi = 3 MW, i=1, 2, 3  

- Power factor of three converters: PFCONi = 0.95, i=1, 2, 3 

- Voltage source: Vs = 1 p.u. 

- Load level: 50% 

To calculate the SIs, the values of the real and imaginary parts of the dominant eigenvalues are 

required, as listed in the following Tab. 5.10. Along with these values, the SI can be calculated 

using the equation (2.64). 

Tab. 5.10 System dominant eigenvalue under different network states 

Active power P [MW] 1 2 3 4 5 

Dominant  

eigenvalue  

Real part -468.9 -432.7 -396.5 -345.6 -296.9 

Imaginary part 2488.4 2484.2 2486.7 2497.8 2519.3 

Power factor PF 0.84 0.88 0.92 0.96 1.00 

Dominant  

eigenvalue  

Real part -282.7 -326.9 -366.2 -398.2 -442.2 

Imaginary part 2507.8 2502.5 2495.1 2483.0 2441.2 

Vsource Vs [p.u.] 0.9 0.95 1 1.05 1.1 

Dominant  

eigenvalue  

Real part -312.6 -355.0 -396.5 -422.3 -449.1 

Imaginary part 2345.7 2418.0 2486.7 2552.5 2615.6 

Load level  0.9 0.95 1 1.05 1.1 

Dominant  

eigenvalue  

Real part -472.5 -478.6 -483.4 -490.6 -498.1 

Imaginary part 2471.7 2498.9 2513.0 2535.2 2559.4 

 

Another focus of this section is on demonstrating the accuracy of the ANN-based SI estimator for 

the four designed scenarios. 

• Scenario SI_P: Different active power feeding from converter CON1: Pconverter CON1 = 1, 

2, 3, 4, 5 MW   

• Scenario SI_Q: Different reactive power feeding from converter CON1, using different 

power factors at Pconverter CON1 = 3 MW to calculate Qconverter CON1: PFconverter CON1 = 0.84, 

0.88, 0.92, 0.96, 1.00  



106 Discussion of the simulation results 

 

• Scenario SI_SV: Different voltage source supplying: Vs = 0.9, 0.95, 1.0, 1.05, 1.1 p.u. 

• Scenario SI_L: Different loading conditions: Load level = 20%, 40%, 60%, 80%, 100% 

The estimated results and the calculated reference values under varying network conditions in the 

four scenarios are shown in Fig. 5.19. 

          

Fig. 5.19: Trajectory of SI for changes of a) Active power of converter CON1 b) Power factor of 

converter CON1 c) Voltage source d) Load level 

It can be seen that the estimated SI is very close to the calculated value. Here, MAPE is used to 

measure the accuracy of the ANN-based SI estimator with the following equation. 
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(5.2) 

where Ck is the calculated value of the SI and Ek is the corresponding estimated value. n is the 

number of validation scenarios, which here will be 20. 

A MAPE value of 1.05% is calculated, giving the SI estimator an accuracy of 98.95%. This esti-

mator serves as an accurate and fast indication of system stability for the RL-based controller 

parameterization, which goal is stabilizing the system, moreover, improving its stability.  
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5.4 Results of stabilization using adaptive control approach  

It is the key content of the adaptive control approach to train the RL agent with the resulting SI 

from the last chapter as a reward indicator, which enables it to optimize the stability of the system 

by adjusting the parameters of the converter controllers according to the system operating states.  

As introduced in section 4.4, this section focuses on demonstrating the variation of rewards for 

three RL agents under different training settings. In addition, the agents with the maximum reward 

are used for validation in five different scenarios listed in section 4.4 and their system stability is 

compared to that under the currently prevailing controller tuning method.  

Variation of rewards for three RL agents 

• Scenario RL_A1_S and Scenario RL_A1_P   

The variation in the rewards obtained by the RL agent1 for different training steps and different 

settings of the penalty factor is shown in Fig. 5.20.  

 
Fig. 5.20: Variation of rewards with different training steps and different penalty factors for RL 

agent1 

To better compare the effect of different settings on the reward, the average reward value per step 

for every 100 episodes during the evaluation episodes is used as the vertical coordinate. RL agent1 

outputs eight controller parameters, i.e., [Kpi_CON1, Kpi_CON2, Kpu_CON2, Kiu_CON2, Kpi_CON3, Kpu_CON3, 

Kiu_CON3, KiQ_CON3]. Since these eight parameters have a large impact on the SI, and the reward of 

the RL agent is directly proportional to the SI, the agent that is randomly initialized in the early 

stage of training receives a huge negative reward, see Fig. 5.20. As the exploration proceeds, 

different training settings present effects on the effectiveness of optimization. The training of the 

RL agent stops automatically when the average reward per step reaches 7 for every 100 episodes. 

The value of 7 is calculated from equation (3.62) under the expectation that the average SI of all 

100 random operating points of the system is 0.175. Since 0.175 falls in the interval (0.1, 0.2], the 

value of the reward according to (3.62) is calculated from 0.175*40 and results in 7. 

At the beginning of the exploration, the RL agent1 receives a penalty from the positive real part 

of the poles on the real axis, and in the middle of the exploration, a negative DR is added, followed 
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by a negative SI as a penalty to inform the RL agent1 for the goal of the optimization. When the 

control parameters are adjusted so that the SI is positive, the SI is then used as a reward to continue 

optimizing the agent1 within the selected operating point range until the cumulative reward 

reaches the set target value. Fig. 5.20 represents that the larger step can achieve a rewarding target 

value within a smaller number of episodes, see the yellow lines. For Step 2000, there are 2000 

steps to optimize for an operating point so that the agent has a greater chance of getting optimized 

at that operating point than at Step 50. Moreover, a large penalty factor positively affects agent 

training efficiency. It is observed that the RL agent1 at Penalty=3000 is always the first to reach 

the set optimization target value 7 for the same step setting. 

• Scenario RL_A2_S and Scenario RL_A2_P   

The following shows the change in reward during the training of RL agent2. Compared to RL 

agent1, the agent2 is only responsible for optimizing four control parameters. The following graph 

shows that the agent in this scenario achieves fewer training episodes than agent1, because the 

number of parameters to be optimized is only half that of agent1.  

 
Fig. 5.21: Variation of rewards with different training steps and different penalty factors for RL 

agent2 

For the same reason, agent2 achieves a smaller final reward than agent1. In the previous scenario, 

the maximum average reward of 81.90 for RL agent1 occurs at Step = 100, Penalty = 3000, 

whereas RL agent2 achieves the maximum value of 11.25 at Step = 50, Penalty = 2000. The 

different step and penalty settings have the same effect on the training efficiency as for RL agent1. 

• Scenario RL_A3_S and Scenario RL_A3_P   

The RL agent3 outputs only two controller parameters i.e. Kpi_CON1 and Kpi_CON2, while all the other 

controller parameters are set using the conventional controller configuration methods. This means 

that RL training will reach the predetermined reward target value 7 faster since there are only two 

uncertain parameters. However, the RL agent has little potential to optimize the system stability 

in this case. From the results, the maximum average reward value for different training settings 

does not exceed 10. A greater penalty is not useful for better training efficiency due to the small 

optimization space. Moreover, at a small step value, i.e. Step = 50, the rewards at different penal-
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ties almost overlap, see purple lines in Fig. 5.22. Only at a larger step, e.g. Step = 2000, the ex-

ploration of parameter optimization by the RL agent for the same operating point is reflected, see 

three yellow lines on the following figure. At Penalty = 1000, the RL agent needs about 4500 

episodes to reach the target reward value of optimization. While at Penalty=3000, the RL agent 

only needs 700 steps to complete the training.  

 
Fig. 5.22: Variation of rewards with different training steps and different penalty factors for RL 

agent3 

The following Tab. 5.11 shows all maximum average rewards, namely the rewards for the last 

100 episodes of three RL agents under different step settings and penalty factors.  

Tab. 5.11 Maximum average reward of three RL agents under different training settings   

Average reward of step 

at the last episode 

RL agent1 RL agent2 RL agent3 

Penalty factor 

Steps   1000 2000 3000 1000 2000 3000 1000 2000 3000 

50 36.87 31.44 44.43 7.66 11.25 7.122 9.21 9.24 9.66 

100 18.25 11.98 81.90 9.786 12.37 8.929 9.06 9.09 9.09 

500 38.57 39.75 12.44 7.536 12.19 9.54 9.16 9.11 7.42 

2000 8.62 51.34 9.74 8.961 7.724 8.89 8.99 9.40 8.99 

The previous analysis shows that there is a general pattern of different step and penalty factor 

settings on the training performance of the agent. To visually analyze the effect of different train-

ing settings on the final average reward that the agent can obtain, the data in Tab. 5.11 was used 

to create the following figure. 

100 101 102 103
-25

-20

-15

-10

-5

0

5

10

A
v

e
ra

g
e 

re
w

ar
d

 p
er

 s
te

p

Every 100 episodes

Step 50

Step 100

Step 1000

Step 2000

Penalty 1000

Penalty 2000

Penalty 3000

7



110 Discussion of the simulation results 

 

 
Fig. 5.23: Final average reward of three RL agents with different training steps and different pen-

alty factors  

Fig. 5.23 reflects that, for each agent, there is no general rule for the training settings when the 

maximum final average reward occurs. However, the area consisting of the rewards under differ-

ent training settings shows that the blue area for RL agent1 is much larger than the green and 

yellow areas for agent2 and agent3. The maximum final average rewards that each agent can obtain 

were used as radius, whose values were shown in the values marked in orange in Tab. 5.11, to 

draw circles. The three circles shown in the figure are therefore obtained. Compared to the green 

and yellow circles plotted for RL agent2 and RL agent3, the blue circle is obviously the largest. As 

discussed above, since RL agent1 outputs eight parameters, it has more margin for optimization 

and, therefore more likely to achieve a larger reward. RL agent3, however, only optimizes for two 

control parameters, which gives it the smallest reward among the three agents.  

The three RL agents with the largest final average reward are afterward applied in the designed 

test scenarios in section 4.4 and compared with the system using controller parameters from the 

conventional parameterization methods. The trajectory of partial eigenvalues as the system 

changes its operating states in each of the five test scenarios will be shown in Fig. 5.24 to Fig. 

5.28.  

• Scenario RL_SV: Different voltage source supplying: Vs = 0.9, 1.0, 1.1 p.u. 

Through the investigation, the system strength grows when the voltage of the connection point to 

the HV network increases. It can be observed by the trajectory of the dominant eigenvalues, which 

are shifted to the left for all four settings of the controller parameterization, see Fig. 5.24. Com-

pared to RL agent2 and RL agent3, where only two and four control parameters are optimized, the 

distribution of the dominant eigenvalues of RL agent1 is relatively leftward, and the frequency is 

between 2500 and 3000 Hz. It is relatively low compared to RL agent2, whose dominant eigen-

values also lie in the range to the left of the eigenvalue map compared to the system without RL 

agent and with RL agen3. The transient response of the system under the control of RL agent1 is 

characterized by oscillating at a frequency of 2500 to 3000 Hz and reaching the final stable value 

within a short time. 
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Fig. 5.24: Trajectory of partial eigenvalues for increasing the source voltage comparing between 

system without RL agent and with three RL agents 

• Scenario RL_P: Different active power feeding from CON3: PCON3 = 1, 3, 5 MW, while 

PCON1 = PCON2 = 3 MW  

As the power delivered to the system via CI-REG increases, the system becomes unstable. The 

rightward shift of the dominant eigenvalues also reflects this trend, see Fig. 5.25. 

 
Fig. 5.25: Trajectory of partial eigenvalues for increasing the active power of CON3 comparing 

between system without RL agent and with three RL agents 

In this scenario, the system with RL agent1 has a smaller rightward shift of the dominant eigen-

values than the other three settings when the active power at CON3 increases from 1 MW to 3 

-1500 -1000 -500 0

Real Axis in s-1

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

Im
ag

in
ar

y
 A

xi
s
 in

 s
-1

Without RL agent: V
s
=0.9

Without RL agent: V
s
=1.0

Without RL agent: V
s
=1.1

With RL agent
1
: V

s
=0.9

With RL agent
1
: V

s
=1.0

With RL agent
1
: V

s
=1.1

With RL agent
2
: V

s
=0.9

With RL agent
2
: V

s
=1.0

With RL agent
2
: V

s
=1.1

With RL agent
3
: V

s
=0.9

With RL agent
3
: V

s
=1.0

With RL agent
3
: V

s
=1.1

Without 

RL agentWith RL 

agent1

With RL 

agent2

With RL 

agent3

-1500 -1000 -500 0

Real Axis in s-1

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

Im
ag

in
ar

y
 A

xi
s
 in

 s
-1

Without RL agent: 

Without RL agent: 

Without RL agent: 

With RL agent
1
: 

With RL agent
1
: 

With RL agent
1
: 

With RL agent
2
: 

With RL agent
2
: 

With RL agent
2
: 

With RL agent
3
: 

With RL agent
3
: 

With RL agent
3
: 

P
CON3

P
CON3

P
CON3

P
CON3

P
CON3

P
CON3

P
CON3

P
CON3

P
CON3

P
CON3

P
CON3

P
CON3

=1 MW

=3 MW

=5 MW

=1 MW

=3 MW

=5 MW

=1 MW

=3 MW

=5 MW

=1 MW

=3 MW

=5 MW

With RL 

agent1

With RL 

agent2

With RL 

agent3

Without RL agent 



112 Discussion of the simulation results 

 

MW. Moreover, the dominant eigenvalues of the system with RL agent1 are also relatively con-

centrated on the left. Therefore, its stability margin is larger than the other settings under greater 

power injection by CON3. 

• Scenario RL_Q: Different reactive power feeding from CON3, using different power 

factors at PCON3 = 5 MW to calculate QCON3: PFCON3 = 0.85, 0.9, 0.95 

When the active power remains constant, an increase in the power factor implies a decrease in the 

reactive power. In agreement with the trend when the active power input to the MV-system from 

CON3 decreases, the dominant eigenvalues show a rightward shift with decreasing reactive power 

at different parameterization settings, see Fig. 5.26. In this scenario, the movement of the domi-

nant eigenvalues in a system with RL agent3 shows a smaller range than in the other three settings. 

 
Fig. 5.26: Trajectory of partial eigenvalues for increasing the power factor of CON3 comparing 

between system without RL agent and with three RL agents 

• Scenario RL_P_T: Different active power feeding from three converters: PCON1 = PCON2 

= PCON3 = 1, 3, 5 MW   

Fig. 5.27 shows that when the active power P delivered to the system increases significantly, a 

wide rightward shift of the dominant eigenvalues is expected. With a P of 5 MW for all three 

converters, the dominant eigenvalues of the system without an RL agent have crossed the RHP of 

the imaginary axis. It indicates that the system is unable to maintain a steady state. A small per-

turbation, such as voltage variation, can cause the system to collapse. The system with RL agent3 

at the same operating points is also very close to the imaginary axis, meaning that the stability 

threshold of the system is very small. Meanwhile, the systems with the rest settings are relatively 

on the left side of the eigenvalues map. However, a system with agent2 has a large span of domi-

nant eigenvalues as the total feed-in of the system changes from 3 MW up to 9 MW and then to 

15 MW, with their real parts changing from approximately -1500 to close to -500. In comparison, 

a system with agent1 only changes from close to -1200 to near -800. It is clear that this system has 

the largest stability margin. It can also receive more power feed-in from the converters. 
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Fig. 5.27: Trajectory of partial eigenvalues for increasing the active powers of three converters 

comparing between system without RL agent and with three RL agents 

• Scenario RL_L: Different loading conditions: Load level = 40%, 60%, 80% 

The last scenario investigates the movement of the dominant eigenvalues from 40% to 80% of the 

load level, see Fig. 5.28. Consistent with the previous four scenarios, the dominant eigenvalues 

of the system with RL agent1 are in relatively leftward orientation and have a small movement 

range. As the load level increases, the strength of the system decreases and its stability decreases. 

The rightward shift of the dominant eigenvalues follows the stated changes. 

 
Fig. 5.28: Trajectory of partial eigenvalues for increasing the load in system comparing between 

system without RL agent and with three RL agents 
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To visually compare the stability of the system under different test scenarios, the value of SIs was 

calculated using equation (2.64) and is shown in Fig. 5.29 below. The values of the real and im-

aginary parts of the dominant eigenvalues required to calculate the SIs are listed in Tab. A.6 to 

Tab. A.9 in appendix A.5. 

Fig. 5.29 reflects that the SI of the system with RL agent1 is larger in all tested scenarios compared 

to the other three controller parameter configurations for the same system state. In more than 90% 

of the 15 system operating states, its SI is greater than 0.3. The larger value represents a higher 

stability margin for the system. Of all the studied system states, only the system without an RL 

agent has a negative SI at an active power of 5 MW for the three converters, indicating system 

instability. The SI of the system with RL agent2 and RL agent3 is in the middle of the two settings 

discussed earlier. The SI of the system with RL agent2 is greater than that of the system with 

agent3, which only optimizes two controller parameters for more than 85% of the scenarios. 

  

Fig. 5.29: SI comparison under five test scenarios between systems without RL agent and with 

three RL agents 

To quantify the effect of system stability improvement, the SI for systems without RL agents and 

three RL agents for 15 system states were summed and averaged, respectively. The results are as 

follows. 

Averaged SI for system  
 

with RL agent1 = 0.330 

with RL agent2 = 0.224 

with RL agent3 = 0.167 

without RL agent = 0.165 

  

(5.3) 

Furthermore, the following equation is used to derive the stability optimization degree (SOD) of 

the system by the three RL agents. 
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SOD = 
Averaged SI for system with RL agenti - Averaged SI for system without RL agent  

Averaged SI for system without RL agent 
100%

 

  

(5.4) 

Finally, it is obtained that SOD for a system with RL agent1 is 99.67%, for RL agent2 is 35.84%, 

and for RL agent3 is 0.96%. 

• Summary for the stabilization using adaptive control approach  

The above results demonstrate that the stability of the system can be optimized to different degrees 

using RL agents. The efficiency of the RL agent in reaching the set target optimization value 

varies for different training settings, and a large training step and penalty factor generally allow 

the agent to be optimized more efficiently. In this work, the RL agent is also designed to output 

three different numbers of converter controller parameters, i.e., 2, 4, and 8. Among them, RL 

agent1, which outputs 8 parameters, obtains the largest reward value at the end of training com-

pared to the other two agents. It also gives the system the maximal SI at different operating points 

when it is put into the system for verification. It means that the system has the highest stability 

margin when RL agent1 is used. According to the previous calculation, the application of RL 

agent1 can improve the system stability by over 99%. Compared to the system using only the 

conventional converter parameterization method, the system with RL agent2 and agent3 also shows 

their positive effect on parameter optimization and leads to a certain degree of improvement in 

system stability. 

 





Summary and outlook 117 

 

 

6 Summary and outlook 

6.1 Summary 

In the trend of increasing renewable energy sources in the power system, there is an expansion in 

the number of power electronic converters for Renewable Energy sources (REs) like solar and 

wind to the distribution network. Their interaction with the network leads to stability problems. 

For the network to operate stable and with a large stability margin, this work uses reinforcement 

learning (RL) to optimize the parameters of the adaptive converter controller according to the 

system operating points.  

The two main research questions and their corresponding sub-questions are answered and sum-

marized in the following. 

Q1: How to use the digital twin of the distribution network to increase its observability, 

which includes a limited number of measurement points? 

The digital twin (DT) for this work was built for one of the purposes of increasing observability. 

Once the DT is available, the measurements of interest can be obtained from the DT. Another 

important contribution of this work is the dynamic parameter adjustment method, i.e., matching 

the controller parameters of the converter to the current operating points of the studied network 

so that the system stability margin is always maintained at a relatively large value. As known that 

the value of the stability indicator (SI) is related to the system parameters as well as to the system 

operating points. Therefore, a DT model is needed to improve the observability of the converters 

dominated distribution network. It is known that the system has only a limited number of meas-

urement points. These measurements are typically placed at the PCC point and measure the bus 

voltage and the current flowing through it. Using these limited measurements, the following sub-

questions are answered. 

Q1.1: How to generate a DT for a distribution network from a limited number of meas-

urements?  

The DT is generated based on an EMT model with generalized element’s structure and limited 

measurements through an optimization technique for model parameters. First, its respective the-

oretical EMT model based on a differential equation is constructed for each network element, 

such as transformer, line, load, converter, etc. They are assembled and combined according to the 

structure of the CIGRÉ European MV network, which has been chosen as the reference model for 

this work. Once the system model has been built, its parameters will be estimated by an optimi-

zation technique using non-linear least squares, which aims to minimize the error between the 

simulated output from the model and the measured output from the reference network. This work 

sets up three scenarios for parameter estimation to analyze the model's accuracy when it has train-

ing data from different network states. It turns out that the smaller the load connected to the net-

work, in addition to the presence of a converter on a bus and the smaller the power generated by 

the converter, the more appropriate the measurement data source for the parameter estimation. 

The network states described above are the states with a higher degree of network stability. In 

addition, the closer the location of a bus is to the slack bus, the more accurate the model will be 

when the voltage data from the mentioned bus is used as training data for estimation. Using these 

techniques to improve the model's accuracy, its estimated parameters are finalized.  
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The DT model can be therefore built with a known structure and model parameters. It was vali-

dated in four test scenarios: 

• Step changes in source voltage 

• Step changes in converters´ active and reactive power 

• An open circuit in an important line  

• A short circuit at a bus to which a converter is connected  

For each scenario, different combinations of generation and load levels were set. For each sce-

nario, the amplitudes, and phases of the five bus voltages in the DT model were compared with 

those from the reference model. In addition, the corresponding error MAPE values were calcu-

lated as a measure of accuracy. The highest accuracy was above 99%, occurring in the source step 

change at low load and generation levels. At the same time, the smallest accuracy of 96.83% 

occurs in the open circuit case on heavily loaded and high-generation lines. The high accuracy 

means that the DT model can accurately simulate the behavior of the network. The DT model is 

therefore used with confidence in the following studies. 

Q1.2: How to utilize the DT to estimate the state of the system, especially the state that is 

required for system stability evaluation? 

An ANN-based state estimator is developed in the DT model described above and utilized to 

estimate the system states of interest. The estimator contains five ANNs, which are used to esti-

mate the PCC voltages’ magnitude PCC0Û , currents CONdI  and CONqI , as well as control vectors 

dV  and qV  for each of the three converters in the studied network. In other words, these variables 

are the outputs of the ANN state estimator to be generated. They are directly related to the value 

of the stability degree of the small-signal system and are required for further adaptive control. 

Each ANN has the same variables for a total of 10 inputs, which are the switching states of the 

switch located at the important line, the voltage sources that have a dominant influence on the 

voltage at each bus, the measured values of active and reactive power injection at each generation 

bus and the sum of active and reactive power consumption at all load busses, respectively. All 

five ANNs are identically set up regarding the ANN structure with a single hidden layer. The 

number of neurons in the hidden layer is determined based on the maximum correlation coeffi-

cient R so that each ANN can minimize the estimation error and gain the greatest estimation ac-

curacy. In the training of the five ANNs, the SCG learning algorithm was used. The training data 

were obtained from the previously constructed DT model. Different combinations of voltage lev-

els, generation, and load as well as network structures were set to obtain data set for a large number 

of possible various network operating states. 

After extensive training in ANN-based state estimators, mathematical relationships were estab-

lished between the system states and the values of the system stability strong relevant variables. 

The ANN state estimator was validated on the following scenarios, i.e., source voltage variations 

in the range of 0.95 and 1.05 p.u., and the active power of the load and generation over 24 hours 

as well as the change of the switch status. The estimation results were compared with the corre-

sponding variables in the reference system, which were calculated by the standard load flow pro-

gram, Finally, it can be concluded that the derived state estimator based on ANNs allows a fast 

and accurate estimation of the operating points of the system, which is then used to calculate and 

monitor the stability of the network.  
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Q2: How to apply the converters in the distribution network to improve network stability? 

Converters with appropriate control parameters demonstrate the benefits in improving network 

stability. The expansion of renewable energy sources has led to an increase in the number of 

converters in the network, and the control loop of the converters is a major factor in oscillations 

and converter-driven instability. The mentioned stability is sensitive to the control parameters of 

the control loop. In discussing improving the stability of the network, a SI is needed for the sta-

bility evaluation. Therefore, the following question is answered first.   

Q2.1: Which stability indicator is suitable for detecting network stability and how can 

their detection be automated? 

Using damping ratio of the network dominant eigenvalues as SI and developing an ANN-based 

SI estimator for automatic quantification of network stability are proposed and validated in this 

work. A small-signal model is first constructed by linearizing the DT model at the operating points 

of a constantly changing system. The eigenvalues are derived for the state matrix of the small 

signal model and the dominant eigenvalues, which vary considerably with the system voltage, 

load, and power fed-in for the network, are determined. Afterward, their damping ratio is used as 

the SI of the studied network to indicate its stability margin. To effectively determine the domi-

nant eigenvalues of the system, determining the dominant oscillation frequency is taken as a start-

ing point. Analysis of variables such as the PCC voltage, the converter output current, and the 

active and reactive power of the converter in the frequency domain reveals that the reactive power 

response provides information on the dominant oscillation frequency. Based on this frequency, 

the dominant eigenvalues can then be effectively identified from the eigenvalue map of the sys-

tem. Furthermore, as the calculation of the eigenvalues is time-consuming, an ANN-based SI es-

timator method is proposed to enable the above eigenvalue-based SI to be implanted online and 

to display the current system oscillation stability margin in real-time. The ANN-based SI estima-

tor has the same inputs as the ANN state estimator described above, namely the switching state, 

voltage source amplitude, active and reactive power at each converter and the sum of active and 

reactive power consumption, while the SI is the output. The SI was tested at different active and 

reactive power feeding of the converter, as well as variations in source voltage supply and load 

conditions. The same test scenario was used to validate the ANN-based SI estimator. As a result, 

the accuracy of the SI estimator was determined to be 98.95% by a MAPE value of 1.05%. The 

value of the output of this estimator will be used as an indicator for parameter optimization of the 

adaptive controller.  

Q2.2: Which methods will be applied in the adaptive control of the converters? 

In this work, the RL-based regulator adapts the controller parameters using the current network 

state for adaptive control of the converters. RL, a type of machine learning, is used in this work 

for the adaptive control of the converter. The system stability margin is maintained at a high level 

by adaptively regulating the controller parameters that greatly impact the degree of network sta-

bility under different operating points. The above value of SI is used as a reward value for the RL 

agent, which in this work is mathematically linked to the current steady-state operating point of 

the system with the selected controller parameters by using a complex NN through continuous 

training. RL is known to have the ability to maximize the reward it receives. Therefore, by setting 

the SI as a reward and training it over a large number of network operating points, an RL agent is 

eventually obtained, improving the network stability margin.  
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In this work, three RL agents were designed to output three sets of converter controller parameters. 

These parameters include the proportional parameters of the current PI-controller, the propor-

tional and integral parameters of the voltage PI-controller, and the parameters of the reactive 

power I-controller.  Agent1 outputs the 8 controller parameters that have the most significant effect 

on the SI. The other two agents output 4 and 2 parameters respectively. 

Different training set-ups were also performed to investigate the efficiency of the RL agent in 

reaching the target reward values. The results show that large training steps and large penalty 

factors lead to more efficient optimization of the agents. At the end of the training, RL agent1, 

which outputs 8 parameters, obtained the largest reward value compared to the other two agents. 

This is due to the fact that RL agent1 has more space for optimization. At the same time, RL 

agents2 and agents3 were only optimized for four and two control parameters, which gave them 

smaller rewards. 

Three RL agents were put into the DT model for validation. The results demonstrate that using 

RL agents improves system stability compared to systems using only conventional converter pa-

rameterization methods. In particular, RL agent1 is the most effective optimization, with its appli-

cation improving stability by more than 99%. The use of RL for adaptive control of converters 

dominated distribution network to improve its stability was demonstrated in this work.  

To answer the above research questions, the following scientific contributions were developed, 

and new insights were gained in this work: 

• Investigation and evaluation of the suitable network state and measurement points location 

for the DT creation: Training data obtained from states with a higher degree of network sta-

bility and from measurement point closed to the slack bus resulting in a DT model with high 

accuracy 

• Design of ANN-based state estimators allowing a fast and accurate estimation of the network 

operating points  

• Proposed SI using damping ratio of dominant eigenvalues to indicate the stability margin of 

the network and develop an ANN-based SI estimator for an online implementation 

• Identification of dominant oscillation frequency gained from converter reactive power re-

sponse to effectively determine the dominant eigenvalues from the system eigenvalue map  

• Investigation of training settings for RL, which is used to optimize the converter controller 

parameters 

• Demonstrate the feasibility of the adaptive control using RL for improving the network sta-

bility margin 

6.2 Outlook 

In power systems, adaptive control is not limited to adjusting converter control parameters. The 

type of controller can also be adapted, for example, by using adaptive quasi-proportional resonant 

differential control methods to achieve zero steady-state error tracking and to extend the system 

bandwidth. Alternatively, different control modes can be adaptively adjusted for different grid 

impedances, with the grid-following converter using current-source mode under strong grid con-

ditions and switching to voltage-source mode under weak grid conditions. Combining the ad-

vantages of both grid-following modes makes it more suitable for high penetration rates where 

the grid impedance fluctuates. 
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This work focuses on adaptively adjusting the control parameters for the converter in grid-con-

nected generation mode so that the network stability is ensured and improved when the state 

changes. The adaptive control of parameters using RL is achieved by setting effective reward 

values as well as penalty values (negative rewards) for the RL agent. In further research, in addi-

tion to the small-signal SI, RL reward can be incorporated into another stability index, such as the 

static stability index for voltage stability analysis and the transient stability index for critical clear-

ing time for a given disturbance. This setting aims to ensure and improve the stability of large-

signal systems and even to adjust the control parameters of the inverter. In this way, the control 

parameters of the converter can be adaptively adjusted even to ensure and enhance the stability of 

the large-signal system. 

With the help of ML's powerful data processing capabilities, adaptive control becomes even more 

intelligent. This work proposes that power systems can be adaptively controlled using ML, which 

can also assist DT models for parameter estimation as well as for estimation of system states. 

Potential research areas for ML in power networks are detecting the type and location of network 

faults, energy-saving techniques, and energy demand response, aiming to improve power system 

flexibility and reliability in a cost-effective manner. 

In this work, the 110 kV HV network was considered a stiff network, i.e., the impact of the 110 

kV network on the 20 kV MV network investigated was not considered. In future research, the 

110 kV network resonance will be simulated. Subsequently, its influence is to be considered in 

the parameterization of the converter controller. Resonance of the 0.4 kV network is also conceiv-

able in the adaptive control process in the future.  
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Appendix 

A.1 Model parameters 

The initial and optimized model parameters, e.g., the resistance R, the inductance L and the capac-

itance C of the overhead line, the cable, and the filter in the converter are given in Tab. A.1. The 

connections and lengths of lines and cables for the investigated system are given in Tab. A.2. The 

values of the peak loads for each bus of the CIGRE benchmark are shown in Tab. A.3. Tab. A.4 

shows the maximum generation of three converters.  

Tab. A.1 Model parameters  

Component  Parameter Initial Reference Optimized 

Overhead line ROL in Ω/km 0.051 0.51 0.418 

LOL in mH/km 0.5825 1.165 1.0136 

COL in μF/km 0.0101 0.0051 0.0061 

Cable RCL in Ω/km 0.0343 0.343 0.3053 

LCL in mH/km 0.436 0.872 0.672 

CCL in μF/km 0.151 0.0756 0.0862 

Filter of CON RF in Ω 0.001 0.01 0.0092 

LF in mH 6.50 13 10.66 

CF in μF 2 1 1.24 

Current PI-controller in CON Kp 0.0065 0.0032 0.0034 

Ki 0.00125 0.0025 0.0024 

Voltage PI-controller in CON Kp 0.204 0.4082 0.3756 

Ki 1020.62 510.31 581.75 

Reactive power I-controller in CON Ki 0.204 0.1021 0.0959 

 

Tab. A.2 Connections and length of line and cable for the CIGRE benchmark system  

From Bus To Bus Length in km Installation From Bus To Bus Length in km Installation 

1 2 2.82 Overhead line 9 10 0.77 Cable 

2 3 4.42 Cable 10 11 0.33 Cable 

3 4 0.61 Cable 11 4 0.49 Cable 

4 5 0.56 Cable 3 8 1.30 Cable 

5 6 1.54 Cable 12 13 4.89 Overhead line 

6 7 0.24 Cable 13 14 2.99 Overhead line 

7 8 1.67 Cable 14 8 2.00 Overhead line 

8 9 0.32 Cable     

Tab. A.3 Load parameters for MV benchmark 
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Buss 

Active Power [kW] Power Factor 

Residential Residential Residential 
Commercial/ 

Industrial 

1 14994 4998 0.98 0.98 

2 - - - - 

3 276.45 225.25 0.97 0.85 

4 431.65 - 0.97 - 

5 727.5 - 0.97 - 

6 548.05 - 0.97 - 

7 - 76.5 - 0.85 

8 586.85 - 0.97 - 

9 - 573.75 - 0.85 

10 475.3 68 0.97 0.85 

11 329.8 - 0.97 - 

12 14994 5016 0.98 0.95 

13 - 34 - 0.85 

14 208.55 331.5 0.97 0.85 

 

Tab. A.4 converter parameters for MV benchmark 

Bus Power plant type Active Power [MW] Power Factor 

12 PV 5 0.95 

13 PV 5 0.95 

14 Wind 5 0.95 
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A.2 Digital twin validation  

1) Voltage step 

 
Fig. A.1: Voltage comparison under heavy load and low generation between reference network 

and DT model with optimized estimated parameters 
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Fig. A.2: Voltage comparison under low load and high generation between reference network and 

DT model with optimized estimated parameters 
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Fig. A.3: Voltage comparison under low load and low generation between reference network and 

DT model with optimized estimated parameters 
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2) P, Q step response  

 

Fig. A.4: Voltage comparison under heavy load and low generation between reference network 

and DT model with optimized estimated parameters 
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Fig. A.5: Voltage comparison under low load and high generation between reference network and 

DT model with optimized estimated parameters 
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Fig. A.6: Voltage comparison under low load and low generation between reference network and 

DT model with optimized estimated parameters 
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3) Voltage step 

 

 
Fig. A.7: Voltage comparison under heavy load and low generation between reference network 

and DT model with optimized estimated parameters 
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Fig. A.8: Voltage comparison under low load and high generation between reference network and 

DT model with optimized estimated parameters 
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Fig. A.9: Voltage comparison under low load and low generation between reference network and 

DT model with optimized estimated parameters 
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4) Short circuit at bus 14  

 

 
Fig. A.10: Voltage comparison under heavy load and low generation between reference network 

and DT model with optimized estimated parameters 
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Fig. A.11: Voltage comparison under low load and high generation between reference network 

and DT model with optimized estimated parameters 
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Fig. A.12: Voltage comparison under low load and low generation between reference network and 

DT model with optimized estimated parameters 
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To allow the dynamic response of active and reactive power in converter CON1 to be seen when a 

small disturbance of 1W is injected to a given value of the active power, the following figure Fig. 

A.13 shows both P and Q minus their stable values before the disturbance is injected.  
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Fig. A.13: Active power and reactive power of converter CON1 for small signal response  

The FFT analyses of four signals for active power generations of 3 MW are performed within a 

time window which starts with a small signal response of 0.5 s and ends within two time periods at 

the system frequency of 50 Hz. The results are shown from Fig. A.14 to Fig. A.17.  

 

Fig. A.14: FFT result of small signal response for active power of converter CON1  
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Fig. A.15: FFT result of small signal response for reactive power of converter CON1  

 

 

Fig. A.16: FFT result of small signal response for PCC voltage at bus 12 
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Fig. A.17: FFT result of small signal response for converter CON1 output current  
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A.4 Parameter sensitivity  

Tab. A.5 SI values under different controller parameters setting 

SI Controller parameters -40% -20% 0% +20% +40% 

 

 

 

CON1 

Kpi 0.1179 0.1455 

0.1575 

 

 

 

 

 

 

 

 

 

 

 

0.1640 0.1681 

Kii 0.1583 0.1579 0.1570 0.1566 

Kpu 0.1374 0.1516 0.1609 0.1631 

Kiu 0.1647 0.1614 0.1536 0.1511 

Kp_PLL 0.1575 0.1575 0.1574 0.1574 

Ki_PLL 0.1574 0.1574 0.1575 0.1575 

KiQ 0.1659 0.1603 0.1570 0.1578 

 

 

 

CON2 

Kpi 0.0859 0.1321 0.1723 0.1813 

Kii 0.1600 0.1587 0.1562 0.1549 

Kpu 0.1051 0.1439 0.1654 0.1713 

Kiu 0.1758 0.1686 0.1453 0.1352 

Kp_PLL 0.1576 0.1575 0.1574 0.1573 

Ki_PLL 0.1574 0.1574 0.1575 0.1575 

KiQ 0.1787 0.1677 0.1555 0.1615 

 

 

 

CON3 

Kpi 0.0882 0.1296 0.1782 0.1943 

Kii 0.1606 0.1590 0.1559 0.1543 

Kpu 0.1079 0.1441 0.1655 0.1718 

Kiu 0.1773 0.1692 0.1450 0.1344 

Kp_PLL 0.1578 0.1576 0.1573 0.1572 

Ki_PLL 0.1574 0.1574 0.1575 0.1575 

KiQ 0.1849 0.1728 0.1604 0.1831 
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Fig. A.18: SI percentage changes under different parameter variations    
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A.5 Data of system dominant eigenvalue data  

Tab. A.6 System dominant eigenvalue under different network states without RL agent 

Vsource Vs [p.u.] 0.9 1 1.1 

Real part -312.6 -396.5 -449.1 

Imaginary part 2345.7 2486.7 2615.6 

Active power P [MW] of CON3 1 3 5 

Dominant  

eigenvalue  

Real part -685.2 -396.5 -236.8 

Imaginary part 2458.7 2486.7 2509.3 

Power factor PF 0.85 0.90 0.95 

Dominant  

eigenvalue  

Real part -276.4 -396.5 -512.2 

Imaginary part 2592.1 2486.7 2385.6 

Active power P of three converters 

[MW]  

1 3 5 

Dominant  

eigenvalue  

Real part -943.2 -396.5 22.3 

Imaginary part 2470.7 2486.7 2482.3 

Load level  40% 60% 80% 

Dominant  

eigenvalue  

Real part -467.2 -446.8 -426.1 

Imaginary part 2635.4 2546.2 2453.9 

 

Tab. A.7 System dominant eigenvalue under different network states with RL agent1 

Vsource Vs [p.u.] 0.9 1 1.1 

Real part -972.4 -991.4 -1012.6 

Imaginary part 2923.4 2850.9 2706.6 

Active power P [MW] of CON3 1 3 5 

Dominant  

eigenvalue  

Real part -1075.1 -991.4 -915.4 

Imaginary part 2957.0 2850.9 2734.3 

Power factor PF 0.85 0.90 0.95 

Dominant  

eigenvalue  

Real part -879.3 -991.4 -1110.5 

Imaginary part 2737.8 2850.9 2984.3 

Active power P of three converters 

[MW]  

1 3 5 

Dominant  

eigenvalue  

Real part -1175.8 -991.4 -829.1 

Imaginary part 2895.9 2850.9 2809.3 

Load level  40% 60% 80% 

Dominant  

eigenvalue  

Real part -1004.4 -998.5 -993.4 

Imaginary part 2859.2 2855.6 2852.9 
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Tab. A.8 System dominant eigenvalue under different network states with RL agent2 

Vsource Vs [p.u.] 0.9 1 1.1 

Real part -930.7 -938.4 -948.2 

Imaginary part 4140.8 4027.1 3895.5 

Active power P [MW] of CON3 1 3 5 

Dominant  

eigenvalue  

Real part -1084.1 -938.4 -837.1 

Imaginary part 4424.4 4027.1 3879.9 

Power factor PF 0.85 0.90 0.95 

Dominant  

eigenvalue  

Real part -896.6 -938.4 -1075.2 

Imaginary part 4129.4 4027.1 3882.3 

Active power P of three converters 

[MW]  

1 3 5 

Dominant  

eigenvalue  

Real part -1435.8 -938.4 -542.4 

Imaginary part 3962.4 4027.1 3962.3 

Load level  40% 60% 80% 

Dominant  

eigenvalue  

Real part -858.4 -808.1 -778.2 

Imaginary part 4026.6 4025.3 4023.9 
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Tab. A.9 System dominant eigenvalue under different network states with RL agent3 

Vsource Vs [p.u.] 0.9 1 1.1 

Real part -373.5 -413.4 -439.4 

Imaginary part  2514.7 2425.5 2317.7 

Active power P [MW] of CON3 1 3 5 

Dominant  

eigenvalue  

Real part -481.6 -413.4 -227.9 

Imaginary part 2813.6 2425.5 1757.5 

Power factor PF 0.85 0.90 0.95 

Dominant  

eigenvalue  

Real part -359.8 -413.4 -446.9 

Imaginary part 2505.1 2425.5 2355.3 

Active power P of three converters 

[MW]  

1 3 5 

Dominant  

eigenvalue  

Real part -661.0 -413.4 -63.9 

Imaginary part 2596.2 2425.5 2274.9 

Load level  40% 60% 80% 

Dominant  

eigenvalue  

Real part -534.4 -501.3 -453.6 

Imaginary part 2471.3 2459.0 2442.5 
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Abbreviation 

AC alternating current 

ANN artificial neural network  

CI-REG converter-interfaced renewable energy generators 

CPL constant power P load 

CON converter 

DT digital twin 

DC direct current 

DT digital twin  

DZ digitaler Zwilling  

EMT electromagnetic transient 

IC intermediate circuit 

MAPE mean absolute percentage error  

ML machine learning 

MO magnitude optimum 

MDP Markov Decision Proces 

MV medium-voltage 

NN neural network 

PLL phase-lock- loop 

PCC point of common coupling 

KNN künstliche neuronale Netz  

PF power factor 

PSS power system stabilizer 

PWM pulse-width modulation 

RL reinforcement learning 

RE renewable energies 

RHP right half-plane 

SCG scaled conjugate gradien 

SI stability indicator / Stabilitätsindikator 

SOD stability optimization degree 

SSR subsynchronous resonance 

SSM state space model 

SR Stromrichter 

SO symmetric optimum 

TD temporal difference 

TRR Trust-Region-Reflective 
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Notation 

Notation 

The notation used in this work is described below using the letter "a" as an example. All variables 

are represented by italic letters with serif (a). A matrix is marked with a bold capital letter (A). 

Vectors are represented by a bold lower case letter (a). Scalar variables are represented in physical 

quantities as upper case (A) and in related quantities as lower case (a). 

List of Symbol 

a  Decision parameters of the phase reserve 

A  System matrix 

b  Bias 

B  Input matrix 

c  Finite number 

C  Output matrix 

CONC  Converter capacity 

ICC  Intermediate circuit capacity 

iC  Cluster 

ikd  Square distance between data point 
ky and cluster centre 

iv   

D  Penetration 

PD  Gain of the frequency control 

QD  
Amplification of the voltage regulation 

e  Control deviation 

ie  Unit vectors 

E  Global error 

lE  Errors for the training pattern l 

qwE  
Quadratic approximation for E 

jE  
Partial derivatives 

( )E p  Sum of the squares of errors for model parameters 

( )kE w  
Hessian matrix 

  f Frequency 

( )F p  
Sum of the error squares 

g  Gradient of ( )F p  

g  Activation function 
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stepg  Binary step function 

RELUg  
"ReLU" function 

Sigmoidg  Sigmoid function 

tanhg  
Tangent hyperbolic function 

g  Derivative 

G  Transfer function of the closed control loop 

BOG  Open loop transfer function for BO method 

IG  Transfer function of the closed current control loop 

'
IG  

Approximated transfer function of the closed-loop current control loop 

oG  Transfer function of the open control loop 

OIG  Transfer function of the open current control loop 

OUG  Transfer function of the open voltage control loop 

OrigG  
Transfer function of the original model  

PG  Transfer function of the process  

PIG  Transfer function of the process of the current control loop 

PIG  Approximated process transfer function of the current control loop  

PUG  Transfer function of the process of the voltage control loop 

RG  Transfer function of the controller 

RIG  Transfer function of the controller in the current control loop 

RUG  Transfer function of the controller in the voltage control loop 

SIG  Transfer function of the path in the current control loop 

SOG  Transfer function of the open loop for SO method 

SUG  Transfer function of the path in the voltage control loop 

tG  Transfer function of the dead time element 

UG  Transfer function of the closed voltage control loop 

WG  Recognition accuracy 

ZG  Assignment accuracy 

ih  Iteration steps 

h
 

Solution of the sub-problem of the trust region 

H  
Hessian matrix of ( )F p  

ci
 Capacity current 

fi
 Filter current 
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ICi  Intermediate circuit current 

dI  Current in d-axis 

qI  
Current in q-axis 

QI  
Current source on the DC side 

I  Current  

fi
 Filter current 

( )J   Performance metric 

k  Gain 

k   Relative gain 

fK  Gain factor in the voltage control loop 

RK  Controller gain 

iiK  Integral parameter of current PI-controller 

iuK  Integral parameter of voltage PI-controller 

i_PLLK  
Integral parameter of PI-controller in PLL 

iQK  
Integral parameter of reactive power I-controller 

piK  
Proportional parameter of current PI-controller  

puK  
Proportional parameter of voltage PI-controller 

p_PLLK  
Proportional parameter of PI-controller in PLL 

L  Total number of training patterns 

( )L h  
Quadratic function 

fL  Filter inductance 

KL  Cable inductance 

LL  Line inductance 

TL  Transformer inductance 

( )i iL   Loss function 

m Weighting exponent 

n Total number of output eurons 

N Number of samples 

N Confidence region 

io  Actual output of the i-th output euron at pattern l as a function of the weights 

jo  Output of j-th individual neuron 
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p  
Model parameters 

i
p  

Iteration point 

kp  
Current conjugate weight vector 

P  Active power 

( )P s  Denominator polynomial 

q  Action reward function 

Q Reactive power 

rRMSE Relativ root-mean-squared error 

RMSE Root-mean-squared error 

R  Reward 

fR  Filter resistor 

KR  Cable resistance 

LR  Line resistance 

TR  Transformer resistance 

s  Laplace operator 

S  Finite state set 

t  Time 

it  Nominal output of the i-th output euron at pattern l 

Ot  Denominator time constant 

st  Settling time 

OT  Numerator time constant 

T  Delay time constant of the control system 

MT  Transformation matrix 

1T  Dominant delay time constant of the process 

IT  Time constant of the approximated transfer function of the current control loop  

RT  Integral time constant  

RIT  Integral time constant in the current control loop 

RUT  Integral time constant in the voltage control loop 

AT  Sampling period 

sT  Transit time constant 

SIT  Time constant of the path in the current control loop 

SUT  Time constant of the path in the voltage control loop 

tT  Dead time of the current control loop 

u Input 

iku  Degree of affiliation from the kth data point 
ky  to i-ten cluster 

iC  
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PCCu  Voltage at PCC point 

SRu  Complex voltage of the converter 

U  Partition matrix 

( )U t  
Voltage 

mU  Measured voltage of the power network  

sU  Simulated voltage of the model 

CONU  converter voltage 

ICU  Intermediate circuit voltage 

  Expected value of the return function 

v  Control vector 

iv  Centre of the cluster i 

0ω  Resulting frequency of the oscillations 

w  Weights  

w  Vector of weights  

jw  
Weight vector 

s  Crossing frequency 

x  Input vector 

ˆ
ix  State 

rx  Condition of the reduced model 

x  Space cursor in α/β coordinates 

x  Space cursor in d/q coordinates 

dx  Real part of the space pointer in d/q coordinates 

qx  
Imaginary part of the space cursor in d/q coordinates 

x  Actual value of a variable 

*x  Setpoint of a variable 

X  Input data 

y  Output 

y  Critical points for ( )qwE y  

jy  Output target values 

ˆ
jy  Output at the neuron j  

Y  Output set of real power network 

Y   
Output set of DT model 

DTY  Simulated output from DT model 
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mY  Measured output 

sY  Simulated output 

z  Disturbance 

Z  Complex value 

  Real part of the pole 

ß  Imaginary part of the pole 

  Overshoot of the process 

j
 Error of backward propagation 

i  Eigenvalue 

  Lagrange multiplier 

k  Scalar 

  Relative damping 

  Damping ratio 

  Positive random number  

  Learning rate 

  Time constant of eigenvalues 

  Discount factor 

  Environment 

  Distribution of the sample 

  Reinforcement learning policy 

  Phase 

r  Phase reserve 

a  
Initial phase 

e  
Input phase 

PLL  
Output phase of PLL 

N  
Output phase 

  Time delay of the process 

O  Time delay of the original model 

k  Actual learning rate 

i  Hankel singular values 

k  
Measure for approximation of ( )qw k kE p   to ( )k k kE w p+     

i  Confidence interval 

𝑤 Gradient 

𝑤ij  Adaptation of weights 

i  Reduction ratio 
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Einheiten 

A Ampere, [I] = A 

Hz Hertz, [f] = Hz 

V Volt, [U] = V 

W Watt, [P] = W 

Var Var, [Q] = Var 

s Sekunde, [t] = A 

1s−  

Hertz, [f] = 
1s−  
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Cai: Adaptive control of converters dominated 
distribution network based on digital twins

With the increasing feed-in and distribution of renewable energies 
in the power system, the number of converters is growing. This can 
lead to the destabilization of the system due to several factors, one 
of which is the controller parameter of the converter. This requires 
parameterization and optimization of the mentioned parameters. 
The presented work is devoted to the main research question of how 
the stability of a converter-dominated distribution grid is improved 
for varying operating points by the dynamic adaptive control 
method. To carry out the parameterization of the controllers, the 
Reinforcement Learning (RL) agent for adaptively creating proper 
controller parameters according to the system states to improve 
and ensure stability is proposed. In this work, a digital twin (DT) of 
the studied network is first constructed with the help of parameter 
estimation. The DT model is utilized to generate training data for an 
artificial-neural-network-based state estimator, which is dedicated 
to arcuately and efficiently determining the system‘s stable state. 
More-over, a small signal stability indicator (SI) using the damping 
ratio of the dominant eigen-value for the DT model is developed. 
With the SI indicating to the RL agent the system stability margin 
during the RL training, the agent can ultimately output optimal 
controller parameters for the converters. Numerical case studies are 
used to verify the viability of the proposed approach that network 
stability can be improved by the proposed adaptive control method.
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