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Abstract

Thin aluminum foils (0.4−8µm) have been irradiated by laser pulses at relativistic intensi-

ties. Hot electrons, which are periodically accelerated in the laser field at the foil front side,

emit coherent optical radiation (COR) at the foil rear side. COR has been investigated space-

and polarization-resolved to study hot electron transport through dense matter. This is im-

portant for further progress in laser-driven ion acceleration and fast ignition inertial confine-

ment fusion. The COR’s source size increased from 1.2µm to 2.3µm with foil thickness. This

is significantly smaller than the laser focal width of 4µm and therefore indicates that pinch-

ing or filamentation influenced the propagation of the diverging hot electron current. The

strong increase of the COR energy at the laser wavelength λL = 1030nm and λL/2 with laser

intensity IL has been explained by considering an intensity dependent hot electron num-

ber N and temperature Th in a coherent transition radiation (CTR) model. Fitting this CTR

model to the experimental data allowed to determine Th which increases with IL but slower

than expected. The CTR model fits also showed that ' 40% of the hot electrons have been

accelerated at the laser frequency ωL and ' 60% at 2ωL, without significant changes with IL.

Hence, hole boring must have deformed the plasma surface. The COR’s polarization, mea-

sured at 2ωL, shows strong spatial changes along the COR emission region and varies with

IL, foil thickness and the COR’s source size at the foil rear surface.

Zusammenfassung

Dünne Aluminiumfolien (0.4 − 8µm) wurden mit Laserpulsen bei relativistischen Intensi-

täten bestrahlt. Heiße Elektronen, welche periodisch im Laserfeld an der Folienvorderseite

beschleunigt werden, emittieren kohärente optische Strahlung (COR) an der Folienrückseite.

COR wurde orts- und polarisationsaufgelöst untersucht um den Transport heißer Elektronen

durch dichte Materie zu untersuchen. Dies ist wichtig für weitere Fortschritte in laserge-

triebener Ionenbeschleunigung und schnellzündender Trägheitsfusion ist. Die Quellgröße

der COR nimmt von 1.2µm zu 2.3µm mit der Foliendicke zu. Dies ist signifikant kleiner als

die Laserfokusgröße von 4µm und deuted daher darauf hin, dass Einschnürung oder Fila-

mentierung die Propagation des divergierenden heißen Elektronenstroms beeinflussen. Der

starke Anstieg der emittierten COR Energie bei der Laserwellenlänge λL = 1030nm und λL/2

mit der Laserintensität IL wurde durch Verwendung einer intensitätsabhängigen Anzahl N

und Temperatur Th der heißen Elektronen in einem Modell für kohärente Übergangsstrah-

lung (CTR) erklärt. Das fitten dieses CTR Modells an die experimentellen Daten erlaubte die

Temperatur der heißen Elektronen zu bestimmen, welche mit der Laserintensität IL ansteigt,

jedoch langsamer als erwartet. Außerdem zeigen die CTR Modell-Fits, dass ' 40% der hei-

ßen Elektronenpakete bei der Laserfrequenz ωL und ' 60% bei 2ωL erzeugt wurden, ohne

signifikante Änderungen mit IL. Daher muss die Plasmaoberfläche durch Lochbohrung de-

formiert worden sein. Die Polarisation der COR, gemessen bei 2ωL, zeigt starke räumliche

Unterschiede entlang der COR Emissionsregion und variiert mit Laserintensität, Foliendi-

cke und Quellgröße der COR auf der Folienrückseite.
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1. Introduction

For thousands of years, humans have been fascinated by light and curious to reveal its na-

ture. As the eye is our most important sensory organ, this curiosity about light comes not by

surprise. Accordingly, light is the most valuable source of information that we have about the

world we live in. However, the sensitivity and magnification of the eye is limited. Nonethe-

less, the developments of the most important principles and instruments of geometrical op-

tics in the 17th century, like telescopes and microscopes, allowed mankind to reach beyond

the limitations of the human eye. Around 200 years later, the propagation of light was ex-

plained by describing light as an electromagnetic wave. However, it needed the development

of quantum physics in the beginning of the 20th century to acquire an uniform theoretical

description and understanding of light ([1, 2] and references within). It was at that time, that

A. EINSTEIN proposed the idea of stimulated emission [3–5] which laid the foundation for the

development of lasers [6]. Since their proposal [7] and first realization [8, 9], lasers have be-

come an indispensable part of our lives due to their broad range of applications in medicine

(e.g. for surgery), in industry (e.g. cutting and welding of metals and glasses), in optical com-

munication using fiber optics, in information storage (e.g. on CDs, DVDs or blue-ray discs)

and in scientific research [10].

With the invention of Chirped Pulse Amplification (CPA) in 1985 [11], table-top IR lasers

became capable of reaching relativistic intensities of the order of 1018 W/cm2 at which the

quiver motion of electrons exposed to the laser field becomes relativistic [10]. If such high-

intensity lasers are focused onto targets made of solids or gases, energetic particles such as

electrons [12], positrons [13], protons and heavy ions [14–18], neutrons and x-rays [19–24]

and γ-rays [25] are produced after rapid ionization of the target by the laser.

Laser-driven energetic ion beams [14–18], for instance, are of interest to cancer therapy

[26, 27] but also have various other applications [28–37]. Compared to conventional ion ac-

celerators, laser-driven ion beams provide very small effective source sizes [38–46] and ultra-

short ion bunches which are only several picoseconds long [47]. Furthermore, the acceler-

ation gradients of laser-driven ion accelerators are of the order of MeV/µm and therefore

orders of magnitude larger than the acceleration gradients of ∼ MeV/m of conventional (ra-

dio frequency wave based) accelerators [48]. However, the success of sheath-accelerated ion

beams [15–18] depends crucially on the transport of large currents of energetic (Wkin ≈ MeV),

relativistic electrons. These hot electrons have been accelerated by the laser and set up an

electric field at the target rear side which accelerates the ions.

Another application of high-intensity lasers which requires the transport of large currents

of energetic electrons is Fast Ignition (FI) in Inertial Confinement Fusion (ICF). FI ICF is an

approach to fusion energy proposed by M. TABAK et al. in 1994 [49]. In ICF, the surface

1



1. Introduction

of a spherical solid target is ablated by an high-intensity laser pulse. The pressure of the

ablation causes an implosion and compression of the target. In that way, the high densities

and temperatures needed for fusion are reached. FI ICF is based on using a laser-accelerated,

energetic beam of electrons to deliver energy and hence ignite the compressed fuel to start

fusion. The success of FI ICF requires energetic electrons to be transported through several

hundreds of micrometer of very dense plasma without significant divergence or energy loss

to ignite the compressed deuterium-tritium fuel [50, 51].

There are several promising routes towards improving the understanding of electron trans-

port through an overdense plasma which is needed for the success of laser-driven ion accel-

eration and FI ICF: One can probe the laser-plasma interaction with an additional laser pulse

[52–55] or study the various types of radiation emitted by hot electrons, depending on their

energy. Such radiation was investigated in different spectral regimes, like Kα and extreme ul-

traviolet (XUV) emission [56–61], coherent radiation at multiples of the laser frequency [62–

65] or coherent radiation close to or in the visible spectral regime [66–77].

This thesis builds on the ideas of previous research [66–77] and examines the optical radi-

ation emitted by hot electrons to investigate their acceleration in the laser field at the target

front surface and their propagation through the target. In the experiments of this thesis,

ultra-short laser pulses, provided by the POLARIS laser system at the Helmholtz Institute in

Jena, were focused onto thin aluminum (Al) foils to reach intensities of up to 3×1019 W/cm2.

The investigated target thicknesses range from 0.4µm to 8µm. The coherent optical radia-

tion (COR) emitted by hot electrons was measured space- and polarization-resolved in dif-

ferent spectral regimes (wavelengths between 500 nm and 1100 nm) via imaging the target

rear surface radiation onto three cameras equipped with different spectral filters.

This thesis is organized as follows: A brief introduction to the basics of laser-plasma in-

teraction is given in chapter 2. This includes a discussion of the hot electron generation and

propagation as well as the radiation processes induced by these hot electrons in laser-plasma

interactions. In chapter 3, the methods, which were employed to measure and analyze the

COR emitted by hot electrons at the target rear surface in the experiment, are presented.

Chapter 4 is dedicated to the results of the experimental investigations of rear surface COR

in high-intensity laser-solid interactions. First, some exemplary camera images of COR are

presented and discussed. Next, the total pixel count of these images, being proportional to

the total emitted COR energy per laser shot, is investigated as a function of laser intensity

and target thickness. In comparison to most of the previous research, laser intensity and

target thickness are both varied during the experimental investigation. In that way, the in-

fluence of laser intensity and target thickness on the COR emission can be studied and a

broader picture of the hot electron acceleration and propagation can be acquired. Further-

more, the polarization of COR was measured spatially resolved and its dependence on laser

intensity, target thickness and the COR’s source size was investigated. To the best of the

author’s knowledge, there is only one comparable study where the polarization of CTR was

investigated [75]. In the last chapter, the results of this thesis are summarized and a brief

outlook on prospective investigations is given.

2



2. Basics of Laser-Solid Interaction

This thesis deals with the coherent optical radiation (COR) produced by accelerated elec-

trons in the interaction of a very intense, ultrashort laser pulse with an overdense plasma,

created from thin aluminum foil targets. Whereas the physical framework of lasers is dis-

cussed in more detail in appendix A, this chapter rather focuses on the interaction between

laser light and matter. Lasers (an abbreviation for Light Amplification by Stimulated Emis-

sion of Radiation) allow the concentration of light in very small volumes to achieve extremely

high intensities of up to 1022 W/cm2 [78, 79]. Focusing such an intense laser pulse onto dense

matter like a liquid or a solid target creates a plasma as the matter is ionized by the laser.

Compared to gases, ionizing solid or liquid targets results in an overdense plasma for lasers

with a wavelength of λL ≈ 1µm, i.e. the laser cannot propagate through the plasma but is

reflected. During the interaction of the laser pulse with an overdense plasma, a fraction of

the laser is absorbed and heats the plasma [80]. The laser absorption is closely related to the

acceleration of electrons to very high velocities [81]. These energetic electrons produce COR

[62, 64–77, 82, 83] and therefore an introduction to the concepts relevant to the understand-

ing of laser-plasma interaction is given in the following.

The present chapter is structured as follows. First, ionization mechanisms and general

plasma properties are discussed. Next, the laser absorption by the plasma and the conse-

quent generation and propagation of energetic electrons is considered. Finally, an overview

over the characteristics of the optical radiation emitted by these fast electrons at the target

rear surface is given.

2.1. Ionization Mechanisms for Plasma Creation

Ionization is the creation of free electrons and ions. Ionization requires the transfer of energy

to the bound electron to free it from the potential of the atomic core. The required energy

transfer for ionization can be caused for instance through collisions or the absorption of

photons [84]. To classify the mixture of charged and neutral particles, created by ionization,

as a plasma, several conditions must be fulfilled [85] which are described in section 2.2. First,

the different models of photoionization are described in the following.

Photoelectric Effect As explained by A. EINSTEIN in 1906 [86], an absorbed photon trans-

fers all its energy hν to one electron, where h is the Planck constant and ν the frequency of

the incident light. The atom is then ionized if the photon energy which is absorbed by the

electron is larger than the work function Uwf of the solid. The energy difference hν−Uwf =

3



2. Basics of Laser-Solid Interaction

Wkin corresponds to the maximum kinetic energy Wkin of the released electron (the "photo

electron"). For gases, the work function Uwf is replaced by the ionization potential Uion.

In the framework of this "classical" photoelectric effect, an atom cannot be ionized if the

energy of an incident photon is smaller than the potential of the atomic core. The POLARIS

laser, for instance, operates at a central wavelength of 1030 nm and hence provides photons

with an energy of Wph ≈ 1.2eV. According to the photoelectric effect, no ionization should

occur if an Aluminum (Al) foil with a work function of Uwf ≈ 4.2eV (for the first ionization)

[87] is irradiated by the POLARIS laser. However, other ionization mechanisms become prob-

able if the light intensity is drastically increased to above 1012 W/cm2 for a laser with a wave-

length of 1µm [88]. In this case, the ionization is induced by the strong field of the laser

which is well described by the Keldysh theory [89].

Multi-Photon Ionization (MPI) The invention and development of lasers allowed fo-

cusing of light to such high intensities that the interaction of more than one photon with

one atom becomes probable. In this situation, a bound electron can absorb several pho-

tons to overcome the ionization potential, as depicted in Fig. 2.1a. To account for MPI,

the condition for ionization from the photoelectric effect is therefore slightly modified to

j ·hν = Uion +Wkin, where j is the number of absorbed photons by one electron. The ion-

ization rateΓ j is then given asΓ j =σ j · I j
L , where σ j corresponds to the j -photon ionization

cross-section and IL is the laser intensity [80].

Tunnel Ionization (TI) If the intensity is further increased, the electric field E of the laser

perturbs the atomic potential, as illustrated in Fig. 2.1b, and a potential barrier forms. The

resulting potential U (x) of an atomic core with positive charge Z e which is exposed to the

electric field E of a laser is given by

U (x) =− Z e2

4πε0|x|
−eE x . (2.1)

In this one-dimensional model, x is the spatial position. Moreover, e is the absolute electric

charge of an electron (and proton) and ε0 corresponds to the vacuum permittivity. If the

electron successfully tunnels through this potential barrier U (x), the atom becomes ionized.

In the Wentzel, Kramers and Brillouin approximation (WKB), the tunnel rate Γtunnel fulfills

Γtunnel ∝ exp

(
− 2

ħ
∣∣∣∣∫ x2

x1

√
2me(U (x)−Uion)dx

∣∣∣∣) , (2.2)

with the positions x1 and x2 where V (x1,2) =Uion and the electron rest mass me [90, 91].

Over-The-Barrier Ionization (OTBI) After the discussion of tunnel-ionization, it is nat-

ural to ask about the consequences of increasing the laser intensity even further. It turns out

that increasing the intensity to values above 1013 W/cm2 leads to a stronger suppression of

the potential barrier. If the potential barrier of the atomic core is sufficiently low, the elec-

tron can freely escape the potential [92] as shown in Fig. 2.1c. The threshold intensity above

4
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-Uion

x

U(x)

(a)

-Uion

x

U(x)

(b)

-Uion

x

U(x)

(c)

Figure 2.1.: The influence of a laser field (dotted gray line) on the Coulomb potential (blue
line) to illustrate different ionization processes. With increasing intensity, the dominating ion-
ization mechanism changes from the photoelectric effect (not displayed here) to Multi-Photon
Ionization (a) and Tunnel Ionization (b). If the electric field of the laser is strong enough, Over-
The-Barrier Ionization (c) dominates.

which OTBI occurs is given as IOTBI = cε0(4πε0)2

32Z 2e6 U 4
ion for the Z th electron, where c is the speed

of light in vacuum [80, 90].

Keldysh Parameter The two domains of MPI and TI, both described in the Keldysh theory

[89], can be distinguished by the Keldysh parameter ξ =p
Uion/2UP with the ionization po-

tential Uion and the ponderomotive potential UP = e2

4meω
2
L

E 2
s . The ponderomotive potential

corresponds to the kinetic energy averaged over one optical period TL = 2π/ωL of an electron

oscillating in the laser field. Here, Es is the temporally averaged absolute electric field of the

laser andωL = 2πνL is the angular laser frequency. For ξ< 1, TI dominates, whereas for ξÀ 1

MPI prevails. However, if ξ is small enough, the threshold intensity for OTBI is surpassed and

the electron is ionized by OTBI instead of TI [90, 91]. In general, not only the electric field

strength varies during the laser-matter interaction but also the ionization potential differs

for electrons in different shells. Hence, the ionization of matter by a high-intensity laser may

occur as a combination of MPI, TI, and OTBI [91].

In Eq. 2.1, the electric field strength E of the laser is assumed to be constant during tun-

neling. This assumption is only valid if the Keldysh time τξ = ξ/ωL is much smaller than the

optical period TL, thus for ξ= 2πτξ/TL < 1. Depending on the ionization potential and the

laser intensity, this assumption (E = const.) usually fails for λL ¿ 1µm [90, 91].

2.2. Basic Plasma Properties

The last section was dedicated to ionization, which describes the creation of a mixture of

charged (and neutral) particles due to the interaction between light and matter. Such a mix-

ture is called a plasma if it is macroscopically neutral and shows collective behavior due to

long-range electromagnetic forces [93].

In a thermal equilibrium, the particle velocities follow a Maxwellian distribution (in the

nonrelativistic case) and the average kinetic energy in three dimensions is Wkin = 3
2 kBT .

Consequently, it is clear that the plasma electrons and ions recombine if the plasma temper-

ature T drops and the thermal energy is not sufficiently large to withstand the electrostatic

potential of the charge separation in a plasma [93]. In a laser-produced plasma the relax-

5



2. Basics of Laser-Solid Interaction

ation time and thus the lifetime of the plasma is typically of the order of the electron-ion

relaxation time

τei = mi

2me

1

νei
, νei ' (1−2) ·10−5 Z 2ni[cm−3]

(Th[eV])3/2
[s−1] , (2.3)

with the electron-ion collision frequency νei and the ion charge Z in units of e [94]. For a

fully ionized aluminum plasma and the typical parameters of the experiments presented in

this thesis (IL = 1019 W/cm2, λL = 1030nm → Te ≈ 0.4MeV (Eq. 2.13)) the relaxation time

at the critical density ncr (Eq. 2.7) is calculated to be of the order of microseconds which is

much longer than the laser pulse duration.

The meaning of the term "macroscopically neutral" in the plasma definition is closely re-

lated to the concept of Debye Shielding. Such shielding is the fundamental ability of a plasma

to shield electric potentials which have been applied to it. If, for instance, a positive charge

is placed in a plasma, then the electrons arrange themselves around this charge to shield its

electrostatic potential U0. In an one-dimensional model, the resulting electrostatic potential

is

U (x) =U0 exp(−|x|/λD) , with λD =
(
ε0kBTe

nee2

)1/2

, (2.4)

where the Debye length λD is a function of the electron density ne (asymptotic density far

away from plasma perturbation) and the electron temperature Te with the Boltzmann con-

stant kB. Due to the smaller mass of electrons compared to protons (me/mp ≤ 5.45×10−4),

the electrons move on a shorter timescale than the ions. Therefore, the faster electrons gen-

erally do the shielding in a plasma by moving to create a local deficit or surplus of negative

charge. The plasma characteristic "macroscopically neutral" requires two conditions to be

fulfilled. First, the spatial dimension of the system must be much larger thanλD. Second, the

particle mixture is neutral, i.e. the net resulting electric charge is zero (
∫

nidV ' ∫
nedV ) on

length scales of the order of the dimension of the system. However, this charge balance may

be violated causing the local presence of electromagnetic forces. Moreover, for Debye shield-

ing to be a statistically valid concept, there must be many particles in a "Debye sphere", so

ND = n 4
3πλ

3
D À 1 [93].

If a plasma in equilibrium is perturbed by displacing the plasma electrons from the uni-

form (slow) ion background, an electric field builds up which acts as a restoring force and

pushes the electrons back to their equilibrium position. Together with the electron iner-

tia, all necessary ingredients for an oscillation are present. Because of their much larger

mass, the ions are considered immobile and the electrons oscillate at the plasma frequency

around their equilibrium position. If thermal effects, magnetic fields and higher order terms

are neglected, the equation of motion (e.o.m.) can be solved for an electron density, electron

velocity, and electric field which oscillate longitudinally around an equilibrium value at the

plasma frequency

ωP =
√

ne,0e2

meε0
, (2.5)

where ne,0 is the equilibrium electron density whereas the equilibrium velocity and the equi-

librium electric field are zero. The plasma frequency describes also the time scale of electron
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motion. Thus, the thermal velocity of an electron is of the order of vth =ωPλD [93].

As the group velocity dω
dk , with the wavenumber k = 2π/λ, is zero, the plasma oscillation

does not propagate in case of infinite extended oscillating plane charge sheets. Confined

plasma oscillations, however, propagate due to fringing fields which extend beyond the re-

gion of initial plasma disturbance and couple the disturbance to adjacent layers. In addition,

also thermal motion causes the propagation of a plasma oscillation which is then called a

plasma wave. Electron density gradients then translate to thermal pressure gradients in the

e.o.m. and the dispersion relation for the linearized problem becomesω2 =ω2
P+ 3

2 k2v2
th, with

the thermal velocity vth = (2kBTe/me)1/2 [93].

As this thesis deals with laser-plasma interaction, one should discuss the propagation of

electromagnetic waves in the medium plasma. In comparison to light propagation in vac-

uum, the current density~j is not zero anymore and must be considered in the Maxwell equa-

tions. Due to the high frequency of laser light, the ions can be considered as fixed and the

current density is given by the electron motion, so ~j = −ne,0e~ve. The linearized e.o.m. de-

rived from the Maxwell equations can then be solved by transverse waves to arrive at the

dispersion relation

ω2 =ω2
P + c2k2 (2.6)

for electromagnetic waves in a plasma. For ω < ωP, the wavenumber k in Eq. 2.6 becomes

imaginary and therefore only light with ω>ωP(ne) can propagate in a plasma [93].

When a short laser pulse is focused onto a thin foil, the rising edge of the laser pulse ion-

izes the foil to produce a high-density plasma which reflects the laser pulse. During the

laser-plasma interaction, energy is transferred from the laser to the plasma, as discussed in

the next section. Therefore, the plasma expands due to the plasma pressure at the speed

of sound cs =
√

kB(Z∗Te +Ti)/mi, with the effective ion charge Z∗, the ion mass mi, and

the temperature Te,i of the electron and ion population [88]. Assuming an exponentially de-

creasing plasma density at the front surface of the foil and isothermal plasma expansion, the

laser pulse interacts with a plasma exhibiting a scale length of L = csτL, ion, where τL, ion is the

pulse length of the ionizing part of the laser. Thus, the laser pulse with frequency ω = ωL is

reflected at the position xcr where the electron density ne equals the critical density

ncr(ω) = ε0meω
2/e2 . (2.7)

Hence, light of a different frequency ω is reflected at a different position. For oblique in-

cidence at angle θ0, the laser is reflected at the position where the electron density equals

ncr cos2θ0 < ncr. Correspondingly, the plasma is divided into an undercritical/underdense

(ne < ncr) and an overcritical/overdense region (ne > ncr). Due to the frequency dependence

of ncr, a dense plasma which is for example opaque to an infrared (IR) laser may be transpar-

ent to radiation in the XUV regime. At the reflection point, the laser pulse tunnels into the

overdense (ne > ncr) plasma over a characteristic skin depth ls = c/ωP [80]. In the undercrit-

ical plasma, the laser experiences a refractive index

η(ω) =
√
ε(ω) = c/vph =

√
1−ne/ncr =

√
1−ω2

P/ω2 , (2.8)
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2. Basics of Laser-Solid Interaction

with the dielectric constant ε(ω) of the plasma, as a function of the frequencyω. At relativistic

intensities, the effective plasma frequency is lowered and the critical density is enhanced as

the electron mass increases from me to γeme with the relativistic factor γe =
(
1−β2

e

)−1/2
and

the normalized velocityβe = ve/c [80]. Thus, the relativistic laser pulse can propagate further

into the plasma in a process called relativistic self-induced transparency [95, 96].

2.3. Laser Absorption in a Plasma

To discuss the interaction of the plasma constituents with the EM field of a laser, we consider

the Lorentz equation
d~p

dt
= q

(
~E +~v ×~B)

, (2.9)

which describes the change of momentum ~p of a particle with charge q and velocity ~v in

the presence of an electromagnetic field. Due to the much higher mass of ions compared to

electrons, direct interaction between the plasma and the short laser pulse is governed by the

electrons [80]. As the optical radiation at the target rear side is created by fast electrons, it is

important to understand how the laser pulse transfers energy to the electrons.

The strongly simplified model of an electron in an infinitely extended plane EM wave can-

not explain the energy gain of electrons after the laser pulse has passed. Therefore, we ad-

ditionally take into account the ponderomotive force for a focused laser pulse: An electron

which oscillates in the laser field tends to move towards a position where its temporally aver-

aged kinetic energy (ponderomotive potential) UP is lower. Hence, the ponderomotive force

is given by

~FP =−~∇UP =− e2

4
〈
γe

〉
meω

2
L

~∇(
~E 2

s

)
, (2.10)

where ~Es contains the spatial dependencies of the electric component of the laser field and〈
γe

〉
is the relativistic γ-factor of an electron, averaged over an optical laser cycle. Thus, the

ponderomotive force accelerates electrons out of regions of high intensity [80, 94]. Never-

theless, the presence of many electrons in an overdense plasma and the strong confinement

of laser energy in space and time requires more sophisticated models of plasma heating, as

presented in the following, to explain the origin of accelerated electrons in laser-solid exper-

iments.

2.3.1. Absorption Mechanisms for Intense and Short Laser Pulses

Collisional Absorption The plasma electrons are accelerated by the electric field of the

laser pulse and perform oscillations. These oscillations are damped by collision with ions

(and electrons) which transfers energy from the laser to the plasma [80]. In the limit of a

perfect density step, the situation corresponds to the Fresnel-like absorption of metal op-

tics in case of a finite conductivity [97]. At higher laser intensities, the plasma tempera-

ture rises quickly and the collision frequency νei (Eq. 2.3) is reduced. The effective collision

frequency is further reduced if the quiver velocity becomes comparable to the thermal ve-

locity at higher intensities. Thus, collisional absorption becomes ineffective at intensities

8



2.3. Laser Absorption in a Plasma

above 1015 W/cm2. To explain the experimentally observed high absorption efficiency above

1015 W/cm2, collisionless absorption mechanisms must be considered which are discussed

in the following [80]. The behavior of a collisionless plasma is dominated by long-range

electro-magnetic forces instead of ordinary local collisions which can be neglected [93].

Resonance Absorption This absorption mechanism is based on a non-zero electric field

component of a p-polarized laser light wave along the target normal, usually present at

oblique laser incidence. The laser field tunnels to the critical density ne = ncr where it can

resonantly excite a plasma wave as ωP(ne = ncr) = ωL. The plasma wave then travels into

the overdense target where it is eventually damped by electron-ion collisions at low inten-

sity or by particle trapping or wave breaking in case of higher intensities. In that way, the

laser transfers energy to the plasma via the plasma wave [80, 98]. At very high intensities,

the ponderomotive force overcomes the thermal pressure and pushes the plasma surface

substantially inwards in a process called hole boring. Hence, resonance absorption can also

occur at normal laser incidence if hole boring deformed the plasma surface and therefore

there exists a locally nonzero electric field component normal to the plasma surface [99].

The efficiency of resonance absorption depends on the angle of incidence and the plasma

density scale length L [80, 94]. In general, the resonance absorption stops to work in its usual

form at steep density gradients and high laser intensities. In such a situation, the resonance

of the plasma wave breaks down if the oscillation amplitude of the electrons exceed the den-

sity scale length L and a slightly different absorption mechanism, called vacuum heating,

becomes relevant [80].

Vacuum Heating In a plasma with a steep density gradient, the electrons are directly ex-

posed to the laser. The laser light wave penetrates only to a skin depth ∼ c/ωP into the over-

dense plasma. Like for resonance absorption, vacuum heating requires a non-zero electric

field component of the p-polarized laser normal to the target surface. Thermal electrons

which arrive at the plasma surface at the right moment during a laser cycle are then dragged

out of the plasma, way beyond the thermal Debye length. When the electric field of the laser

changes its direction, the corresponding electric force acting on the electrons points towards

the plasma. Hence, the electrons are accelerated back into the plasma due to combined elec-

tric fields from charge separation and the laser electric field momentarily pointing towards

the target. Inside the plasma, the accelerated electrons propagate free from the influence of

the laser. Usually, the accelerated electrons from resonance absorption and vacuum heating

(also called Brunel heating [100]) are directed parallel to the density gradient of the plasma.

Relativistic ~j ×~B heating This plasma heating mechanism, first discussed in 1985 by W.

L. I. KRUER and K. ESTABROOK [101], is quite similar to vacuum heating. However, now the
~j ×~B component of the Lorentz force is the driving term which accelerates electrons directly

at twice the laser frequency along the propagation direction of the laser. These fast electrons

are then eventually absorbed via collisions and heat the plasma. For a linearly polarized

wave with the electric field E = E0(x)ŷ sinωt , the ponderomotive force in x̂-direction acting

9
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on one electron is

FP =−me

4

∂v2
os(x)

∂x
(1−cos2ωt )x̂ , (2.11)

where vos is the oscillation velocity of the electron due to the electric force of the laser field.

The first term in Eq. 2.11 pushes the electron density profile inwards, as described earlier,

while the second term makes the electrons at the plasma-vacuum interface oscillate along

the propagation direction of the laser pulse [80]. Electrons with the "correct" phase, with

respect to the driving force Fp, may receive a "nonadiabatic kick" into the overdense plasma

and escape the influence of the laser field. However, the fraction of electrons which escapes

the plasma oscillation and propagates into the overdense plasma depends on the strength of

the oscillating ponderomotive force [88]. The ~j × ~B heating becomes relevant at relativistic

electron quiver velocities (a0 ≥ 1) and works for non-circular polarization. Moreover, the

efficiency of ~j ×~B heating is the largest at normal laser incidence [80].

2.3.2. Hot Electron Generation

Via collisionless laser absorption, a certain fraction of electrons is accelerated to much higher

energies kBTh than the initial bulk plasma temperature Te ¿ Th [80, 81]. These so called

hot (or fast) electrons exhibit a Maxwellian velocity distribution due to the stochastic na-

ture of their acceleration with cycle-to-cycle fluctuations in electron trajectories and hence

acquired energies [81]. At relativistic intensities, however, the Maxwell-Jüttner distribution

[102] needs to be considered instead to describe the energy distribution of fast electrons.

To estimate the hot electron temperature Th from the laser parameters in the focus, dif-

ferent scaling laws are available which vary due to the different assumptions considered in

modeling the plasma heating [80]. The experiments in this thesis mostly deal with relativistic

intensities and normal laser incidence and therefore ~j × ~B heating is expected to dominate

the absorption process. At relativistic intensities, it is argued [99] that the hot electron tem-

perature is proportional to the ponderomotive potential which corresponds to the tempo-

rally averaged kinetic energy of the oscillating electrons. Therefore, the relevant scaling law

for Th, corresponding to the ~j ×~B heating mechanism, is expressed as follows:

kBTh ' mec2(〈γ〉−1) ' 511[keV]

(√
1+a2

0 −1

)
, with a0 = eE0

ωLmec
=

√
0.73I18λ

2
µ . (2.12)

Here, a0 is the amplitude of the normalized vector potential ~a of the electromagnetic field1,

as defined in appendix A. Moreover, E0 refers to the amplitude of the electric field of the laser,

I18 corresponds to the laser intensity in units of 1018 Wcm−2 and λµ is the wavelength in µm

[80]. The ponderomotive scaling in Eq. 2.12 is consistent with simulations and experiments

[106, 107].

As noted in [103], the ponderomotive scaling (Eq. 2.12) is, however, not valid at relativistic

intensities I ≥ 1018 W/cm2. Experimentally shown [108–110] for the range of 1018 W/cm2

1As pointed out in [103], the definition of 〈γ〉 is not consistent in literature. E.g. in [94, 104, 105] it is distinguished

between linear laser polarization 〈γ〉 =
√

1+〈~a2〉 =
√

1+a2
0/2 and circular laser polarization 〈γ〉 =

√
1+a2

0 .
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to 1021 W/cm2, the hot electron temperature scales much weaker with laser intensity (e.g.

kBTh ∝ (ILλ
2
L)1/3 [108] or kBTh ∝ (ILλ

2
L)0.4 [109]). This weaker scaling was explained by pre-

plasma modifications due to the ponderomotive force of the laser [99, 111]. Moreover, M. G.

HAINES et al. argues that the electrons escape the influence of the accelerating laser into the

overcritical plasma before the maximum possible acceleration is experienced. Hence, the

acquired energy of the hot electrons lies below the ponderomotive potential [112]. T. KLUGE

et al. [113] developed a model which converges to the ponderomotive scaling for a0 ¿ 1 but

shows a weaker scaling at relativistic laser intensities in good agreement with experiments

and PIC simulations:

kBTh = mec2

(
π

2K (−a2
0)

−1

)
≈

mec2 a2
0

4 for a0 ¿ 1

mec2
(

πa0
2ln(16)+2ln(a0) −1

)
for a0 À 1

, (2.13)

with the complete elliptical integral of first kind K (x) = ∫ π/2
0

[
1−x sin2(t )

]−1/2
dt and the

natural logarithm ln(x). For IL = 1019 W/cm2 and λL = 1.03µm, Eq. 2.13 gives Th ≈ 400keV.

2.4. Hot Electron Propagation in Overdense Plasmas

To understand the processes responsible for rear side optical emission from hot electrons

in thin foils irradiated by an intense laser pulse, it is necessary to discuss the hot electron

propagation through the target.

Collisions The fast electron transport, and hence its penetration depth, is affected by colli-

sions with electrons and ions. Hot electrons can scatter and lose energy due to acceleration

and consequent emission of radiation (Bremsstrahlung), usually in the x-ray regime. More-

over, the hot electrons can lose energy via excitation or ionization of atoms which also results

in the emission of radiation [80]. In a solid density plasma, however, most collisions are due

to the slow return current, as discussed in the next paragraph, because slow electrons lose

energy through scattering more efficiently than fast electrons [81]. These collision-based

energy loss mechanisms dominate at moderate laser intensities < 1017 W/cm2. At higher in-

tensities, collisions have increasingly less influence on the hot electron transport and the hot

electrons may reach the target rear side where they emit radiation as explained in section 2.5.

However, self-generated electric and magnetic fields, induced by the highly energetic elec-

tron beam, need to be considered at higher laser intensities. Those self-generated fields act

back on the hot electrons and influence their propagation through the target [80].

2.4.1. Return Current, Divergence and Self-Generated Fields

According to the Maxwell equations, a current of energetic electrons generates a magnetic

field which deflects the electrons and, if intense enough, acts to reverse the electron current

[81]. Therefore, the maximum electron current which is able to propagate in the absence

of free charges (e.g. in vacuum) is given by the Alfvén limit JA ' βγmec2/e = βγ ·1.7×104 A
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[114]. Considering the focal spot size, the temperature of fast electrons and their total ab-

sorbed energy, the calculated hot electron current is, however, of the order of 106 A. Hence,

the propagation of such a multi-MA current in plasma requires local current compensa-

tion through a return current density ~jret. The return current is drawn from the background

plasma electrons and contains many slow electrons propagating in the opposite direction of

the fast hot electron current density ~jf to neutralize it such that ~jf +~jret ' 0. In that way, the

self-generated magnetic fields from ~jf and ~jret cancel each other [80]. The hot electron cur-

rent forms an Ohmic potential and therefore sets up an electric field which transfers energy

to the return current in a process called Ohmic stopping. In a plasma with finite conductiv-

ity, the formation of a return current takes a longer time which can lead to the stopping and

reflection of electrons by the induced electric field ~E =−~jf/σe, where σe corresponds to the

conductivity [81].

For applications like FI ICF and laser-driven ion acceleration (e.g. via Target-Normal-

Sheath-Acceleration (TNSA)), the electron beam divergence should be as low as possible.

However, self-generated magnetic fields due to radial changes in the fast electron current

density ~jf and the resistivity χe =σ−1
e influence the divergence, as the Maxwell equations in

combination with Ohm’s law show:

∂~B

∂t
=−~∇×~E =~∇× (χe~jf) =χe(~∇×~jf)+ (~∇χe)×~jf , (2.14)

where the first term on the right-hand side (RHS) results in pinching (reduction of beam

radius) of ~jf, whereas the second term on the RHS in Eq. 2.14 pushes electrons away from

the beam center (beam hollowing) [81].

2.4.2. Transport Instabilities, Filamentation, and Recirculation

The propagation of fast electrons through an overdense target can be further influenced

by various transport instabilities. Among those, the electromagnetic Weibel-like filamen-

tation is the main instability type of relevance to counter-streaming electron currents in an

overdense plasma. The collisionless Weibel instability can be seeded by the return current

and is based on the generation of self-reinforcing, localized magnetic fields (Eq. 2.14) which

leads to electron beam breakup into filaments. The timescale of filament formation for the

Weibel instability is Γ−1
ω = ω−1

f (γne/nf)
1/2β−1

f [s]. For the typical experimental parameters

(I = 1019 W/cm2, λ = 1030nm → γ = kBTh/mec2 +1 ≈ 1.8 with Th = 0.4MeV from Eq. 2.13),

a typical fast electron density of nf = 0.01ne and assuming that the Weibel instability forms

near the critical density at the target front side (thus ωf =ωL), the timescale of formation of

a Weibel instability corresponds to a propagation length of ≈ 3µm. In case of a sufficient

high transverse electron beam temperature, the Weibel instability can be suppressed by the

thermal pressure. Other Weibel-like instabilities cause filamentation due to self-reinforcing

modulations in resistivity or return current (ionization instability) [81].

If the electrons finally reach the target rear side, the most energetic electrons escape the

target and set up a quasi-electrostatic space-charge sheath field at the target rear. This
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sheath field reflects most of the fast electrons back towards the target front side. Here, a

similar sheath potential forms which also reflects the electrons back into the target. Conse-

quently, the electrons recirculate (or reflux) in the target. Additionally, the recirculation leads

to lateral electron transport as the axial velocity is reduced at every electron reflection while

the transverse velocity remains mostly unchanged [81]. If the laser pulse duration (during

which electrons are accelerated) is much longer than the double transit time of the electrons

through the target, the recirculating electrons overlap with the laser accelerated electrons.

Hence, electron recirculation can lead to an enhanced electron density at the target rear side

which results in enhanced proton energies in laser-driven ion acceleration [115].

2.5. Optical Radiation from Hot Electrons in High-Intensity
Laser-Plasma Interactions

In this thesis, the optical radiation emitted by fast electrons is studied spatially and spec-

trally resolved to investigate the nature of this radiation and to gain information about the

properties of the fast electron current which is responsible for the radiation in the first place.

Therefore, a basic introduction to the theory of radiation emitted by fast electrons in laser-

plasma interactions with overdense targets is given in this section.

In an experiment, more than one fast electron is accelerated and therefore the radiation

from the single emitting electrons at the target rear side interferes. This interference consists

of a coherent and an incoherent part (see Eq. 2.24). Due to the relatively large number N of

fast electrons (N ∼ 1012 according to Eq. 4.1), the coherent optical radiation (COR) is usually

orders of magnitude more intense in the investigated spectral range (λ= 500–1100 nm) than

the incoherent part. Therefore, it is expected that COR dominates the radiation observed in

the experiment. There are several mechanisms leading to the emission of electromagnetic

radiation by hot electrons. In the following, these mechanisms are analyzed and it is deduced

which types of radiation might explain the optical radiation observed in the experiments of

this thesis.

Different Types of Radiation An energetic electron which moves through matter inter-

acts with the Coulomb potential of the constituent atoms. As the electron is decelerated

during such interactions (i.e. collisions), it emits radiation, called bremsstrahlung [81, 116].

Fast electrons can also cause fluorescence light during such collisions [56, 58]. However,

due to the high energy of the laser-accelerated electrons of several hundred keV to MeV, the

emitted bremsstrahlung and fluorescence (e.g. Kα [56, 58]) lies in the XUV and X-ray regime,

far beyond the spectral range investigated in this work. Thermal radiation due to collisions

between constituents of the hot plasma is incoherent (and unpolarized) [10] and therefore

may contribute only to the background in the spectrum of COR emitted by fast electrons.

Besides the collision-based emission phenomena presented so far, a charged particle mov-

ing at constant velocity through a medium excites an electric dipole moment in the atoms

and molecules along its path. When the polarized atoms or molecules return to their original
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states, electromagnetic radiation is emitted. The electromagnetic waves from such induced

dielectric polarization interfere coherently to form a wave front if the particle’s velocity is

greater than the phase velocity c/
p
ε(ω) of the light wave in the medium, as Huygens’ prin-

ciple illustrates [116–118]. This emission process is called Čerenkov radiation [119–124] and

usually observed in a nuclear power station when energetic, charged particles move through

water [125–127]. However, as
p
ε(ω) < 1 in an underdense plasma, Čerenkov radiation is not

emitted by fast electrons in this case. In an overdense plasma, all light of frequency ω < ωP

is absorbed as the refractive index
p
ε(ω) is imaginary and therefore Čerenkov radiation can-

not be emitted either. Moreover, a charged particle in uniform motion does not radiate if it

moves in vacuum. However, transition radiation (TR) is emitted if a charged particle crosses

the interface of two media. For instance, TR is emitted if an electron moves from an over-

dense plasma into vacuum. Besides, accelerated charges are well known to emit radiation

[116].

Radiation processes such as coherent wake emission (CWE) [62, 82, 83], coherent syn-

chrotron radiation (CSR) [64, 65] or coherent transition radiation (CTR) [66–77] may be the

source of COR in our experiments. In fact, they are all triggered by fast electrons traversing

the target rear side (and setting up an electric field). The COR in our case may be, thus, even

a combination of those mechanisms. However, CWE, CSR and CTR can be distinguished by

their polarization state [75]. Based on the polarization studies of this thesis, CWE provides

the least probable explanation for the measured polarization of the COR. Hence, the follow-

ing sections will focus on CSR and CTR. The interested reader can find a short description of

CWE in appendix B. Throughout the rest of this chapter, the geometrical parameters and the

orientation of the target as defined in Fig. 2.2 are used.

2.5.1. Synchrotron Radiation (SR)

When the hot electrons cross the target rear surface into vacuum, they set up an electrostatic

sheath field, oriented normal to the rear surface, which acts back on themselves [66, 128]

and accelerates the electrons to turn back to the target [64, 129]. An accelerated relativistic

electron emits radiation inside a small cone which points in the direction of the momentary

velocity vector ~v of the fast electron, independent of the electron acceleration direction ~̇v .

Angular Characteristics In this paragraph, the charge is assumed to be accelerated only

for a short time and hence the velocity ~β = ~v/c and acceleration ~̇β can be considered con-

stant. Without loss of generality, we can therefore choose ~p ∥ z-axis. Furthermore, the radi-

ation is assumed to be observed at large distances and therefore the observation direction

~n can be considered to remain unchanged on timescales of the acceleration. Now, two ex-

amples are considered to illustrate the angular characteristics of the radiation emitted by an

accelerated charge. For ~v ∥ ~̇v , the radiated energy per solid angle is given as [116]

dP

dΩ
= e2~̇v2

16π2ε0c3

sin2θ

(1−βcosθ)5 . (2.15)
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Figure 2.2.: A schematic drawing of the laser-
solid interaction. The target (e.g. a thin alu-
minum foil) and its orientation is indicated as a
gray plate. The laser accelerates bunches of elec-
trons (blue circles) at the target front side (left)
towards the target rear side (right). At the mo-
ment of arrival at the target rear side, every ac-
celerated electron (at position~r⊥ in the xy-plane
and with momentum ~p) produces optical radi-
ation. The total emitted radiation is a superpo-
sition of the radiation from the single electrons
which follow a certain momentum and position
distribution (more details in section 2.5.3). The
radiation is measured in observation direction
~n =~k/|~k|, with the wave vector~k.

This variation in radiated energy with observation direction is plotted as a radiation pattern

in Fig. 2.3a. A radiation pattern shows the radiated energy per solid angle in a particular

direction as the distance to the origin. Here, the maximum radiation intensity is given at

an angle of θmax = arccos
[(√

1+15β2 −1
)

/(3β)
]

. For the orange curve in Fig. 2.3a, one

gets θmax(β = 0.83) ≈ 18.1°. In Fig. 2.3, β = 0.83 was chosen as an example because this is

the velocity of an electron with energy Th = 400keV as calculated from Eq. 2.13 for typical

experimental parameters (IL = 1019 W/cm2). For ~v ⊥ ~̇v , on the other hand, the radiation

pattern in Fig. 2.3b has been calculated from [116]

dP

dΩ
= e2~̇v2

16π2ε0c3

1

(1−βcosθ)3

[
1− sin2θcosα2

γ2(1−βcosθ)3

]
. (2.16)

The radiation pattern for ~v ⊥ ~̇v (Fig. 2.3b) is slightly different from the angular energy dis-

tribution in case of ~v ∥ ~̇v (Fig. 2.3a) but still exhibits the typical maximum in propagation

direction. However, the total radiated power (integrated over all angles) is lower by a factor

of γ−2 for the case of~v ∥ ~̇v as compared to a situation where~v ⊥ ~̇v . In the latter case, the elec-

tron moves on a momentary circular orbit and the emitted radiation is called synchrotron

radiation (SR) [116]. However, one should note that most publications about SR in laser-

plasma interactions with overdense targets focus on SR which is emitted at the target front

side towards the target rear side by electrons accelerated in the laser field. As the overdense

target is transparent in the XUV regime, the high-frequency SR can propagate through the

target [64, 65, 129–132].

Spectral Characteristics As derived in [116], the radiation energy per solid angle and fre-

quency interval in observation direction ~n =~k/|~k|, with the wavevector~k, by a charge with

arbitrary velocity ~β=~v/c and acceleration ~̇β is given by

d2W

dωdΩ
= e2

16π3ε0c

∣∣~E(ω,Ω)
∣∣2 = e2

16π3ε0c

∣∣∣∣∣
∫ ∞

−∞

~n×
[(
~n−~β

)
×~̇β

]
(
1−~β·~n

)2 e iω[t−~n·~r (t )/c]dt

∣∣∣∣∣
2

, (2.17)
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Figure 2.3.: (a) The radiation pattern for a charge (located at the origin of the coordinate sys-
tem) which is accelerated in propagation direction (~̇v ∥~v ∥ z-axis), shown for a non-relativistic
(blue line, β= 0.01, γ= 1.00005) and a relativistic particle (orange line, β= 0.83, γ= 1.8). The
relativistic radiation pattern (β= 0.83) was scaled by a factor 10−2 whereas the acceleration is
the same for the two shown radiation patterns.
(b) The normalized radiation pattern for a charge (located at the origin of the coordinate sys-
tem) which is accelerated perpendicular to its current velocity vector ~v ⊥ ~̇v .

and depends on the trajectory~r (t ) of the charged particle [133]. Here, ~E(ω,Ω) refers to the

electric field of SR emitted per dω and dΩ. Again, the geometrical setup as defined in Fig. 2.2

is used. Due to the electric sheath field and magnetic fields induced by the return current at

the target rear side, the hot electrons are accelerated back to the target on a curved trajectory

in a phenomenon called "fountain effect" [134, 135]. Therefore, an accelerated charge which

moves on a momentary circular orbit, emitting SR, is considered next as a special case of Eq.

2.17. Approximating the trigonometric functions for small angles and small times around

t = 01 and choosing~v(t = 0) ∥ z-axis, the radiated energy by an accelerated relativistic charge

per solid angle and frequency interval becomes

d2W

dωdΩ
= e2

12π3ε0c

(ωρ
c

)2
(

1

γ2 +θ2
)2 [

K 2
2/3(ζ)+ θ2

(1/γ2)+θ2 K 2
1/3(ζ)

]
, (2.18)

with the parameter ζ= ωρ
3c

(
1
γ2 +θ2

)3/2
, the radius ρ of the momentary circular trajectory and

the modified Bessel function of second kind Kα(x) of orderα. The first term inside the square

brackets in Eq. 2.18 contains the contribution of SR polarized in the plane of motion whereas

the second term contains the SR polarized perpendicular to the plane of motion [116].

Depending on the strength of the electric sheath field (which may change during the in-

teraction due to variations in the rear side electron density), the high energy tail in the fast

electron energy distribution may escape the target rear side electric sheath field whereas the

low energy fast electrons recirculate towards the target [136]. However, calculating an exem-

plary radiation spectrum for typical experimental parameters requires an assumption about

the radius ρ of the hot electron trajectory at the target rear side. Thus, we assume that the ra-

1This approximation is valid for relativistic particles where the SR is confined to a small cone around the momen-
tary velocity vector. Thus,~v points only for a short amount of time in the observation direction and radiation is
observed at small angles around ~v .
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dius of the momentary circular electron trajectory is comparable to the Debye length1, hence

ρ ≈ λD, rear [66]. Nevertheless, the hot electron current is carried by many electrons with an

approximately relativistic Maxwellian velocity distribution [81]. Therefore, the hot electron

radius ρ varies throughout the hot electron velocity distribution, as observed also in PIC sim-

ulations [64, 129]. However, for most hot electrons ρ ≈λD, rear is a reasonable approximation.

Based on a TNSA model [128], the Debye length at the target rear side is approximately given

by

λD, rear ≈ 1.37µm
r0 +d tan∆ψ

r0

√
1+0.73I18λ

2
µ−1

I 7/8
18

, (2.19)

with the focal spot radius r0 of the laser, the target thickness d , the divergence half an-

gle ∆ψ of the hot electron current, the laser intensity I18 in units of 1018 W/cm2, and the

laser wavelength λµ in units of µm. For typical experimental conditions (IL = 1019 W/cm2,

λL = 1030nm) and assuming no divergence (∆ψ = 0), λD, rear ≈ 0.4µm at the target rear sur-

face. The hot electron temperature is estimated from Eq. 2.13 to be around 0.4 MeV. After

integrating Eq. 2.18 over θ from −π/2 to π/2, the SR energy spectrum for a single electron of

such a hot electron current is given as

dW

dω
=p

3
e2

4πε0c
γω/ωc

∫ ∞

ω/ωc

K5/3(x)d x , (2.20)

with the critical frequency ωc = 1.5γ3c/ρ. Above ωc, the SR spectral intensity falls rapidly

to zero [116], as shown in Fig. 2.4a, whereas the SR remains rather flat in the spectral range

investigated in the experiments of this thesis. Besides in [116], the derivation of Eq. 2.18 and

Eq. 2.20, using a slightly different approach, can also be found in [138].

Polarization Characteristics The electric field component of SR oriented perpendicular

to the plane of motion is a factor of seven lower than the electric field component which

lies in the plane of motion. Hence, SR is mainly polarized in the plane of motion of the fast,

relativistic electron [116]. Consequently, in case of SR, the polarization can vary across the

region of emission of optical radiation, depending on the direction in which the electrons

travel before they hit the target rear surface again.

2.5.2. Transition Radiation (TR)

First mentioned and theoretically described in 1946 by V. L. GINZBURG and I. M. FRANK

[139], TR is emitted, when a charged particle crosses the interface between two media with

different refractive indices [139, 140]. With respect to the electron propagation direction, TR

is emitted into the front and back hemispheres (in the following called forward and backward

direction) which are separated by the interface between the two media [140].

1It turns out that equating the relativistic centripetal force γmev2/ρ [137] and the force of the electric sheath
field (FE (z) = 2kBThot/[z +p

2λD, rear], based on a TNSA model [128]) on an electron comes to a similar result
for the approximation of the hot electron radius ρ.
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To understand the origin of TR, one should consider the time- and space-dependent di-

electric polarization ~P (~x, t ) which is induced by the EM field of the moving charged particle

and which results in the emission of EM radiation. The radiation from different positions in

a medium only overlaps coherently near the interface inside a certain region [116] which is

called the formation zone [141]. For normal incidence of the charged particle on the inter-

face, the thickness of this formation zone is called formation length and given by

d(ω) = c

ω

β∣∣1−βpε(ω)cosθ
∣∣ , (2.21)

with the dielectric constant ε(ω) of the medium at the radiation (angular) frequency ω [141]

which is given by ε = η2 = 1−ω2
P/ω2 for a plasma. Because the existence of an interface

requires two media, there are also two formation lengths, one for each medium.

Angular Characteristics For normal incidence and at relativistic particle velocities, qual-

itative arguments show that TR only adds up coherently if η(ω)γθ . 1, where η(ω) is the

refractive index of the material. Hence, TR is confined to a cone with θ . 1/γ around the

velocity vector of the charged particle [116], as shown in Fig. 2.4b. The plotted angular TR

distribution in Fig. 2.4b also illustrates that the emission cone of TR becomes narrower with

increasing electron energy Wkin = (γ−1)mec2. For an electron at oblique incidence (ψ 6= 0)

on the plasma-vacuum interface, the angular TR distribution becomes asymmetrical [142].

In case of a relativistic, charged particle (cosθ ' 1), the upper limit of the formation length

is reached at ω = γωP and given by D = dmax = γc/ωP [116]. For aluminum (ħωP = 15.2eV

[143]) and typical experimental parameters of this thesis (I = 1019 W/cm2,λ= 1030nm → γ=
kBThot

mc2 +1 = 1.8, Thot from Eq. 2.13), the formation length in the optical (i.e. visible) regime

becomes d(515nm) ≈ 13nm under the assumption of cosθ ' 1. Hence, the efficiency of TR

emission is expected to decrease if the scale length of the plasma at the target rear side is

longer than the formation length d(ω) [142]. In comparison, the formation length in vac-

uum is quite large (around 1.4µm at 515 nm). The electric sheath field at the target rear side

will hinder less energetic electrons to travel beyond the formation zone in vacuum. Conse-

quently, only the high-energy tail in the hot electron momentum distribution is expected to

contribute significantly to the emitted TR [144].

Spectral Characteristics The Maxwell equations for the particular problem of an elec-

tron traversing the interface between two media of different dielectric properties can be

solved using Fourier integration, as shown by M. L. TER-MIKAELIAN [140], to calculate the

TR emitted by a single charged particle. The discussion below follows the equations derived

in [140], which are however often quite complex. For reasons of simplicity, we first consider

an electron which traverses the interface from plasma into vacuum at normal incidence. The

emitted TR energy in forward direction (i.e. into vacuum for the current geometry) per unit
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Figure 2.4.: (a) The spectral energy distribution of SR (blue line) and TR (orange line) emitted
by a single electron. For both spectra, the typical experimental parameters of this thesis are
used (I = 1019 W/cm2, λ = 1030nm), leading to ρ ≈ λD = 0.4µm (Eq. 2.19) and γ ≈ 1.8 (Thot

from Eq. 2.13). The SR spectrum is calculated from Eq. 2.20. The TR intensity is calculated for
an electron traversing normal to the aluminum-vacuum interface (ħωP = 15.2eV [143]) into
vacuum. The TR spectrum (orange line in Fig. 2.4a) is calculated by numerically integrating
Eq. 2.22 over θ from −π/2 to π/2. To calculate the angular energy distribution of TR emitted by
a single electron, Eq. 2.22 is numerically integrated over ħω from ≈ 0eV to 62eV. This angular
distribution of TR, emitted by a charge located in the origin, is plotted in form of a radiation
pattern for two different electron energies in (b). A radiation pattern shows the radiated energy
per solid angle in a particular direction as the distance to the origin. The orange curve (γ= 18)
was scaled by the factor 3×10−3.

angular frequency and solid angle is given by

d2W ∥

dωdΩ
= e2

4π3ε0c

β2 sin2θcos2θ

(1−β2 cos2θ)2

∣∣∣∣∣∣
(ε−1)

(
1−β2 −β

√
ε− sin2θ

)
(
1−β

√
ε− sin2θ

)(
εcosθ+

√
ε− sin2θ

)
∣∣∣∣∣∣
2

, (2.22)

where the superscript ∥ indicates that the radiation is polarized parallel to the radiation

plane, which is the plane containing the momentum vector ~p and the normal to the interface

(here the z-axis; see Fig. 2.2) [140]. For aluminum (ħωP = 15.2eV [143]) and typical experi-

mental parameters, the spectrum of TR emitted by a single electron traversing normal to the

plasma-vacuum interface is plotted in Fig. 2.4a. The TR spectrum falls rapidly to zero for

ω > γωP, as it can be seen in Fig. 2.4a. In the spectral region which is considered in the ex-

periment of this thesis (ω¿ γωP), however, the spectrum of TR emitted by a single electron

remains rather flat. In case of ω¿ωP (as valid for aluminum or a highly overdense plasma),

the dielectric constant of the plasma can by approximated by ε→−∞ and Eq. 2.22 becomes

d2W ∥

dωdΩ
= e2

4π3ε0c

β2 sin2θ

(1−β2 cos2θ)2 . (2.23)

Hence, for ε→−∞, the emitted TR energy per unit angular frequency and solid angle does

not depend on the frequency which results in a flat spectrum.

Polarization Characteristics The direction of polarization of TR depends on the propaga-

tion direction of the charged particle and the direction of observation. For a charged particle

at normal incidence onto the plasma-vacuum interface, TR is radially polarized. Thus, the
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polarization lies exclusively in the radiation plane formed by the wavevector~k (direction of

observation) and the normal to the interface (here z-axis, see Fig. 2.2). At oblique particle in-

cidence, there is an additional polarization perpendicular to the radiation plane1 [140]. The

general electric fields for the different polarization directions are given in the next section.

2.5.3. Coherent TR and Coherent SR from a Hot Electron Current

The existing treatments of CSR describe the coherent superposition of SR emitted by suc-

cessive bunches of electrons in synchrotron light facilities [145, 146] or in astrophysics [147].

However, the approximations applied in [145, 147] are only valid for highly relativistic elec-

trons (γ >> 1) with a narrow emission cone, which does not apply to the experiments per-

formed in this thesis. Thus, the general formula for CSR in laser-plasma interactions is dis-

cussed in the end of this section, without the simplifications that γÀ 1 allows. Despite the

differences, CSR and CTR at the target rear side are both composed of a train of attosecond

bursts of radiation initiated by the periodically spaced bunches of fast electrons [70, 75, 148,

149]. As shown in Fig. 2.4a, the spectra of TR and SR are rather flat in the spectral region

considered in this thesis with an intensity variation of maximum 12 % between 480 nm and

1050 nm. The spectral properties of the observed COR are therefore mostly due to the tem-

poral structure of the fast electron current, whereas the type of radiation which gave rise to

this COR plays only a minor role. Hence, the coherent superposition of optical radiation at

the target rear side in laser-plasma experiments is discussed in the following using TR as an

example.

The treatment of CTR in this section follows closely the work on CTR by C. BELLEI et al.

[142, 144] who unified the theoretical descriptions by J. ZHENG et al. [150, 151] and C.B.

SCHROEDER [152]. In comparison to the work by C. BELLEI et al. [142, 144], the model pre-

sented in the following keeps the flexibility to vary the temporal structure of the hot electron

current to a certain extent. This allows to calculate the influence of variations in the hot

electron acceleration at the target front side on the COR spectrum.

2.5.3.1. Coherent transition radiation (CTR)

Instead of a single electron as before, we now consider a beam of electrons which is accel-

erated at the target front side and propagates to the target rear side where it emits TR when

crossing the plasma-vacuum interface (see Fig. 2.2). The intensity I of the emitted TR con-

tains the sum of the electric fields ~E of the TR induced by the individual electrons

I ∝
N∑

i=1

N∑
j=1

~Ei ·~E∗
j =

N∑
i=1

∣∣~Ei
∣∣2

ITR

+
N∑

i , j=1;i 6= j

~Ei ·~E∗
j

CTR

, (2.24)

1If significant absorption is present, the TR will actually be elliptically polarized [140]. This is however neglected
here.
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where the superscript ∗ marks the complex conjugate and N is the number of electrons. In

contrast to incoherent transition radiation (ITR), the CTR term is made up of the interference

of the TR fields emitted by different electrons. Hence, CTR, scaling with N (N −1), is usually

orders of magnitude more intense than ITR which scales with N [142].

Next, the sums in Eq. 2.24 are replaced by integrals over the electron beam distribution

h(~r ,~u), with the normalized momentum ~u = [|~p|/mec](sinψcosφ, sinψsinφ,cosψ)T and

the position ~r . The absolute normalized momentum is therefore u = γβ. The total emit-

ted TR energy per unit angular frequency and solid angle then becomes

d2W

dωdΩ
= e2N

4π3ε0c

∫
d3~ug (~u)

(
E 2
∥ +E 2

⊥
)

ITR

+ (N −1)

(∣∣∣∣∫ d3~ug (~u)E∥F

∣∣∣∣2

+
∣∣∣∣∫ d3~ug (~u)E⊥F

∣∣∣∣2)
CTR

 ,

(2.25)

where the variables ~E∥ and ~E⊥ refer to the Fourier-transformed electric fields of TR of a single

particle with polarization parallel and perpendicular to the radiation plane. The radiation

plane is spanned by the wave vector~k = ω/c(sinθcosα, sinθ sinα,cosθ) and the target rear

surface normal. For aluminum (ħωP = 15.2eV [143]), one can safely assume the target to

be a perfect conductor (|ε| →∞). Then, the expressions for the electric fields ~E∥ and ~E⊥, as

derived in [140], can be simplified to become

E∥(θ,α,φ,ψ,u) =
u cosψ

[
u sinψcos

(
φ−α)−p

1+u2 sinθ
]

[p
1+u2 −u sinψcos

(
φ−α)

sinθ
]2 −u2 cos2ψcos2θ

, (2.26)

E⊥(θ,α,φ,ψ,u) = u2 cosψsinψsin
(
φ−α)

cosθ[p
1+u2 −u sinψcos

(
φ−α)

sinθ
]2 −u2 cos2ψcos2θ

. (2.27)

Additionally, Eq. 2.25 contains the momentum distribution function g (~u) = ∫
d3~r h(~r ,~u) and

the coherence function F [144, 152].

For the calculation of the emitted TR energy per unit angular frequency and solid angle,

knowledge of the coherence function F and the momentum distribution function g (~u) is

needed. Both, F and g (~u), depend on the electron distribution function h(~r⊥, t ,~u). Based on

the choice of C. BELLEI et al. [144] and H. POPESCU et al. [70], the accelerated fast electrons

are modeled by a train of bunches with Gaussian temporal and transverse spatial distribu-

tion. In accordance with the approaches in [67, 70, 72], a relativistic Maxwellian (Jüttner)

momentum distribution ([153] and references therein)

h(~u) = exp
(
−

√
1+~u2/WT

)/[
4πWT K2(W −1

T )
]∝ exp(−We/kBTh) (2.28)

is assumed to model the hot electron momentum distribution. Here, the modified Bessel

function of the second kind of order n is denoted by Kn , WT = kBTh
mec2 is the normalized thermal

energy, and We = γemec2 refers to the relativistic energy of an electron. A Jüttner momentum

distribution is a reasonable assumption due to randomness in the electron acceleration at
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the target front surface [81] and in good agreement with experiments [110]. Consequently,

the hot electron distribution function is given as

h(~r⊥, t ,~u) =C f (φ,ψ)exp

(
−
p

1+~u2

WT

)

×
l=nb∑
l=1

Ql exp

−
(
t − tl − d0

βc cosψ

)2

2σ2
t

exp

(
−|~r⊥−~v⊥(t − tl )|2

2σ2
r

)
.

(2.29)

Here, C is a normalization constant, f (φ,ψ) denotes the angular momentum distribution

of the fast electron current, and nb is the number of electron bunches. Ql is the number of

electrons (specified later) in the l th bunch which is "created" at time tl at the target front.

Moreover, d0 is the target thickness and ~v refers to the electron velocity. The subscript ⊥
denotes that the corresponding variable is oriented perpendicular to the z-axis as defined in

Fig. 2.2. The arrival time of an electron bunch at the target rear side is given by t = tl + d0
βc cosψ .

Here, it is taken into account that electrons of different velocity arrive at different times at

the target rear side. Due to the high energy of the hot electrons, their propagation through

the target is assumed to be ballistic [70]. In accordance with [144], the arrival time t of an

electron bunch at the target rear side is used as a variable to model the longitudinal hot

electron distribution instead of defining the hot electron distribution h(~r⊥, t ,~u) as a function

of the longitudinal spatial axis z (see Fig. 2.2).

As derived in [152], the normalized coherence function F contains a phase term from the

single-electron TR theory and can be expressed in terms of the arrival time t of an electron

at the interface and the transverse position~r⊥ perpendicular to the z-axis, thus

F = 1

g (~u)

∫
d2~r⊥ e−i~k⊥·~r⊥

∫ ∞

−∞
dt eiωt h(~r⊥, t ,~u) . (2.30)

After inserting Eq. 2.29 in Eq. 2.30 and evaluating the integrals, the coherence function is

written as

F = 1

g (~u)
C f (φ,ψ)(2π)3/2

√
σ2

r +~v2
⊥σ

2
t |σt ||σr |

l=nb∑
l=1

Ql exp(iωtl )

exp

(
−
p

1+~u2

WT

)

×exp

(
−ω

2σ2
t

2

)
exp

(
−σ

2
r
~k2
⊥

2

)
exp

(
i

[
ω

d0

βc cosψ
−~k⊥ ·~v⊥

(
d0

βc cosψ
+ iωσ2

t

)])
.

(2.31)

Following [144], a collimated electron current directed along ψ0 and φ0 is assumed to sim-

plify the equations and hence

f (φ,ψ) = δ(φ−φ0)δ(ψ−ψ0), ~v⊥ = 0 , (2.32)

where δ(x) is the Dirac delta function. A collimated beam does not suffer from transverse

dephasing but only from longitudinal dephasing. Hence, we set ~v⊥ = 0. Longitudinal de-

phasing, also called velocity dispersion in this context, is the longitudinal (i.e. in propaga-

tion direction) expansion of an electron bunch during propagation for a non-monoenergetic
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electron bunch due to the different velocities of the electrons in the bunch. This longitudi-

nal dephasing is considered by the term exp
(
iω d0

βc cosψ

)
in Eq. 2.31. For a collimated electron

beam, the normalization constant is obtained from
∫

dtd2~r⊥d3~u h(~r⊥, t ,~u) = 1 and given by

C =
(

(2π)3/2σ2
r |σt |sinψ0WT K2(W −1

T )
l=nb∑
l=1

Ql

)−1

, (2.33)

where the modified Bessel function of the second kind of order n is denoted by Kn . For com-

parability to [144], the transformation from u to τ= d0
c cosψ0

·
p

1−u2

u is applied in the following.

After inserting Eq. 2.31, 2.32, and 2.33 into Eq. 2.25, the total emitted CTR energy per unit

angular frequency and solid angle becomes

d2W

dωdΩ

∣∣∣∣
CTR

= e2N (N −1)

4π3ε0c
[
WT K2(W −1

T )
]2

(∑l=nb

l=1 Ql

)2

∣∣∣∣∣l=nb∑
l=1

Ql exp(iωtl )

∣∣∣∣∣
2

exp
(−ω2σ2

t

)

×exp
(
−~k2

⊥σ
2
r

)
(τ0)8

[∣∣∣∣∫ ∞

τ0

dτI1(τ)exp(iωτ)

∣∣∣∣2

+ (τ0)2
∣∣∣∣∫ ∞

τ0

dτI2(τ)exp(iωτ)

∣∣∣∣2]
,

(2.34)

with |~k⊥| = ω
c sinθ, τ0 = d0/c cosψ0 and the following quantities:

I1,2(τ) = A1,2
τ

(τ2 −τ2
0)5/2

exp

− τ

WT

√
τ2 −τ2

0

 , (2.35)

A1(τ) = cosψ0[τ0 sinψ0 cos
(
φ0 −α

)−τsinθ]

[τ−τ0 sinψ0 cos
(
φ0 −α

)
sinθ]2 −τ2

0 cos2ψ0 cos2θ
, (2.36)

A2(τ) = cosψ0 sinψ0 sin
(
φ0 −α

)
cosθ

[τ−τ0 sinψ0 cos
(
φ0 −α

)
sinθ]2 −τ2

0 cos2ψ0 cos2θ
. (2.37)

Throughout this thesis, the integrals in Eq. 2.34 are evaluated numerically. This works suf-

ficiently well because the integrands in Eq. 2.34 are non-negligible only close to τ0, as most

hot electrons have a velocity close to c.

A CTR Model for an Imaging Setup For comparability, the consideration of CTR was,

so far, closely related to the work of C. BELLEI et al. [144]. However, Eq. 2.34 gives the total

emitted CTR energy per unit angular frequency and solid angle and therefore describes the

CTR energy in the far-field. By contrast, the CTR emission spot on the rear surface of thin

Al foils was imaged (see experimental setup in Fig. 3.1) in the experiments presented in this

thesis. In an imaging setup, the CTR emission in different directions from one point ~r⊥ in

the object plane (i.e. on the target rear surface) is imaged onto one point in the image plane

[10] where the camera chip is placed. Therefore, the spatial averaging in Eq. 2.30 is omitted

to get an adequate description of CTR for this thesis and Eq. 2.30 is replaced by

F~r⊥ = 1

g (~u)
e−i~k⊥·~r⊥

∫ ∞

−∞
dt eiωt h(~r⊥, t ,~u) , (2.38)
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where the spatial phase factor from the single electron theory is preserved [152]. Analogous

to before, Eq. 2.29 is inserted in Eq. 2.38 and the integrals are evaluated. The new coherence

function is then given by

F~r⊥ = 1

g (~u)
C f (φ,ψ)

(2π)1/2|σt ||σr |√
σ2

r +~v2
⊥σ

2
t

l=nb∑
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Ql exp(iωtl )
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(
−
p

1+~u2

WT

)
exp

(
−ω

2σ2
t

2

)

×exp

(
i

[
ω

d0

βc cosψ
−~k⊥ ·~r⊥

])
exp

−
∣∣∣~r⊥−~v⊥

[
d0

βc cosψ + iωσ2
t

]∣∣∣2

2
[
σ2

t~v
2
⊥+σ2

r
]

 .

(2.39)

For a collimated electron beam (see Eq. 2.32), the normalization constant is obtained from

evaluating
∫

dtd3~u h(t ,~u) = 1 (i.e. neglecting any terms depending on~r⊥) and given as

C~r⊥ =
(

(2π)1/2|σt |sinψ0WT K2(W −1
T )

l=nb∑
l=1

Ql

)−1

. (2.40)

Now, Eq. 2.32, Eq. 2.39, and Eq. 2.40 are inserted into Eq. 2.25 which gives the total emitted

CTR energy per unit angular frequency, solid angle and area (on the target rear surface)

d2W

dωdΩdxdy

∣∣∣∣
CTR

= e2N (N −1)

4π3ε0c
[
WT K2(W −1

T )
]2
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)2
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Ql exp(iωtl )

∣∣∣∣∣
2

exp
(−ω2σ2

t

)

×exp

(
−~r

2
⊥
σ2

r

)
(τ0)8

[∣∣∣∣∫ ∞

τ0

dτI1(τ)eiωτ
∣∣∣∣2

+ (τ0)2
∣∣∣∣∫ ∞

τ0

dτI2(τ)eiωτ
∣∣∣∣2]

,

(2.41)

with I1,2(τ) as introduced in Eq. 2.35.

Qualitative Discussion of Spectral CTR Characteristics For the sake of a better quali-

tative understanding of Eq. 2.34 and Eq. 2.41, the general properties of the CTR spectrum are

discussed next. Coherence is reduced with increasing longitudinal dephasing and temporal

duration σt . The longitudinal dephasing of an electron bunch is stronger for thicker targets

because the longitudinal bunch expansion, due to electrons propagating at different veloci-

ties, increases with propagation. Longitudinal dephasing, and hence a coherence reduction,

is less pronounced at higher hot electron temperatures as relatively more electrons move at

v ≈ c. Moreover, the coherence loss due to longitudinal dephasing increases with decreasing

wavelength. This is reflected in the integrals in Eq. 2.34, Eq. 2.41, and the term exp
(−ω2σ2

t

)
which both cause a spectral decay of the CTR energy with decreasing wavelength. For short

pulses, it is more realistic to assume a non-constant number of electrons Ql per bunch. Hav-

ing, for example, Ql following the Gaussian envelope of the electric field of the laser pulse

results in a reduced intensity of the subpeaks between the harmonics and to an increased

spectral width of the harmonics as compared to a constant Ql . Hence, Eq. 2.34 and Eq. 2.41

provide the flexibility to calculate the CTR spectrum for an arbitrary distribution of Gaussian

electron bunches of varying charge. Nevertheless, it is more instructive to consider the two

most relevant cases to laser-plasma physics as discussed by C. BELLEI et al. [144] and H.
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POPESCU et al. [70].

In the simple case of an odd number of electron bunches nb with a constant time delay

∆t = tl − tl−1 between two successive bunches and Ql = 1, the substitution∣∣∣∣∣l=nb∑
l=1

Ql exp(iωtl )

∣∣∣∣∣
2

→ sin2(nbω∆t/2)

sin2(ω∆t/2)
(2.42)

can be applied. The consequent CTR spectrum shows peaks at multiples of the acceleration

frequency at the target front side, hence at ω= m2π/∆t with m = 0,1,2, ... (see Fig. C.1). The

width of those harmonics scales inversely with the number of electron bunches nb [144].

Between two harmonics, there are nb −2 subpeaks of much lower amplitude.

A more realistic model, called "Popescu model" in the following, considers nb electron

bunches accelerated at ωL and 2nb electron bunches accelerated at 2ωL. In that way, the

presence of different plasma heating mechanisms at the target front side is taken into ac-

count [70]. A schematic cross section of the laser-solid interaction to which the Popescu

model corresponds is given in Fig. 2.5. For the Popescu model, the substitution

∣∣∣∣∣l=nb∑
l=1

Ql exp(iωtl )

∣∣∣∣∣
2
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sin2

(
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πω
ωL

)
sin2

(
πω
ωL

) [
P 2

1 +4P 2
2 cos2

(
πω

2ωL

)
+4P1P2 cos

(
πω

2ωL

)
cos

(
πω

2ωL
+aω

)]
(2.43)

can be applied. Here, P1 (P2) refers to the relative amount of electrons per bunch accelerated

at ωL (2ωL) and a is the relative temporal delay between the two electron populations as

indicated in Fig. 2.5. Now, the relative intensity of the harmonics in the spectrum of CTR with

respect to each other depends on the ratio P1/P2 and a [70], which is discussed in more detail

in chapter 4. A typical example of a CTR spectrum and the underlying temporal hot electron

distribution in high-intensity laser-plasma interactions is plotted in Fig. 2.6. In comparison

to the upper subplot in Fig. 2.6, the peaks in the number of electrons at the target rear side,

refering to the electron bunches, are smeared out due to longitudinal dephasing. The CTR

spectrum in the lower subplot in Fig. 2.6 shows the typical peaks at harmonics of the laser

frequency with nb −2 subpeaks between neighboring harmonics.
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Figure 2.5.: A schematic cross section of the laser-solid
interaction with the parameters of the CTR model in-
spired by [70]. The target (e.g. a thin Al foil) is indicated
as a gray box. The sketched situation (TL ≈ 3.44fs) cor-
responds to a target which is approximately 2µm thick.
The laser accelerates bunches of electrons (blue and
green circles) at the target front side (left) towards the
target rear side (right) where they emit radiation.
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Figure 2.6.: Plots based on the presented CTR model, which depict the temporal hot electron
distribution at the target front and rear side together with the corresponding CTR spectrum
for an exemplary hot electron distribution. The hot electron distribution at the target front
side (upper subplot) as a function of time is acquired from h(~r⊥, t ,~u) by neglecting all terms
depending on ~r⊥ and ~u and setting d0 = 0. The hot electron distribution at the target rear
side (middle subplot) is calculated by numerically evaluating the integral

∫
d3~uh(~r⊥, t ,~u). The

normalized differential CTR energy (lower subplot) is calculated from Eq. 2.41 with the substi-
tution from Eq. 2.43 for typical experimental parameters of this thesis, namely Th = 0.4MeV,
d0 = 2µm and σt =TL/(10 ·p2) = 0.243fs (as proposed in [70] based on PIC results and fits to
experimental data). Moreover, P1 = 1, P2 = 1, a = 0.25TL and a combination of 20 bunches
spaced at TL and 40 bunches spaced at TL/2 which emit CTR was chosen. For simplification,
only one spatial dimension is considered by setting~r⊥ = 0. Analogous to the geometry in the
experiments of this thesis, the CTR is calculated for θ = 37° and α = 90° (see Fig. 2.2). More-
over, it is assumed that the electrons propagate normal to the target rear side (φ= 90°, ψ= 0°)
with no divergence (see Eq. 2.32).

2.5.3.2. Coherent synchrotron radiation (CSR)

The transition from the single-particle theory of SR to the superposition of SR emitted by

an ensemble of particles follows in general the same approach as for TR. As discussed by J.

D. JACKSON [116], the first step towards SR emitted by an ensemble of electrons would be

to substitute the velocity and acceleration in Eq. 2.17 by a sum over all the electrons in the

ensemble, thus

~n×
[(
~n−~β

)
×~̇β

]
(
1−~β·~n

)2 e iω[t−~n·~r (t )/c] →
N∑

j=1

~n×
[(
~n−~β j

)
×~̇β j

]
(
1−~β j ·~n

)2 e iω[t−~n·~r j (t )/c] . (2.44)

In the limit of a continuous electron distribution, this sum may be replaced by an ensem-

ble average over the normalized fast electron distribution h(~r , t ,~u), as suggested in [116, 147,

152]. The emitted CSR energy per unit of angular frequency and solid angle then becomes

d2W

dωdΩ
= e2N 2

16π3ε0c

∣∣∣∣∣
∫

d3~u
∫

d3~r
∫ ∞

−∞
dt h(~r , t ,~u)

~n×
[(
~n−~β

)
×~̇β

]
(
1−~β·~n

)2 e iω[t−~n·~r /c]

∣∣∣∣∣
2

. (2.45)

In contrast to TR, one cannot consider a single point of emission for an electron but rather
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needs to integrate over the curved particle trajectory which complicates the evaluation of Eq.

2.45. Moreover, the hot electron beam quite likely evolves into a fountain-like shape [134,

135] if the electrons recirculate towards the target at the target rear side. Thus, most of the

integrals in Eq. 2.45 would need to be evaluated numerically which requires extensive com-

putational resources and considerations beyond the scope of this work. Hence, most of the

discussion of the experimental results in chapter 4 rather relies on a qualitative discussion

of CSR. Due to the similarity of CSR and CTR, it can be safely expected that the influences of

the hot electron distribution h(~r , t ,~u) on the CTR spectrum hold also approximately true for

CSR. However, in section D.1 a very simplified version of Eq. 2.45 is introduced and numeri-

cally evaluated for a diverging electron beam to understand the polarization characteristics

of the measured COR.
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This chapter gives an overview over the methods used to investigate, measure, and ana-

lyze the optical radiation emitted from the rear side of thin foils which were irradiated by

high-intensity laser pulses. First, the setup used for the experiments of this thesis is shown.

Next, the single components of the experimental arrangement and their limitations are de-

scribed in more detail, namely the laser, the plasma mirror, the target and the polarization

resolved imaging of the rear side optical radiation. All the data analysis and calculations have

been performed using the programming language python [154–157]. However, the raw png-

images have been converted to txt-files, for better handling in python, using the graphical

system engineering software LabView 2014 [158].

3.1. Experimental Setup

The experiments of this thesis, were conducted at the POLARIS laser system [159, 160], oper-

ated at the Helmholtz Institute in Jena. The experimental setup is depicted in Fig. 3.1. After

the POLARIS laser pulses entered the target vacuum chamber, they were focused with a 6°

off-axis parabola ( f = 90cm focal length, f-number F ≈ f /6, silver coating) onto a plasma

mirror (PM). The reflected laser pulses from the PM were recollimated by an identical off-

axis parabola. Finally, the laser pulses were focused by a 19° off-axis parabola ( f = 30cm

focal length, f-number F ≈ f /2, silver coating) onto the thin Al target foils where intensities

up to 3×1019 W/cm2 are reached. The target rear side optical radiation was collected at an

angle of θ = 37° by an Mitutoyo apochromatic near-infrared (NIR) microscope objective with

a tenfold magnification1. The radiation collected by the microscope objective was brought

to an elevated beam line via a periscope to direct the radiation out of the vacuum chamber

through a window. The intensity of the rear side optical radiation varies strongly with the

laser intensity (chapter 4). To prevent saturation of the rear side radiation diagnostics, three

different neutral density (ND) absorption filter were mounted on a motorized stage (labeled

ctot in Fig. 3.1) which was located behind the exit window of the vacuum chamber. A wedged

fused silica (also called quartz glass) plate was placed behind the ND filter stage (ctot) to cou-

ple part of the radiation out to an imaging spectrometer. Behind the fused silica wedge, a

second periscope was used to lower the beam path height to the diagnostics level. An achro-

matic lens ( f = 40cm) was positioned after the second periscope to image the radiation onto

three cameras. To do so, three fused silica plates were used to couple part of the beam out

1The microscope objective is designed for a working distance of 30.5 mm and a wavelength range from 480 nm
to 1800 nm. The numerical aperture is 0.26. More details can be found at [161].
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Figure 3.1.: Schematic drawing of the experimental setup used for the laser-solid interaction
experiments presented in this thesis. The drawing is not to scale. If not specified differently,
the following color filters are used: b1 = bandpass filter at (520±20)nm, b2 = 1000 nm longpass
filter, and b3 = 900 nm longpass + 1000 nm shortpass filter. The ND absorption filters (c1, c2,
c3, and ctot) are adjusted to the COR intensity during the experiment but always considered in
the data evaluation.

onto the cameras. In front of the three cameras, there were different ND filters and spectral

filters as specified in the subheading of Fig. 3.1. Additionally, a Wollaston prism was placed

in front of Camera 1 which allows to separate the light incident on Camera 1 into radiation

polarized parallel and perpendicular to the optical axes of the Wollaston prism. In the fol-

lowing sections, the single components of the experimental setup in Fig. 3.1 are considered

in more detail.

Comment on the Imaging Spectrometers For the sake of completeness, the imaging

spectrometers are mentioned in the experimental setup (Fig. 3.1). However, the data from

the two imaging spectrometers are not analyzed in this thesis. After a few experiments and

an extensive literature research, it became clear that the COR needs to be measured over a

broad wavelength range. Moreover, the phase information is lost during the spectral inten-

sity measurement and phase retrieval algorithms must be employed to investigate the tem-

poral structure of COR [162–166]. All this was, however, not feasible with the experimental

possibilities at hand in this thesis.

3.2. Laser, Plasma Mirror and Target

POLARIS is a completely diode-pumped CPA laser system (see section A.3). After amplifi-

cation and compression (see Fig. A.1), the POLARIS laser provides, on average, 170 fs short

laser pulses at a central wavelength of λL = 1030nm which contain up to 3.5 J of energy on

the target at a repetition rate of 0.02 Hz on a daily basis. However, pulse duration and en-

ergy vary for successive laser pulses due to fluctuations in the POLARIS laser system. The
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next paragraph describes briefly how these laser parameters were measured during an ex-

periment. In that way, the laser intensity on the target surface could be calculated for every

laser shot.

Laser Parameter Diagnostics during Experiment Knowledge about the laser intensity

in the focal spot, where the target was placed, is of great importance for the interpretation of

high-intensity laser-matter interactions. As indicated by Eq. A.2, a calculation of the laser in-

tensity in the focal spot requires a measurement of the laser pulse energy, the pulse duration

of the laser pulses and the focal spot area A .

The pulse energy was measured using a calibrated pyroelectric energy measurement de-

vice which absorbs the laser pulse and calculates the laser pulse energy from current which

is generated by the temperature increase of the sensor head. The laser pulse duration was

estimated via second-order single-shot intensity autocorrelation (more details can be found

in section A.1 of [167]). Because the autocorrelation (AC) trace does not contain the full in-

formation about the amplitude and phase of the electric field of the laser pulse, a pulse shape

has to be assumed to calculate the pulse duration from the AC measurement [10]. Assum-

ing a Gaussian laser pulse shape (see Eq. A.5), the FWHM pulse duration τFWHM,AC can be

calculated from the AC signal. Additionally, a Gaussian distribution

IGauss(t ) = I0 exp
(
−4ln2

(
t/τFWHM,Gauss

)2
)

(3.1)

was fitted to the AC to determine τFWHM,Gauss. Using only τFWHM,AC would, however, over-

estimate the calculated laser peak intensity because a real laser pulse deviates from a per-

fect Gaussian shape and the energy in the side-wings of the AC would be neglected, as it

can be seen in Fig. 3.2. To approximately consider the peak intensity reduction due to en-

ergy in the side-wings of the AC, it has been chosen to approximate the pulse duration as

τFWHM = (τFWHM,AC + τFWHM,Gauss)/2. A more accurate measurement of τFWHM would re-

quire techniques which utilize optical correlation methods like, e.g., Frequency-Resolved

Optical Gating (FROG) or Spectral Phase Interferometry for Direct Electric Field Reconstruc-

tion (SPIDER) [10]. An exemplary AC measurement of an POLARIS laser pulse together with

a fitted Gaussian pulse can be seen in Fig. 3.2. Both, pulse duration τFWHM and pulse en-

ergy WL can be measured online during an experiment for every laser pulse (also called laser

shot). To do so, the (low-energy) leakage light of a highly reflective mirror was used. The

pulse duration τFWHM was measured behind the compressor (see Fig. A.1) whereas WL was

measured before pulse compression. The focal spot area AFWHM, however, had to be mea-

sured at low intensity to prevent the damaging of the diagnostics.

The focal spot area was measured by imaging the focal plane in the target chamber onto a

CCD-camera using a microscope objective (focal length f = 10mm) placed behind the focus

position and a lens (focal length f = 50cm) positioned outside of the vacuum chamber (Fig.

3.2 in [103] shows the geometrical setup of the focal spot imaging). The exposure time of

the camera is 250µs and therefore exceeds the laser pulse duration by orders of magnitude.

Hence, a non-calibrated, time integrated intensity distribution Imeas(x, y) (i.e. the energy
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Figure 3.2.: Exemplary autocor-
relation (AC) measurement of
one POLARIS laser pulse. Shown
is the AC intensity as a function
of time. Assuming an Gaussian
pulse shape, the pulse width has
been calculated and denoted in
the legend for the AC. Addition-
ally, a Gaussian distribution (Eq.
3.1) has been fitted to the AC.

fluence) was acquired after taking the magnification into account. Imeas(x, y) has then been

used to calculate the area AFWHM and the quality factor qFWHM with respect to the Full Width

at Half Maximum (FWHM):

AFWHM =
Ï

Imeas(x,y)> 1
2 max(Imeas(x,y))

dx dy (3.2)

qFWHM =
Î

Imeas(x,y)> 1
2 max(Imeas(x,y)) Imeas(x, y)dx dyÎ
R2 Imeas(x, y)dx dy

. (3.3)

For the discretized camera images, these integrals transform into finite sums. The quality

factor qFWHM corresponds to the percentage of laser energy contained in AFWHM. In case

of an ideal Gaussian intensity distribution in the focus (Eq. A.3 for z = 0), the quality factor

becomes qFWHM,Gauss = 0.5.

Assuming a Gaussian intensity distribution in space and time, the peak intensity I0 can be

calculated from the measured pulse properties

I0 =
√

ln16

π

ln256

8

WL

AFWHMτFWHM
≈ 0.65

WL

AFWHMτFWHM
, (3.4)

with the natural logarithm ln. Because the real laser focal spot deviates from a perfect Gaus-

sian shape, the ratio of the measured quality factor qFWHM,meas (usually between 0.12 and

0.15) to qFWHM,Gauss needs to be considered in the calculation of the laser intensity on the

target. Moreover, the laser energy on target is additionally reduced by the compressor trans-

mittance (60 %) and the reflectivity of the PM (70 %). Hence, the peak intensity on target is

I0, ontarget ≈ 0.65
qFWHM,meas

qFWHM,Gauss

WL ·0.6 ·0.7

τFWHMAFWHM
, (3.5)

which was varied during an experiment by changing the laser pulse energy WL.

Plasma Mirror (PM) The PM is made of a substrate with an anti-reflective coating de-

signed for the laser wavelength. Hence, the PM has a very low reflectivity (R < 0.1%) until a

certain threshold laser intensity on the PM is reached. Then, the PM is ionized and becomes

reflective. In that way, the PM lowers the intensity of the rising edge of the laser pulse to
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reduce early ionization and expansion of the target before the arrival of the main laser pulse

[168].

Target Positioning The accuracy of the calculated intensity in Eq. 3.5 depends not only

on the precision of the measured quantities WL, AFWHM, and τFWHM, but also on the precise

positioning of the target in the laser focus. Hence, the Al foils used as targets were placed

on a target holder which is mounted on a motorized stage with three degrees of freedom

(xyz-translation) for precise positioning. As described on page 45 in [103] in more detail,

the target rear surface was illuminated with a cw-laser and imaged with the focus (micro-

scope) objective to place the Al foils at the laser focal position with a precision of∆z ≈ 10µm.

However, the Rayleigh length of the laser (zR ≈ 11.7µm) is comparable to ∆z. Therefore, the

calculated I0, ontarget provides an upper limit for the peak intensity on target. The actual peak

intensity on target might by reduced by up to 42 % if the target was placed out of focus by

10µm.

3.3. Rear-Side Optical Radiation Diagnostics

3.3.1. Imaging

In chapter 2, it is explained how electrons are accelerated at the target front side towards the

target rear where they give rise to COR. As sketched in Fig. 3.1, the COR emission spot on the

target rear surface was imaged onto three CCD-cameras using an apochromatic microscope

objective in combination with an achromatic focusing lens outside of the target chamber.

Due to the design of the microscope objective, the object (i.e. the COR from the target rear

side) needs to be placed at the focal position of the microscope objective to correct for aber-

rations. The magnified image of the object is thus at infinite distance and therefore a second

lens, which is also called tube lens, was placed behind the microscope objective to produce

an image of the object in its focal plane where also the camera chip was located [10]. The

microscope objective collected radiation at an angle of θ = 37° and α = 90° with respect to

the coordinate system defined in Fig. 2.2. In that way, we were close to imaging at θ = 0°

without risking that laser light which tunnels through the target is collected by the rear side

radiation diagnostics [169].

3.3.1.1. Calibration and Systematic Errors

To calibrate the imaging setup, a positive 1951 USAF test target [170] was placed at the po-

sition of the target and illuminated with a green alignment laser incident at 37° to the test

target front surface normal. The corresponding calibration images1 for camera 1 can be seen

in Fig. 3.3a and Fig. 3.3b. The size of the bars seen in Fig. 3.3 is provided by the manufacturer

of the test target and can be compared to the size in pixel of the image of those bars on the

1Calibration images were also acquired with camera 2 and 3. However, there is no significant difference between
the calibration images of the different cameras. Hence, only the calibration images of camera 1 are shown as an
example in Fig. 3.3a and Fig. 3.3b.
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camera. In that way, the imaging has been calibrated by rescaling the image axes from pixel

to micrometer. The rescaling factors acquired from the calibration images (Fig. 3.3a and Fig.

3.3b) have been used throughout this thesis for the presented data.

Looking at Fig. 3.3a and 3.3b, the systematic errors of the imaging setup become clear.

First of all, only a limited region of around 20µm in y-direction was in focus. Hence, parts

of the imaged rear surface COR emission spot, as presented in section 4.1, were not in focus.

This is aggravated by the fact that the pointing of the POLARIS laser was not stable and there-

fore the position of the focal spot changed for consecutive shots by several micrometers.

This translates into a fluctuating position of the imaged COR emission spot. As suggested

by J. HEIN [171], one can prevent the limited sharp region in y-direction by rearranging the

experimental setup (see Fig. 3.1) to fulfill the Scheimpflug condition1 [172]. By rotating the

camera to fulfill the Scheimpflug condition, a sharp image of the target rear side could be

acquired also for imaging at oblique angle. This could be particularly interesting for future

experiments.

Moreover, the dust particles on the test target, marked by red arrows in Fig. 3.3a and 3.3b,

show an asymmetric diffraction pattern. Such asymmetric diffraction patterns look like the

imaging error coma. Whereas the microscope objective is corrected for coma, the lens in

front of the cameras in Fig. 3.1 is only corrected for chromatic aberrations but not for coma.

Coma is a monochromatic aberration which results in asymmetric images of point sources

if the incident light rays are not parallel to the symmetry axis (i.e. its optical axis in this case)

of the lens. This is illustrated in Fig. 3.4. Because the outer light rays (B) experience a differ-

ent magnification than central rays (A), the off-axis light rays from the object are not imaged

onto a single point (A’) but rather form circles which are shifted with respect to each other.

The larger the distance of the light rays to the center of the lens, the larger is the circle (and

its distance d to the smallest circle) which those rays form on the image screen. The result-

ing image of a point object on the screen looks like a comet and hence the name coma [117].

Moreover, the direction of the asymmetry introduced by coma is the same even if the object

is out of focus of the microscope objective. This can be understood from the analogy of shift-

ing the screen in Fig. 3.4 along the optical axis. Hence, misalignment in the imaging setup

(Fig. 3.1), namely an off-axis incident angle on the lens in front of the cameras, causes coma

which is a reasonable explanation for the asymmetric diffraction patterns in Fig. 3.3a and

3.3b. In Fig. 3.3c, an one and a half years older calibration image taken by G. A. BECKER can

be seen. Here, the test target was illuminated by a broadband nonlinear optical paramet-

ric amplification (NOPA) light pulse [169] and the diffraction pattern of small dirt particles

are symmetric. Hence, the experimental setup in Fig. 3.1 was probably slightly misaligned

during the experiments of this thesis. Due to limited laser beam time, the systematic cal-

ibration of the imaging setup has been done after the laser-solid experiments. Hence, the

experimental data shown in chapter 4 is most likely influenced by coma. This shows, that

1The Scheimpflug condition states for imaging at an oblique angle (like in the present thesis) that an object plane
is imaged sharply onto an image plane if the image plane is tilted so the intersection of the object plane and the
middle plane of the lens lies in the object plane [172]
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3.3. Rear-Side Optical Radiation Diagnostics

(a) Calibration image taken on July 29, 2021. (b) Calibration image taken on July 29, 2021.

(c) Calibration image taken on January 21,
2020, by G. A. BECKER (georg.becker@uni-
jena.de).

Figure 3.3.: Images of a positive 1951 USAF resolution test target taken with camera 1. In con-
trast to the setup shown in Fig. 3.1, the Wollaston prism, the ND filters, and the color filters
were removed from the beam path. Moreover, the test target (located at the target position)
was illuminated with a green alignment cw laser incident at 37° to the test target front surface
normal in (a) and (b). The width of the visible structures in the images has already been taken
into account to calibrate the scaling of the x- and y-axes. The axis labels refer to the geomet-
rical setup specified in Fig. 2.2. Due to imaging at an angle of θ = 37°, only a limited region
(in y-direction) of the test target was positioned in the focal plane of the microscope objective
and hence sharp. In (a), the horizontal bars are sharp whereas in (b) the test target was moved
to bring the vertical bars into focus. Red arrows mark dust particle which show an asymmetric
diffraction pattern. (c) shows also an image of a positive 1951 USAF resolution test target taken
one and a half year ago with the same experimental setup (without the fused silica wedge). In
that way, the influence of changes in the alignment on the imaging is illustrated. Moreover, the
test target was illuminated with a broadband (700 nm to 900 nm) nonlinear optical parametric
amplification (NOPA) light pulse in (c).
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A

A‘

B

B

B‘

optical axis

screen

d Figure 3.4.: Illustration of coma.
The off-axis incident rays from a
point object at infinite distance
are imaged onto different points
on the screen. In two dimen-
sions, those points form circles
(orange) as schematically shown
on the right. Figure reproduced
in modified form from [117].

it is important to check the alignment of the experimental setup before the experiment to

correct for any misalignment.

Due to these systematic errors, the size and shape of the rear surface COR emission spot,

as imaged in the experiment, can be trusted only to a certain extent. The total pixel count,

however, is proportional to the energy of the emitted COR and therefore unaffected by these

systematic errors. Moreover, either the test target was slightly rotated or the periscopes were

misaligned because the horizontal bars in Fig. 3.3a are supposed to be parallel to the edges

of the image which they are not.

Relative Intensity Calibration In the experiments of this thesis, rear surface COR was

investigated in three different wavelength regimes with three cameras (as sketched in Fig.

3.1). To compare the data from the three cameras, they need to be intensity-calibrated with

respect to each other. To do so, the spectral transmission data of the absorptive ND filters

provided by the manufacturer [173] has been used. As described in section 2.5.3, the spec-

trum of COR shows maxima at harmonics of the central laser frequency with increasing spec-

tral intensity at wavelengths closer to those harmonics. Thus, the spectral transmission data

has been interpolated and evaluated at 515 nm for camera 1, at 1030 nm for camera 2, and

at 975 nm for camera 3 due to the chosen spectral filters1. Now, the camera images have

been divided by the product of the spectral transmission of the ND filters placed between

the microscope objective and the corresponding camera to relatively calibrate the measured

intensity. Next, the images have been divided by the quantum efficiency of the camera, pro-

vided by the manufacturer. As discussed before in the context of the ND filters, the quantum

efficiency is evaluated at the wavelength of the spectral regime investigated by the respec-

tive camera. Moreover, the camera images have been noise-corrected. To do so, the mean

value of a camera region without COR-signal (at an edge of the image) has been subtracted

from the image. As the benefit does not justify the effort, the cameras are not absolutely

intensity-calibrated but only relatively with respect to each other. Therefore, the measured

COR intensity is given in arbitrary units (arb. u.) throughout this thesis.

1Camera 3 investigated the spectral region from 900 nm to 1000 nm. However, the spectral intensity of the mea-
sured COR is expected to be much stronger close to 1000 nm than close to 900 nm. Therefore, it has been chosen
to use the spectral transmission of the ND filters at 975 nm instead of 950 nm which would lie in the middle of
the investigated region. After all, the difference in transmission between 975 nm and 950 nm is relatively small.

36



3.3. Rear-Side Optical Radiation Diagnostics

3.3.2. Wollaston Prism

In section 2.5, it is discussed how the polarization of the observed TR and SR depends on

the direction of motion of the hot electrons. Moreover, C. BELLEI et al. demonstrated that

analyzing the polarization of the emitted COR allows to determine if SR or TR is the main

emission mechanism of the observed radiation [75]. To measure the polarization of the COR

at the second harmonic (515 nm), a Wollaston prism has been positioned in front of camera

1. The Wollaston prism1 was rotated in a way that it vertically separates radiation perpen-

dicular (S-polarization in geometry of Fig. 2.2) and parallel (P-polarization in geometry of

Fig. 2.2) to the optical table by 1.06° (at 515 nm). Hence, both polarizations were separated

spatially after a few centimeter propagation but still could be measured on the same camera.

General Working Principle A Wollaston prism is formed of two birefringent prism, usually

made of quartz or calcite, which are cut at a certain angle and glued together so the optical

axes of the two prisms are perpendicular to each other and to the front and rear surface

normal of the prism. This is sketched in Fig. 3.5. Light entering from the left in Fig. 3.5

travels until the intersection of the two prisms where double refraction takes place. Double

refraction refers to the fact that light which is polarized parallel to the optical axis of the

second prism is refracted at a different angle than light which is polarized perpendicular to

the optical axis of the second prism [117].

Evaluation of Polarization Resolved Images Due to the angular separation introduced

by the Wollaston prism, two images, one for each polarization direction, appeared on camera

1. This can be seen in the calibration camera image of an Al foil edge in Fig. 3.6. The foil cov-

ered half of the hole in the target holder. The reflection from the rear side of the fused silica

beam splitter can be seen on the right side of the camera image in Fig. 3.6 but is ignored in

the analysis of the experimental data. The upper image (inside the magenta rectangle) cor-

responds to the image of the P-polarized radiation transmitted through the hole whereas the

lower image (inside the lime rectangle) corresponds to the S-polarized radiation. In an actual

experiment (as presented in section 4.1), the magenta (lime) rectangle in Fig. 3.6 contains

the image of the P-polarized (S-polarized) COR from the target rear side. The analysis of the

experimental results requires to overlap the two images on camera 1. Hence, the vertical and

horizontal separation of the two images in Fig. 3.6 needs to be determined as a calibration.

To do so, a green alignment laser incident at 37° to the target front surface normal was used

to image the edge of an Al foil, which covered half of the hole in the target holder, on camera

1. The two normalized images of the edge on camera 1 (regions framed in magenta and lime

in Fig. 3.6) have been overlapped and the absolute difference has been minimized by shift-

ing the position of one image with respect to the other one. Using the calibrated vertical and

horizontal separation between the two images on camera 1, the space-resolved polarization

1The uncoated prism is made from Crystal Quartz for a wavelength range from 400 nm to 2µm. More details can
be found at [174].
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Figure 3.5.: Schematic drawing of the cross-section of a
Wollaston prism which consists of two birefringent crys-
tals whose optical axes (indicated as black dots and lines)
are perpendicular to each other. The light is incident nor-
mal to the front surface. The polarization direction of the
light is indicated by blue lines and dots. Due to double-
refraction at the intersection of the two prisms, the light is
separated in two beams which are polarized perpendicular
(upper beam) and parallel (lower beam) to the optical axis
of the second crystal.

Figure 3.6.: Raw camera image (acquired with camera 1) of the edge of an Al foil, which cov-
ered half of the hole in the target holder. In contrast to the experimental setup in Fig. 3.1, no
ND filters and no color filters were used and the target was illuminated with a green alignment
laser incident at 37° to the front surface normal. The Wollaston prism splits the slightly diag-
onal polarized light transmitted through the hole into two images on the camera chip, one for
each polarization direction (as specified in the legend). The noise level was determined from
an empty image region and subtracted from every pixel. The lower limit of the color scale is
chosen to lie above the noise.

ratio of the measured electric field strengths |ES(x, y)|/|EP(x, y)| of S- and P-polarized COR

could be calculated (see section 4.1).

For a Wollaston prism which is aligned perfectly parallel to the optical table, the horizontal

separation is zero. This is however not the case in Fig. 3.6. Due to an alignment error before

the experiment, the Wollaston prism was rotated. Hence, the polarization was measured in

reference to the optical axes of the rotated Wollaston prism. To correct for this, the electric

field strengths of S- and P-polarized light measured in the reference system of the Wollaston

prism (ES,meas and EP,meas) have been projected on the axes perpendicular (S-polarization

in geometry of Fig. 2.2) and parallel (P-polarization in geometry of Fig. 2.2) to the optical

table.

Data Correction Considering the Fresnel equations of refraction [2], one can see that the

reflectivity of the fused silica plate in front of camera 1 which is used as a beam splitter

(sketched as a slightly transparent, blue bar in Fig. 3.1) has the strongest influence on the

measured polarization. The refractive index of fused silica is ηFS(515nm) ≈ 1.46 [175–177].

Hence, the reflected intensity is roughly a factor of 12 larger for S-polarized light incident at

45° on the quartz plate as compared to P-polarized light. To compensate this difference in
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reflectivity, the measured intensity of S and P polarized light has been divided by the respec-

tive reflectivity of the fused silica plate. Additionally, the images of S- and P-polarized COR

have been corrected for the polarization dependent transmission of the fused silica wedge

which was located between the two periscopes in Fig. 3.1.

Furthermore, the polarization information acquired with the Wollaston prism was used

for the relative intensity calibration of camera 2 and 3 without a Wollaston prism placed

in front of them (see Fig. 3.1). To do so, camera 2 is corrected for the transmission of the

first fused silica plate and for the reflectivity of the second fused silica plate in the beam

path. Camera 3, on the other hand, is corrected for the transmission of the first and second

fused silica plate in the beam path and for the reflectivity of the third fused silica plate. The

transmission and reflectivity are calculated as a sum of the transmission and reflectivity of

S- and P-polarized light, weighted by the relative amount of S- and P-polarized COR mea-

sured with camera 1 for every laser shot. The transmission and reflectivity is evaluated at the

wavelength according to the spectral regime investigated by this camera, as discussed in the

paragraph Relative Intensity Calibration on page 36. This calibration procedure, however,

assumes that the polarization is similar in the different spectral regimes investigated with

the cameras (see Fig. 3.1). Admittedly, the COR in the different spectral regimes is expected

to be caused by electrons with a different temporal structure. On one hand, the COR at the

laser frequency (investigated by camera 2) is predominantly caused by hot electrons which

are accelerated at the laser frequency ωL at the target front side. On the other hand, COR

at the second harmonic (investigated by camera 1) and in between (investigated by camera

3 (900–1000 nm)) is caused by two hot electron populations, namely hot electrons acceler-

ated at ωL and at 2ωL. However, for a first approximation it is reasonable to assume that the

momentum distribution of the hot electron population, which mainly determines the po-

larization of COR, is similar for these two electron currents. Hence, it can be assumed that

the polarization is similar in the different spectral regimes investigated by the cameras. This

assumption may introduce a certain error. However, neglecting completely the transmission

and reflectivity of the fused silica plates for camera 2 and 3 is expected to introduce an even

larger systematic error.
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A better understanding of the transport of large electron currents through an overdense

plasma may lead to further progress and improvements in Fast Ignition (FI) in Inertial Con-

finement Fusion (ICF) and laser-driven ion acceleration (e.g. via Target-Normal-Sheath-

Acceleration (TNSA)). To study such electron transport, the POLARIS laser was focused onto

thin Al target foils as sketched in Fig. 3.1. In such a situation, the target is ionized by the laser

and a certain fraction of the laser pulse energy is absorbed to accelerate electrons towards

the target rear surface as described in section 2.1 and 2.3. The optical rear surface radiation

emitted by these fast electrons is studied and characterized systematically in this chapter

using the experimental setup displayed in Fig. 3.1. The presented studies allow some gen-

eral conclusions on the parameters and the transport of the fast electrons which emitted the

measured radiation.

The rear surface emission region was imaged onto three cameras equipped with different

spectral filters. In that way, the rear surface radiation was measured spatially resolved at the

second harmonic (515 nm), the central laser frequency (1030nm), and in an intermediate

region (900 nm to 1000 nm). Moreover, a Wollaston prism was placed in front of camera 1

to additionally measure the polarization characteristics of the radiation at 515 nm spatially

resolved. With these diagnostics at hand, the COR emitted from Al targets of varying thick-

ness (0.4–8µm) was investigated for incident laser intensities ranging from 3×1018 W/cm2

to 3×1019 W/cm2.

This chapter is structured as follows: First, exemplary camera images are presented for

different target thicknesses to qualitatively analyze the spatial intensity distribution of the

imaged COR emission spot. Next, the experimental results of the scaling of the total emitted

COR with laser intensity and target thickness are presented and compared to calculations

and results from literature. This allows to draw some conclusions on the laser absorption at

the target front side and the characteristic energy of the hot electron distribution. The last

section is dedicated to a systematic analysis of the polarization characteristics of the emitted

COR radiation.

Important Note Due to the comparably long exposure time of the cameras, the time-

integrated spatial intensity distribution, i.e. the fluence, of COR has been measured. How-

ever, the term intensity is often used throughout this chapter instead of the physically precise

term fluence. Hence, one should always keep in mind that without further specification it is

always referred to the time-integrated intensity and time-integrated electric field strength of
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the measured COR in this chapter.

4.1. Exemplary Camera Images of Coherent Optical Radiation
(COR)

Hundreds of images have been acquired of COR emitted from thin Al foil rear surfaces.

Therefore, some exemplary images have been chosen to give a first qualitative impression

of the COR images which form the basis of the more quantitative analysis in the follow-

ing sections. The selected images are representative of the general spatial structure of the

imaged rear surface COR emission spot for the different target thicknesses and experiment

days. However, the COR images vary slightly from laser pulse to laser pulse for the same

target (as shown in Fig. E.2). This might be due to fluctuations in the POLARIS laser (e.g.

fluctuations in intensity and pulse duration or spatial, angular and spectral fluctuations in

the pulse front). Also fluctuations or unknown underlying correlations in the hot electron

generation, acceleration and propagation, which influence the emission of COR, may cause

the shot-to-shot differences in the measured COR.

The exemplary COR images are plotted in Fig. 4.1 for different target thicknesses as speci-

fied in the subfigure headings. Fig. 4.1a to 4.1c show data from experiment day #1, whereas

the exemplary COR images from experiment day #2 are shown in Fig. 4.1d to 4.1f. The char-

acteristics of the laser pulse, which induced the emission of the measured COR, are specified

in the heading of each subfigure. Moreover, the horizontal angle ϕparabola of the parabola

which focuses the laser pulse on the target is stated in the subfigure heading. The horizon-

tal parabola angle ϕparabola influences the position of the laser focal spot at the target front

surface and therefore also the position of the imaged COR emission spot at the target rear

surface. Each subfigure contains four color plots which show the intensity and polarization

distribution of the rear surface COR emission spot imaged with the three cameras (see Fig.

3.1 for the experimental setup). The camera is specified in the heading of each color plot

according to the spectral range which is investigated by this camera.

The imaged rear surface COR emission spot is oriented as if one would look directly at

the target rear side with the coordinate system specified in Fig. 2.2. Whereas the scaling of

the x- and y-axes has been calibrated to investigate the COR’s source size at the target rear

surface, the offset of the x- and y-axes has not been calibrated. Therefore, a white line is

plotted which acts as a y-axis-reference to compare the position of COR at the target rear

between the different cameras. This white line refers to a fixed position at the target rear

surface. Moreover, the axes of the four plots within one subfigure span the same range.

The first, third, and fourth plot of every subfigure show the spatially resolved COR intensity

in different spectral regions. The latter two plots, however, could not be precisely corrected

for the polarization dependent transmission and reflectivity of the fused silica wedge and

plate in the beam path as no Wollaston prism was placed in front of those cameras to mea-

sure the polarization. The second plot of each subfigure shows the polarization character-

istics by plotting the ratio |ES|/|EP| of the absolute electric field strength at (520±20) nm for
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(a) Day #1:

(b) Day #1:

(c) Day #1:

(d) Day #2:

(e) Day #2:

(f ) Day #2:

Figure 4.1.: Plots of the (time-integrated) intensity I and polarization characteristics of the
COR measured on two days in different spectral ranges. The Al target thickness is specified
together with the laser parameters and the horizontal angle of the focusing parabola (in arbi-
trary units) in the heading of each subfigure, which consists of four color plots. The underlying
camera is specified in the plot heading. A magenta crosshair marks the center of mass (c.o.m.)
of the region where the measured intensity I fulfills I > Imax/2. The x- and y-axes are not off-
set calibrated. Therefore, the white line acts as a y-axis-reference because it refers to a fixed
position at the target rear surface.
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the two measured polarization directions (horizontal (EP) and vertical (ES) to the optical ta-

ble or to the y-axis according to Fig. 3.1). In that way, spatial variations in the polarization of

the imaged COR emission spot can be seen. The ratio |ES|/|EP| has first been initialized as an

array of ones. To avoid numerical complications, the ratio |ES|/|EP| has only been calculated

at positions where both, numerator and denominator are not zero. The intensity plots in Fig.

4.1 have a logarithmic color scale to make structures at low intensity visible. Additionally, the

data of Fig. 4.1 are plotted in Fig. E.1 with a linear color scale.

4.1.1. Shape and Position of the COR Intensity Distribution

If one looks at the intensity plots in Fig. 4.1 (and Fig. E.2), a few general things can be ob-

served: First of all, the COR shows one (or more) small maxima next to the center of mass

(c.o.m.) which are surrounded by a large region of low-intensity COR. The large region of

low-intensity COR might be due to recirculating electrons as suggested in [75]. Moreover,

the COR intensity distribution is asymmetric. As one can see by comparing the distance be-

tween c.o.m. (magenta crosshair) and y-axis-reference (white line) for shots with the same

horizontal parabola angleϕparabola, the COR emission spot moves by several micrometers for

consecutive shots. Hence, the COR will often lie outside of the sharp focal region. Because of

imaging at an angle of θ = 37° instead of θ = 0°, the focal region of the microscope objective

spans roughly 20µm in y-direction. Due to the high experimental complexity, only a coarse

alignment of the position of the focal region of the microscope objective with respect to the

COR emission spot position was done. Hence, the COR emission spot was maybe located

systematically outside of the focal region of the microscope objective.

4.1.1.1. Approaches to Explain Asymmetry in COR Images

Coma As discussed in section 3.3.1, the imaging setup was probably misaligned during the

experiment and the imaging aberration coma was present. Coma makes symmetric objects

appear as asymmetric images on the camera. This could be seen for small dust particles on

a test target in Fig. 3.3a and 3.3b. Therefore, coma is among the more likely explanations for

the asymmetry in the COR Images in Fig. 4.1, E.1, and E.2.

Laser Focal Intensity Distribution In comparison, the laser focal spot on the target front

surface is more symmetric than the COR images, as one can see in Fig. 4.2. However, the

focus is already at low laser pulse energy slightly asymmetric. As the laser focal spot cannot

be measured at full laser energy [169], it remains unclear how the laser intensity distribution

on the target front surface looked like during the experiment. One would at least expect

that the laser focal spot (Fig. 4.2) becomes rather more asymmetric than more symmetric if

the laser energy is increased [169, 178]. Moreover, it is also unclear what spatial phase was

imprinted on the laser pulse by the plasma mirror (PM) [169] as the laser focal spot in Fig. 4.2

was measured using the silver edge of the PM. Depending on the time between ionization of

the PM surface and reflection of the main laser pulse, the plasma surface of the PM expands

and parts of the main laser pulse might are reflected from a curved PM surface. The phase
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Figure 4.2.: Time-integrated intensity (i.e. flu-
ence) distribution of the focal spot of the PO-
LARIS laser at low energy and in logarithmic
scale. The focal spot area is AFWHM ≈ 11.1µm
and the q-factor is qFWHM = 0.12 (as defined in
Eq. 3.2 and 3.3). The focal spot was measured
at experiment day #1 using the focus (micro-
scope) objective (as schematically shown in Fig.
3.2 in [103]). The scaling of the x- and y-axis
has been extracted from the focus imaging pro-
gram. Furthermore, the plotted intensity distri-
bution has been noise-corrected.

imprinted by a curved PM surface varies across the focal spot and therefore additionally

influences the intensity distribution of the laser focus on the target surface. However, the

phase imprinted by the PM on the laser pulse is expected to be negligible in the presented

experiments due to the sufficient low pulse duration and fluence (on the PM) of the POLARIS

laser [179]. Additionally, the plasma at the target surface was probably already expanded to

a certain extent at the arrival of the main laser pulse due to the rather flat rising edge of

the POLARIS laser pulse [169]. Hence, the laser intensity distribution on the plasma surface

probably deviated from the measured focal spot in Fig. 4.2 as the laser pulse was probably

reflected by the plasma before reaching the focal spot position.

A Diverging Electron Beam Imaged at 37° A different explanation for the asymmetric

COR images is a diverging electron beam. As COR is emitted inside a cone which points in

the electron propagation direction, more radiation is collected by the microscope objective

from those electrons who fly towards to microscope objective (θ = 37°). To illustrate this

idea, a diverging electron beam is assumed which center is directed normal to the target

rear surface. Electrons which fly towards the microscope objective hit the target rear surface

left of the center of the electron beam. Hence, the COR intensity distribution imaged at

an oblique angle of 37° with the microscope objective is expected to be asymmetric for a

diverging electron beam. However, calculations indicate that the asymmetry introduced by

such imaging at oblique angle is not large enough to explain the asymmetry in the imaged

rear surface COR emission spots shown in Fig. 4.1.

Chromatic Transmission of Fused Silica Wedge Due to Snell’s law of refraction and

the wavelength dependent refractive index of fused silica [175–177], the transmitted light at

the fused silica wedge is spatially and angularly separated in its different wavelength compo-

nents. Hence, the images should appear smeared out on the camera chip. However, the an-

gular separation for radiation at the second harmonic, assuming a FWHM of 10 nm1, is only

0.002° [180]. This angular chromaticity, introduced by the wedge, results in a separation of

roughly 5 pixels on the camera between radiation at 510 nm and radiation at 520 nm. There-

1This is on average the FWHM of the spectral peak observed with the imaging spectrometer.
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fore, angular chromaticity, introduced by the wedge, is not sufficient to explain the asymme-

try in the COR images. Moreover, already the calibration images in Fig. 3.3a and 3.3b, taken

with a narrowband cw laser, show asymmetry. Nevertheless, the fused silica wedge and also

the plates in front of the cameras slightly smear out the COR images along the horizontal

axis.

Conclusion on Asymmetry The observed asymmetry of the COR images cannot be ex-

plained by simple geometric considerations (including the asymmetric imaging geometry)

or when taking into account the asymmetry of the focal spot. However, the total pixel count

of a camera image is unaffected by the asymmetry and by systematic imaging errors. The

sections 4.2 to 4.4 therefore focus on the total pixel count, corresponding to the energy of

the emitted COR in different spectral regimes.

4.1.2. COR Spatial Intensity Distribution for Different Target Thicknesses
and Spectral Regions

If one compares the COR plots (in Fig. 4.1) taken with the same camera and at the same ex-

periment day but for different target thicknesses, the general structure of the spatial COR in-

tensity distribution remains the same whereas the intense region of COR (I > Imax/2) around

the c.o.m. varies (see Fig. 4.1a to 4.1c and Fig. 4.1d to 4.1f). However, these differences in

the intense region of COR are also present for successive images when the target thickness

remains unchanged (see Fig. E.2). Therefore, these shot-to-shot fluctuations in COR are

probably due to fluctuations in the POLARIS laser and/or in the hot electron generation, ac-

celeration, and propagation, as mentioned in the beginning of this section, which strongly

depend on the exact laser parameters on a specific laser shot. Moreover, the COR images

look systematically different for the two experiment days from which the data is presented

in Fig. 4.1. Most likely, undesired changes in the POLARIS laser (e.g. changes in the temporal

pulse structure or spatial, angular, and spectral changes in the pulse front) are responsible

for the general difference between the COR images from two experiment days. Hence, the

data from different experiment days can only be compared to a certain extent. The rest of

this thesis therefore focuses almost entirely on the data from experiment day #1 where a

larger range of target thicknesses was investigated.

Comparing the COR intensity distribution acquired with the different cameras in different

spectral regimes is also very insightful. In general, the COR at 1030 nm (1000 nm longpass

camera) is roughly an order of magnitude more intense than the COR radiation at the sec-

ond harmonic ((520±20) nm camera) and in the regime between (900–1000 nm camera).

This is investigated in more detail in section 4.3. Moreover, the COR intensity distributions

(for the same laser shot) in Fig. 4.1 vary in shape and relative position (distance between

c.o.m. and y-axis-reference line) for the different investigated spectral regimes. The most

likely explanation is that these differences are linked to differences in the hot electron cur-

rent which emitted the COR at the target rear side. The COR at the laser frequency (1000 nm

longpass camera) is predominantly caused by hot electron bunches which are generated at
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the laser frequencyωL (see Fig. C.1) at the target front side and then accelerated into the tar-

get. On the other hand, COR at the second harmonic ((520±20) nm camera) and in between

(900–1000 nm) is caused by hot electron bunches generated at ωL and bunches produced

at 2ωL. Due to the differences in the acceleration at the target front side between hot elec-

tron bunches produced at ωL and bunches generated at 2ωL, it is very likely that one can

expect also spatial differences in the COR emitted by these hot electrons at the target rear

side. However, a quantitative analysis, where the COR emission spot position on the three

cameras was compared, showed no correlation with target thickness or laser intensity.

4.1.2.1. Source Size of COR, Pinching, Filamentation and Divergence

All the images in Fig. 4.1 show the clear tendency that the intense region of COR (I > Imax/2)

is larger at longer radiation wavelengths. To investigate this observation, a quantitative anal-

ysis is carried out in this subsection. Due to fluctuations in the COR emission spot position

and imaging at θ = 37°, the COR emission spot was rarely in the focal plane of the micro-

scope objective, as discussed before. Hence, the absolute size of the COR image is system-

atically too large if the COR emission at the target rear surface is not in the focal plane of

the microscope objective. Therefore, the COR’s source size is relatively compared between

camera 1 ((520±20) nm) and camera 3 (900–1000 nm). In the spectral regions investigated

by these cameras, both types of hot electrons, electron bunches generated at ωL and elec-

tron bunches generated at 2ωL, are expected to contribute significantly to the total mea-

sured COR. In comparison, camera 2 (1000 nm longpass) measures mainly COR emitted by

hot electron bunches produced at ωL, because the COR spectrum of hot electron bunches

generated at 2ωL has no maximum at ωL (see Eq. 2.42 and Fig. C.1).

From Fig. 4.3 it can be seen that the COR exhibits a systematically smaller area at 515 nm

than in the range from 900 nm to 1000 nm. However, the variance of the data points in

Fig. 4.3 is very large. As the COR at 515 nm and in the range from 900 nm to 1000 nm

is expected to be caused by the same electrons, it is surprising that the COR’s source size

is smaller at 515 nm. However, a possible explanation could be the size of the hot elec-

tron beam which caused the COR. If the size of the electron beam is below the resolution

limit of the microscope objective in the range from 900 nm to 1000 nm, the image of the

COR caused by this electron beam is smaller on the (520±20) nm camera than on the 900–

1000 nm camera. The resolution limit of a microscope objective is given as dlim = 0.61λ/NA,

where λ is the wavelength of the light and NA is the numerical aperture of the microscope

objective [1]. For light with a wavelength of 515 nm, the theoretical resolution limit of the

used imaging setup (see Fig. 3.1) is dlim ≈ 1.2µm, whereas dlim(λ = 1000nm) ≈ 2.3µm.

Hence, the area ratio plotted in Fig. 4.3 provides information on the COR’s actual source size.

An area ratio AFWHM((520±20)nm)/AFWHM(900–1000 nm) of unity corresponds to source

size of COR which is equal to or larger than the resolution limit of the 900–1000 nm cam-

era (dlim ≈ 2.3µm). The closer AFWHM((520±20)nm)/AFWHM(900–1000 nm) is to the value

0.27, the closer the COR’s source size is to the resolution limit of the (520±20) nm camera

(dlim ≈ 1.2µm). Hence, in the range from 0.27 to 1, the area ratio is expected to be propor-
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Figure 4.3.: The COR area AFWHM extracted from the (520±20) nm camera devided by the
COR area AFWHM extracted from the 900–1000 nm camera. The area ratio is plotted for dif-
ferent target thicknesses (specified in the legend) as a function of the laser intensity. Every
data point has been extracted from the COR images acquired for this particular laser shot. The
area has been determined by multiplying the calibrated area of a single pixel with the number
of pixels where I > Imax/2 is fulfilled. Moreover, the mean value of all the data points of the
corresponding target thickness is displayed as a line.

tional to the actual area of the COR emission spot. Therefore, it can be concluded that for

most laser shots the COR’s source size (FWHM diameter) ranged between 1.2µm and 2.3µm

(i.e. the resolution limits of the (520±20) nm camera and the 900–1000 nm camera). More-

over, the mean value of the area ratio decreases with decreasing target thickness. This is

an indication for a diverging hot electron beam which is larger at the target rear surface for

thicker targets.

Due to the large variation of the data points in Fig. 4.3, however, it cannot be excluded

that the electron beam size is even below the resolution limit of the (520±20) nm camera

(dlim(λ = 515nm) ≈ 1.2µm). Such small electron beam diameters would also explain the

diffraction rings visible in Fig. 4.1, Fig. E.1, and Fig. E.2.

Already electron beam sizes below the resolution limit of the 900–1000 nm camera are

roughly a factor of two smaller in diameter than the laser focal spot. It might be that only

the very central and intense part of the spatial intensity distribution in the focus accelerates

electrons coherently towards the target rear surface. However, also electron beam pinching

(see section 2.4.1) or filamentation (see section 2.4.2) could explain the reduction of the hot

electron beam diameter. Filamentation could also explain why the COR images have more

than one local maximum for some laser shots (see e.g. Fig. E.2g or Fig. E.2c). So far, how-

ever, filamentation has been usually observed in experiments and simulations with thicker

targets [69, 71, 73, 181–183] and only recently in a sub-micron liquid target [184].
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4.1.2.2. Diffraction pattern in COR Spatial Intensity Distribution

Finally, one should point out that some COR intensity distributions in Fig. 4.1 show a circular

diffraction pattern. However, the origin of this diffraction pattern is unclear. If the limited

size of the imaging optics (microscope objective, mirrors, lens) acted as an aperture, one

would expect a consistently pronounced diffraction pattern throughout all COR images. A

second possible explanation could be that the COR emission spot is actually smaller that the

resolution limit of the imaging system at the investigated wavelength, as discussed above.

The image of such a small radiation source is expected to look like the diffraction pattern of

a point source (like e.g. in the case of the dust particles in Fig. 3.3). The asymmetry of the

diffraction pattern in the COR images in Fig. 4.1 is then probably due to coma, as discussed

in section 4.1.1.1.

4.1.3. Space-Resolved Polarization of COR

The polarization of COR was measured to learn more about the main emission mechanism

(SR or TR) and about the electron current which gave rise to this COR emission. However,

systematic imaging errors, i.e. the limited size of the focal region and coma, inhibit a detailed

analysis of the spatial polarization ratio |ES|/|ES| plotted in Fig. 4.1. Still, some general obser-

vations can be made: The fluctuations in the COR intensity distribution for consecutive laser

shots also influence the polarization ratio as it can be seen in Fig. E.2. Moreover, the gen-

eral spatial structure of the polarization ratio is significantly different for the two experiment

days as it can be seen in Fig. 4.1. For day #1, the COR is dominantly S-polarized (i.e. polar-

ized along the x-axis) at the upper and lower edge of the COR intensity distribution. Conse-

quently, the rest of the COR (i.e. the central, left, and right region) emission spot is mainly

P-polarized (i.e. polarized along the y-axis). On day #2, on the contrary, the measured COR is

mainly P-polarized in the left, the upper, and the central part of the COR emission spot with

a faint "background" of COR in the right and lower part of the COR spot. In general, the COR

polarization ratio changes strongly across the COR emission region. This observation sug-

gests that CSR is the main emission process responsible for the observed COR [75]. In case of

CSR, the polarization differences across the COR emission spot are due to differences in the

direction in which the electrons travel before hitting the target rear surface again (see section

2.5.1). To resolve the question if rather SR or TR is the main emission process responsible for

the observed COR, a more quantitative analysis together with some assisting calculations is

given in section 4.3 (and appendix D).

4.2. Scaling of COR Energy with Laser Intensity

The total emitted COR energy WCOR per laser shot, in the spectral range investigated by the

respective camera, is a relatively robust measure of COR. The total COR energy is unaffected

by imaging errors and position and shape variations of the imaged rear surface COR emission

spot. WCOR is proportional to the total pixel count of the COR camera image, which has been

calibrated according to the procedures described in section 3.3. The WCOR measured with
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the three different cameras on experiment day #1 is plotted in Fig. 4.4 for the different target

thicknesses as a function of laser intensity IL. Moreover, the function Wfit(IL) = G · IΞL with

the variable parameters G and Ξ has been fitted to the measured WCOR(IL) to quantify and

compare the intensity scaling of COR.

The total emitted COR energy WCOR increases strongly with an increasing laser intensity IL

on the target. The fitted functions indicate that WCOR is proportional to IΞL , with the laser in-

tensity IL on target and the exponentΞ ranging from 2 to 4. The fitted exponentΞ in Fig. 4.4

increases with target thickness. Hence, WCOR scales stronger with IL for thicker targets as dis-

cussed below. Moreover, the fitted exponents Ξ are comparable between the (520±20) nm

camera and the 1000 nm longpass camera. The intensity scaling of the 900–1000 nm camera

differs from the other two investigated spectral regimes for the 2µm and 8µm thick target.

However, the variance of the data points in Fig. 4.4 is very high and therefore the quality

and the representativity of the fits in Fig. 4.4 are limited. Furthermore, the number of data

points is roughly a factor of two higher for the 2µm thick target as compared to the other

investigated target thicknesses. Hence, the experimental data in Fig. 4.4 is more conclusive

for the 2µm thick target. Consequently, more data points would be beneficial to counteract

the strong variance of the measured WCOR in Fig. 4.4. However, the number of data points

is limited by the available number of laser shots before the target chamber needs to vented

to equip the target holder with new Al foils and to replace the plasma mirror. Hence, the

size of the target holder and the plasma mirror limit the number of data points which can be

acquired on one experiment day.

To the best of the author’s knowledge, there is only one similar work by J. ZHENG et al.

[68] where the optical rear surface emission from a 50µm thick Al foil, irradiated by an high-

intensity, ultrashort laser pulse, was investigated as a function of the laser intensity. However,

J. ZHENG et al. investigated WCOR at θ = 0° by integrating the measured spectrum around the

central laser frequency. The laser (λL = 1053nm, WL = 20J, τ= 600fs) was incident at 20° to

the target front surface normal and J. ZHENG et al. [68] determined an energy scaling of

WCOR ∝ I (3.5±1.0)
L . This result can, however, not be compared to the results of this thesis due

to the difference in target thickness as discussed below.

As discussed in [68] and in section 2.5.3, the two main quantities which are related to the

nonlinear increase of COR energy WCOR with laser intensity are the temperature Th and the

total number N of hot electrons. In general, the energy of the radiation emitted by a single

hot electron (valid for TR and SR) increases with increasing hot electron temperature Th,

and Th increases with laser intensity IL as described in section 2.3.2. The increase in WCOR

with Th, and hence Ih, due to an increase in the energy radiated by every single hot electron

influences the whole COR spectrum.

Furthermore, the coherence of the radiation emitted by the hot electron bunches influ-

ences the intensity scaling of WCOR in the different investigated spectral ranges. The elec-

trons are assumed to follow a relativistic Maxwellian (Jüttner) momentum distribution ([153]

and references therein). An increase in Th (due to an increase in IL) causes a relative increase

in the number of electrons with velocities close to c. Consequently, the velocity dispersion

(i.e. the longitudinal dephasing of an electron bunch due to the different electron velocities

50



4.2. Scaling of COR Energy with Laser Intensity

5 10 15 20 25 30 35
intensity on target IL [1018 W/cm2]

105

106

107

108

109

1010

1011

1012

W
CO

R [
ar

b.
 u

.]

(520 ± 20) nm Cam

400nm_Al
fit: WCOR I(2.1 ± 0.3)

L
2000nm_Al
fit: WCOR I(3.0 ± 0.3)

L
8000nm_Al
fit: WCOR I(3.9 ± 0.7)

L

(a) (520±20) nm camera (2ωL)

5 10 15 20 25 30 35
intensity on target IL [1018 W/cm2]

108

109

1010

1011

1012

1013

W
CO

R [
ar

b.
 u

.]

1000nm longpass Cam

400nm_Al
fit: WCOR I(2.4 ± 0.3)

L
2000nm_Al
fit: WCOR I(2.5 ± 0.3)

L
8000nm_Al
fit: WCOR I(4.2 ± 0.7)

L

(b) > 1000 nm camera (includingωL)

5 10 15 20 25 30 35
intensity on target IL [1018 W/cm2]

108

109

1010

1011

1012

W
CO

R [
ar

b.
 u

.]

900nm-1000nm Cam

400nm_Al
fit: WCOR I(1.8 ± 0.3)

L
2000nm_Al
fit: WCOR I(1.7 ± 0.3)

L
8000nm_Al
fit: WCOR I(2.1 ± 0.5)

L

(c) 900–1000 nm camera

Figure 4.4.: The total COR energy WCOR emitted per laser shot in different spectral ranges (i.e.
the total pixel count of the calibrated camera) as a function of the intensity on the target front
surface. The spectral range is specified in the subfigure heading. Every data point has been
extracted from the COR images acquired for this particular laser shot on experiment day #1.
The COR energy WCOR is plotted for the different investigated target thicknesses. Moreover, the
function Wfit = G · IΞL , with the variable parameters G and Ξ, has been fitted to the measured
WCOR(IL) as specified in the legend.
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in the bunch) is reduced for higher Th and thinner targets. The coherence of the emitted ra-

diation by the hot electron bunches increases therefore with an increase in Th and a decrease

in target thickness. A higher coherence of the emitted radiation results in a higher COR in-

tensity at harmonics of the laser frequency (e.g. at ωL and at 2ωL). Moreover, the increase in

coherence with IL is more pronounced at thicker targets. Here, the coherence of the emit-

ted radiation is stronger reduced by velocity dispersion due to the longer propagation length

of the hot electron bunches between acceleration at the target front side and emission of

COR at the target rear side. Hence, the experimentally observed stronger intensity scaling of

WCOR for thicker targets (see fitted exponent Ξ in Fig. 4.4) can be explained by the stronger

coherence increase of the emitted radiation with Th for thicker targets. In contrast, the COR

energy in the spectral range between harmonics of the laser frequency decreases (with re-

spect to WCOR at ωL and 2ωL) with increasing coherence. Hence, the lower scaling of WCOR

with IL observed with the 900–1000 nm camera, as compared to WCOR at harmonics of the

laser frequency, is in accordance with the theoretical expectations.

Moreover, the total number of hot electrons is estimated as

N = ΠL→eWL

kBTh
, (4.1)

with the laser pulse energy WL and the conversion efficiencyΠL→e of laser energy to hot elec-

tron energy [81]. Published investigations on quantifyingΠL→e state values between 0.1 and

0.4 [59, 185–187] and therefore ΠL→e = 0.25 is chosen as an approximation throughout this

thesis. As the increase in Th with WL lies below a linear scaling, the hot electron number N

is expected to increase with laser pulse energy WL and hence with laser intensity IL, because

WL ∝ IL.

Whereas the coherence increase with laser intensity IL is expected to saturate at a certain

point, the increase in N , and hence WCOR, with IL is expected to continue even at higher

laser intensities. Therefore, the exponent Ξ of the function fitted to WCOR in Fig. 4.4 may

change with laser intensity IL. The simple function Wfit = G · IΞL with a constant exponent

Ξ would then no longer be an adequate fit function for the scaling of WCOR with IL. Due to

the limited number of data points, their large variance and the limited laser intensity range

investigated, such an intensity dependence of the exponent Ξ could not be observed in the

experiments of this thesis. It was found that - within the investigated parameter range - this

exponent remained constant for a fixed target thickness. In conclusion, it has been shown

that the experimentally observed scaling of the total COR energy WCOR with laser intensity IL

can be understood qualitatively very well by considering an intensity dependent hot electron

number N and temperature Th.

4.2.1. Intensity Scaling of COR Energy: CTR Model

As discussed above, it is expected that the scaling of the total emitted COR energy WCOR with

laser intensity depents mainly on the temperature Th and total number N of hot electrons.

To test this dependence, the CTR model which has been introduced in section 2.5.3.1 is used.

The total radiated energy by a single electron scales similar for SR and TR with laser inten-
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sity. Hence, the results obtained with the CTR model are expected to hold approximately also

true for CSR. Nevertheless, it would be better to have a CSR model with a reasonable com-

putational time. However, this is beyond the scope of this work (see section 2.5.3.2 and D.1).

Due to limited computational resources, any divergence and space-dependent temperature

of the hot electrons is neglected. Hence, the total emitted COR energy (per dω and dΩ) WCOR

has been calculated from Eq. 2.41 after integrating over~r⊥ to compare it to Fig. 4.4.

Model Parameters The following model parameters are introduced and defined in sec-

tion 2.5.3.1 and illustrated in Fig. 2.5. The electron beam is expected to be directed normal

(ψ= 0) to the target rear surface. In accordance with the experimental setup, θ = 37° has been

chosen (see coordinate system defined in Fig. 2.2). Moreover, σt =TL/(10 ·p2) = 0.243fs (as

proposed in [70] based on PIC results and fits to experimental data) and a number of nb elec-

tron bunches produced atωL and 2nb electron bunches generated at 2ωL (see Eq. 2.43) have

been assumed. The scaling of WCOR (at 515 nm and 1030 nm) in the presented CTR model

does not depend on nb and a1. Based on the results of section 4.3, P1/P2 = 1.41 has been

chosen for the electron bunch charge ratio between hot electrons accelerated at ωL and hot

electrons accelerated at 2ωL (see Eq. 2.43 and Fig. 2.5). The total hot electron number has

been calculated from Eq. 4.1 assuming a constant conversion efficiencyΠL→e. Furthermore,

the hot electron temperature has been determined from Eq. 2.13. For these parameters,

the calculated total emitted COR energy WCOR is plotted as a function of intensity and for

different target thicknesses and emission wavelengths in Fig. 4.5.

Discussion of Calculation Results The calculated COR energy WCOR in Fig. 4.5 shows a

similar increase with laser intensity IL as already observed in the experimental data in Fig.

4.4. In comparison to the experimental data (Fig. 4.4), the calculations have zero variance

(no randomness in the simulation model). Therefore, clear differences can be seen between

the scaling of WCOR with intensity for different target thicknesses and COR wavelengths. The

thicker the target and the shorter the COR wavelength, the stronger is the increase of WCOR

with IL in the experimentally investigated intensity range. Due to velocity dispersion2, the

electron bunches are more expanded in propagation direction for thicker targets and the

coherence of the radiation, emitted by those bunches, is reduced. The loss of coherence due

to longitudinally expanded electron bunches is even greater for shorter wavelengths.

Already the limited region of fitted data points in Fig. 4.5 shows that the function Wfit =
G ·IΞL with a fixed exponentΞ is not an accurate function to describe the scaling of WCOR with

laser intensity, because WCOR decreases strongly with decreasing intensity below 1019 W/cm2.

However, for the comparison to the experimental data the fit function Wfit is sufficient. To

1It has been decided to use some reasonable values for the laser parameters in the experiment, namely nb = 20
and a = 1/4νL (based on [70]). However, one should note that the COR intensity ratio between COR at harmon-
ics of the laser frequency (e.g. 515 nm or 1030 nm) and COR in the spectral range between those harmonics
depends on nb and a. It is desirable to limit the number of free parameters of a model for which one has to
make an assumption. Therefore, the COR model is evaluated only at 515 nm and 1030 nm in the following.

2Velocity dispersion refers to the expansion of an electron bunch in propagation direction for a non-
monoenergetic electron bunch due to the different velocities of the electrons in the bunch.
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Figure 4.5.: The calculated COR energy WCOR as a function of laser intensity for different tar-
get thicknesses and two different radiation wavelengths (as specified in the heading of each
subfigure). Details about the CTR model which has been used for this calculation are given in
the text (paragraph Model Parameters on page 53). WCOR has been calculated for the single
intensity values of the measured laser shots (see Fig. 4.4) and plotted as dots. In analogy to
Fig. 4.4, the function Wfit =G · IΞL with the parameters G andΞ has been fitted to the calculated
WCOR(IL) data points as specified in the legend. Moreover, WCOR has also been calculated for
a larger intensity range (dashed lines).

make the fits to the experimental and the calculated data comparable, the fitted WCOR data

points have been calculated for the exact same laser intensities for which the emitted COR

was measured in the experiment. A comparison of the exponentΞ of the function Wfit =G ·IΞL
fitted to the experimental data in Fig. 4.4 and to the calculated data in Fig. 4.5 can be seen

in table 4.1. Table 4.1 illustrates that the experimental data (Exp.) scale significantly stronger

with laser intensity IL (i.e. a larger exponent Ξ) than the calculated COR (Sim.). There might

be several possible reasons to explain this systematic difference between experiment and

calculation. It is, for instance, quite likely that the simplified CTR model is not a sufficient

accurate description of the physical processes which took place in the experiment. Another

plausible explanation is that the calculated intensity on target has been probably overesti-

mated in the experiment. To illustrate this, WCOR has been calculated from the CTR model

for intensity values which have been reduced by 40 % as compared to the laser intensity cal-

culated in the experiment. Polynomials with a variable exponent Ξ are fitted to these data

points similar to what was done in Fig. 4.5 but now with a 40 % lower laser intensity (0.6 · IL).

The exponents Ξ of the converged fits are given in table 4.1 and show a much better overlap

with the exponents of the fits to the experimental data (Exp.) if the laser intensity has been

reduced by 40 % in the calculations.
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fit to WCOR(ωL) fit to WCOR(2ωL)

d0 Ξ(Exp.) Ξ(Sim.)
Ξ

(Sim. for 0.6 · IL)
Ξ(Exp.) Ξ(Sim.)

Ξ

(Sim. for 0.6 · IL)

400 nm 2.4±0.3 1.4 1.5 2.1±0.3 1.5 1.7
2µm 2.5±0.3 1.9 2.3 3.0±0.3 2.4 3.0
8µm 4.2±0.7 2.8 3.5 3.9±0.7 3.7 4.7

Table 4.1.: Exponent Ξ of the function Wfit = G · IΞL which has been fitted to the scaling of the
COR energy WCOR with laser intensity IL at ωL and 2ωL for different target thicknesses d0. The
exponent Ξ has been obtained from the fits to the experimental data in Fig. 4.4 (Exp.), from
fits to the calculated data in Fig. 4.5 (Sim.) and from CTR calculations and fits where the laser
intensity IL of the considered data points was reduced by 40 % as compared to Fig. 4.5 (Sim.
for 0.6 · IL).

10 20 30
intensity on target IL [1018 W/cm2]

10 3

10 2

10 1

100

W
CO

R (
(5

20
±

20
) n

m
 C

am
) 

/ W
CO

R (
10

00
nm

 lo
ng

pa
ss

 C
am

) 400nm_Al
mean
2000nm_Al
mean
8000nm_Al
mean

Figure 4.6.: The ratio of total COR energy WCOR emitted per laser shot for radiation mea-
sured around 515 nm (by (520±20) nm camera) and radiation measured around 1030 nm (by
1000 nm longpass camera). Every data point has been calculated from the total pixel count,
which is proportional to WCOR, of the COR images acquired for this particular laser shot on
experiment day #1. The COR energy WCOR is plotted for the different investigated target thick-
nesses and the mean energy ratio is plotted as a line for every target thickness.

4.2.2. Energy Ratio of COR Emitted at 515 nm to COR Emitted at 1030 nm

Until now, the scaling of COR energy WCOR has been investigated separately for COR at

515 nm and at 1030 nm. Therefore, the ratio WCOR(515nm)/WCOR(1030nm) of COR energy

at different wavelengths is investigated in the following. This energy ratio has been calcu-

lated for every laser shot and is plotted in Fig. 4.6 as a function of laser intensity. Except for

a few outliers, the energy ratio WCOR((520±20)nm Cam)/WCOR(1000nm longpass Cam) dif-

fers significantly for the different target thicknesses as shown in Fig. 4.6. For the investigated

target thicknesses, there is no reason to assume that the electron heating differs with target

thickness as long as the laser parameters are similar. Hence, Fig. 4.6 confirms the trend seen

in the calculations of the last subsection. The thicker the target, the more expanded are the

electron bunches in the propagation direction due to the velocity dispersion. Accordingly,

the coherence of the radiation emitted by those electron bunches is reduced. Moreover, the

coherence reduction has a stronger influence on radiation at 515 nm than on radiation at
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1030 nm. Therefore, the energy ratio WCOR(515nm)/WCOR(1030nm) is reduced for thicker

targets as confirmed by Fig. 4.6.

4.3. Scaling of COR Energy with Target Thickness

So far, the data for different target thicknesses is plotted as different batches in Fig. 4.3 to Fig.

4.6. However, it is also quite instructive to use the target thickness as the horizontal plot axis.

This, however, requires to evaluate the COR energy WCOR at a fixed laser intensity. To do so,

the functions fitted in Fig. 4.4 (and Fig. E.3) have been evaluated at IL = 1019 W/cm2. The

consequent scaling of the COR energy WCOR with target thickness d0 is plotted in Fig. 4.7.

Evaluating the dependence of the COR energy WCOR on the target thickness d0, as depicted

in Fig. 4.7, allows to illustrate the decrease of WCOR with increasing d0, due to coherence

reduction caused by velocity dispersion. Moreover, it can be seen in Fig. 4.7 that the decrease

of WCOR with d0 is stronger for shorter radiation wavelengths, as discussed in detail in section

4.2.

The enhanced ion energies for thin targets in laser-driven ion acceleration [115] and the

large CTR emission region [75] has been explained by recirculating electrons. Hence, the re-

circulation of hot electrons might also influence the scaling of WCOR with target thickness d0.

For a conclusive discussion, the recirculation of hot electrons should therefore be taken into

account in a model of the COR emission by hot electron bunches. For simplicity, however,

recirculating hot electrons are neglected in the following.

Inspired by [67, 68, 70], the CTR model has been used to fit the scaling of the CTR energy

WCOR, measured at the laser frequency and at the second harmonic, with target thickness. In

contrast to [67, 68, 70], the COR energy was measured simultaneously at the laser frequency

and the second harmonic in the experiments of this thesis. In that way, not only the hot elec-

tron temperature Th but also the ratio P1/P2 of the charge per bunch of electrons accelerated

at ωL and at 2ωL can be obtained from the CTR model fit.

CTR Model Details The same CTR model (introduced in section 2.5.3.1) as applied in

section 4.2.1 has been used to approximate the COR energy WCOR(d0) scaling with target

thickness d0. To do so, the experimental data points in Fig. 4.7 have been fitted by Eq. 2.41

after integrating Eq. 2.41 over~r⊥. The CTR model parameters, as specified in the following,

are introduced and defined in section 2.5.3.1 and illustrated in Fig. 2.5. In accordance with

the experimental setup (see Fig. 3.1 and Fig. 2.2), θ = 37° has been chosen and the radiating

hot electron current has been assumed to be directed normal (ψ = 0) to the target rear sur-

face. To simultaneously fit WCOR(d0) in Fig. 4.7 for the two considered wavelengths 515 nm

and 1030 nm, the parameter P1/P2 (see Eq. 2.43) and Th of the CTR model have been em-

ployed as fit parameters. Moreover, σt =TL/(10 ·p2) = 0.243fs (as proposed in [70] based on

PIC results and fits to experimental data) and a = 1/4νL (based on results in [70]) have been

assumed to limit the number of fit parameters. As WCOR(d0) does not depend on the number

of electron bunches nb for a fixed laser intensity, nb = 20 has been used.
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Figure 4.7.: The COR energy WCOR emitted at the laser intensity IL = 1019 W/cm2 as a function
of target thickness for COR at 515 nm and at 1030 nm. The data points have been obtained
from evaluating the functions fitted in Fig. 4.4 (and Fig. E.3) at the intensity IL = 1019 W/cm2.
The errorbars have been calculated from the variance of the fit parameters in Fig. 4.4 (and Fig.
E.3) using propagation of error. In that way, the variation of the experimental data is taken
into account. For a meaningful plot, more data points are desirable. Therefore, the data from
experiment day #1 and #2 is shown in this plot. Moreover, the CTR model, as introduced in
section 2.5.3.1, has been fitted (least squares fit) to log10(WCOR(d0)) simultaneously for the data
points from the (520±20) nm camera and the 1000 nm longpass camera. The fit converged
for P1/P2 ≈ 1.41±0.06 and Th ≈ (292±22)keV. The COR energy has been calculated for the
converged fit parameters and is plotted as two dashed lines. Details on the fit and the model
parameters can be found in paragraph CTR Model Details on page 56.

4.3.1. Results of the CTR Model Fit

The fit presented in Fig. 4.7 converged for P1/P2 ≈ 1.41±0.06 and Th ≈ (292±22)keV. If not

stated differently, all errors reported throughout this thesis correspond to one standard de-

viation (here obtained from the least squared fit). The fit in Fig. 4.7 is in good accordance

with the experimental data. This might be a little bit surprising as data from two experiment

days, which are only to a certain degree comparable, are plotted and fitted in Fig. 4.7. Using

only the data from experiment day #1, to fit the CTR model to, results in similar parame-

ters (P1/P2 ≈ 1.41±0.09 and Th ≈ (279±41)keV). Hence, WCOR (i.e. the total pixel count of

a calibrated COR image) is a robust measure which is unaffected by spatial changes in the

COR images as discussed in section 4.1.2. Furthermore, it can be assumed that these general

parameters (i.e. P1/P2 and Th) of the target heating at the front surface remain the same,

despite the day-to-day laser pulse differences in the POLARIS laser system. The fit result

Th ≈ (292±22)keV lies systematically below the hot electron temperature of 400 keV which

has been estimated from Eq. 2.13 for a laser intensity of 1019 W/cm2. This systematic differ-

ence might be due to an energy loss of the hot electrons in the target (e.g. bremsstrahlung)

or to deceleration in the electric sheath field at the target rear surface. Another explanation

is provided by the discussion in section 4.2.1: The comparison between the measured (see

Fig. 4.4) and calculated (see Fig. 4.5) scaling of the COR energy WCOR with laser intensity

indicates that the actual laser intensity in the experiment was roughly 40 % smaller than the

calculated laser intensity IL. Applying this finding to the current discussion, the hot elec-

tron temperature estimated from Eq. 2.13 for IL = 6×1018 W/cm2 is 314 keV. Hence, the hot
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4. Experimental Investigation of Optical Rear Surface Radiation

electron temperature determined from Fig. 4.7 would be in good agreement with the hot

electron temperature estimated from the Kluge scaling (Eq. 2.13) if the actual laser intensity

in the experiment was 40 % smaller than the calculated laser intensity.

In [67, 70], a similar experimental setup was used where the high-intensity laser was fo-

cused at normal incidence on the Al foil target. In contrast to this thesis, the COR was col-

lected by an off-axis parabola and coupled into a spectrometer to measure WCOR via integra-

tion of the spectrum. Despite the similar laser intensity in [67, 70], they obtained a hot elec-

tron temperature of 2 MeV for IL = 2×1019 W/cm2 [70] and IL = 3×1019 W/cm2 [67]. There

are several reasons which might explain the difference between the hot electron temperature

determined in [67, 70] and the result of this thesis (Th ≈ (292±22)keV): The much larger Th

in [67, 70] could be due to differences in the target heating at the front surface of the Al foil.

Moreover, also differences in the propagation of the hot electrons through the target might

explain the lower Th in this thesis as compared to [67, 70]. In [67, 70], much thicker Al tar-

gets (between 20µm and 900µm thick) have been investigated. Therefore, the experiments

of this thesis should be extended to much thicker targets for a better comparability to [67,

70].

The second fit parameter P1/P2 provides an estimation of the temporal composition of the

hot electron current. Namely, P1/P2 ≈ 1.41±0.06 corresponds to an electron current where

(41±1)% of the hot electrons have been accelerated at ωL
1 and (59±1) % of the hot elec-

trons have been accelerated at 2ωL
2. This is in very good agreement with the experimental

results of H. POPESCU et al. [70]. In [70], the intensity of the second harmonic is compared

to the fourth harmonic in the COR spectrum to determine P1/P2. In the present situation

of normal laser incidence, one would expect relativistic ~j × ~B heating (see page 9) to domi-

nate the laser absorption. Hence, one would expect mainly hot electron bunches produced

at 2ωL. However, because (41±1)% of the hot electrons were accelerated at ωL in our exper-

iment, it can be concluded that hole boring [99] played a significant role in the presented

experiments and therefore also resonance absorption (or vacuum heating) contributed to

the electron heating at the target front surface significantly.

4.3.1.1. Influence of the CTR Model Parameter on the Fit

To validate the CTR model fit results presented above, the influence of the fit parameters is

briefly discussed. P1/P2, namely the ratio of electrons per bunch accelerated at ωL and 2ωL,

mainly influences the difference in WCOR between COR at 515 nm and at 1030 nm. The hot

electron temperature Th mainly governs the decrease in WCOR with increasing target thick-

ness d0. For the fit in Fig. 4.7, the temporal width σt of the electron bunches as well as the

temporal shift a between electron bunches produced at ωL and electron bunches produced

at 2ωL have been kept constant (paragraph CTR Model Details on page 56) to reduced the

1Hot electrons accelerated at ωL correspond to hot electron bunches which are separated by one optical laser
cycle TL = 2π/ωL in time.

2Hot electrons accelerated at 2ωL corresponds to hot electron bunches which are separated by half an optical
laser cycle TL/2 = 2π/2ωL in time.
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number of fit parameter based on the results in [70]. As the justification of this decision

might seem questionable, it is discussed in closer detail in the following.

The parameter a influences the energy ratio WCOR(515nm)/WCOR(1030nm)1. For instance,

for a ∼ 0 and a ∼ 1/2νL = TL/2, the energy WCOR(515nm) is enhanced with respect to COR

at the central laser frequency. As discussed in section 2.5.3.1, the temporal width σt of the

electron bunches determines (together with Th) the decrease in WCOR(λ) with decreasing

wavelength λ. Hence, σt also influences the energy ratio WCOR(515nm)/WCOR(1030nm). To

discuss the influence of the (currently fixed) parameters a and σt on the CTR model fit re-

sults, a parameter scan has been performed for a andσt . For each parameter combination of

a andσt , the CTR model (details in paragraph CTR Model Details on page 56) has been fitted

to the experimental data points in Fig. 4.7. The fit parameter P1/P2 and Th of the converged

fits are shown in Fig. 4.8.

Looking at Fig. 4.8a, it becomes clear that only a temporal shift a between 0.15TL and

0.35TL results in reasonable values for P1/P2. At normal incidence it is expected that ~j × ~B
heating dominates the laser absorption at the target front surface. Therefore, P1 is assumed

to be relatively small. This is the case for a = 0.25TL where P1/P2 is minimal in Fig. 4.8a.

Furthermore, the fit parameter Th approaches a maximum in Fig. 4.8b for a → 0.25TL which

is an indication for a well converging fit.

In comparison, the influence of σt on the converged fit parameters Th and P1/P2 is rel-

atively weak. For a/TL = 0.25 (which is a reasonable choice as discussed in the last para-

graph), the fit parameter Th does not change with σt and the fitted P1/P2 decreases only by

16 % from σt = 220as to σt = 390as. Hence, as long as the temporal shift a is kept inside of

reasonable limits (i.e. between 0.15TL and 0.35TL), the influence of the bunch duration σt

on the converged fit parameters is relatively low, as seen in Fig. 4.8. Nevertheless, Fig. 4.8

shows that the parameters a and σt influence the result of the CTR model fit in Fig. 4.7. In

a new fit procedure, the COR model with P1/P2, Th, a and σt as fit parameters has been fit-

ted to the experimental data in Fig. 4.7. Using these four fit parameters, the fit converged to

P1/P2 ≈ 1.34, Th ≈ 292keV, a/TL ≈ 0.25±0.06 andσt ≈ (301±76)as. The obtained fit param-

eters for the converged fit are in good agreement with the fit where only P1/P2 and Th have

been used as fit parameters (see Fig. 4.7). The converged fit parameters a/TL ≈ 0.25±0.06

and σt ≈ (301±76)as are also in very good agreement with the results of H. POPESCU et al.

[70]. Moreover, the minimized difference between the fit function and the logarithmized ex-

perimental data (log10(WCOR(d0,λ))) is the same in both cases, no matter if a and σt have

been used as additional fit parameters or not. Hence, it can be concluded that the assump-

tion of σt =TL/(10 ·p2) = 243as (as proposed in [70] based on PIC results and fits to experi-

mental data) and a =TL/4 (based on results in [70]) for the fit in Fig. 4.7 was reasonable.

1Moreover, the parameter a also influences the envelope of the CTR spectrum between the harmonics (of the
central laser frequency). However, this is not of particular interest to the current discussion.
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(a) P1/P2 fit parameter of converged fits for
different fixed a and σt .

(b) Th fit parameter of converged fits for dif-
ferent fixed a and σt .

Figure 4.8.: Parameter scan of the CTR model parameters a and σt . Shown are the converged
fit parameters P1/P2 (subplot (a)) and Th (subplot (b)) for different parameter combinations
of a and σt . Every grid point corresponds to a fit of the CTR model to the experimental data in
Fig. 4.7. The parameters a andσt have been chosen according to the current grid position and
have been kept fixed during the fit. The range of considered values for σt (i.e. the y-axis limits
in the plots) has been chosen according to typical values obtained in PIC simulations [70].

4.3.2. Variations of the Hot Electron Temperature and the Laser
Absorption with Laser Intensity

So far in this section, the COR energy WCOR(d0) has only been evaluated as a function of

target thickness d0 at a fixed intensity of IL = 1019 W/cm2 to determine the hot electron tem-

perature Th and the relative amount of electrons accelerated at ωL and at 2ωL. Now, the fit

procedure which has been applied to obtain Fig. 4.7 is repeatedly applied for different laser

intensities to investigate the scaling of the fit parameters Th and P1/P2 with laser intensity.

Therefore, the fitted functions in Fig. 4.4 and Fig. E.3 have been evaluated at different laser

intensities IL to obtain WCOR(d0,λ, IL). For every considered laser intensity value IL in the ex-

perimentally investigated range, the COR model has been fitted to WCOR(d0,λ) as described

on page 56. The converged fit parameters are plotted in Fig. 4.9 as a function of IL.

Fig. 4.9a shows that the hot electron temperature Th, obtained from fits of the CTR model

to the experimental data, significantly increases towards higher laser intensities IL. How-

ever, the Th obtained from fits to the measured WCOR exhibits a lower scaling than the one

predicted by the model of T. KLUGE et al. [113] which is valid for normal laser incidence

as present in the experimental setup of this thesis (see Fig. 3.1). There are several reasons

which might explain the difference between theory and experiment. The plasma heating at

the target front surface was, for instance, maybe less effective than expected. It could also be

that the electrons were slowed down in the target by self-generated electric fields or scatter-

ing. However, another possibility is that the CTR model, which is used to fit the experimental

data and determine Th, does not provide an accurate description of the COR observed in the

experiment. The assumption of a relativistic Maxwellian (Jüttner) momentum distribution

([153] and references therein) might not fit to the actual momentum distribution of the hot

electrons accelerated by the laser in the experiment. To examine this hypothesis, PIC simu-

lations should be used.
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Figure 4.9.: The hot electron temperature Th (a) and the relative amount of hot electrons accel-
erated at ωL and 2ωL (b) as a function of laser intensity IL. As done for Fig. 4.7, the CTR model
(introduced in section 2.5.3.1) has been fitted to log10(WCOR(d0)) simultaneously for the data
points from the (520±20) nm camera and the 1000 nm longpass camera. However, now this
fit has been performed for different laser intensities IL by evaluating the fitted functions in
Fig. 4.4 and Fig. E.3 at different IL. The converged fit parameters from these fits are plotted in
(a) and (b). The standard deviation (i.e. the error) of the fit parameters is used to obtain the
error of the plotted electron temperature Th and the plotted relative amount of hot electrons
accelerated at ωL and 2ωL. This error is depicted as a half-transparent region around the data
points in (a) and (b). For comparison, the scaling of hot electron temperature with laser in-
tensity as estimated from the Kluge model [113] (Eq. 2.13) is plotted as a red line alongside the
experimentally determined hot electron temperature scaling (green line) in (a). As discussed
in section 4.2.1 and section 4.3.1, the actual laser intensity on target was probably 40 % lower
than the calculated laser intensity IL. Therefore, the theoretical hot electron temperature was
calculated with the Kluge model for a 40 % lower laser intensity.

In Fig. 4.9b, the scaling of the relative amount of hot electrons accelerated atωL and at 2ωL

with IL is plotted. Whereas the relative amount of electrons accelerated at ωL (2ωL) slightly

increases (decreases) with laser intensity, this change is not significant because the change is

smaller than the error of the relative electron amount (plotted as a half-transparent region).

Hence, the comparable amount of electrons accelerated at ωL and at 2ωL indicates that the

influence of the different absorption processes (~j × ~B heating and resonance absorption) is

expected to be the same and their interplay is kept constant over the investigated intensity

range.

To investigate the scaling of laser absorption at the target front side with IL in closer detail,

more experimental data points would be beneficial to counteract the large variance of the

experimental data in Fig. 4.4 and Fig. E.3. Furthermore, a larger range of investigated laser

intensities IL would be desirable to explore in future experiments.
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4.4. Polarization Characteristics of COR

The last two sections dealt with changes in the measured COR due to effects related to the co-

herence of the hot electron current which depends on its temporal structure and its energy.

Hence, the type of radiation, namely TR or SR, was less important in the last two sections

and the coherence effects have been approximately described by the CTR model (see sec-

tion 2.5.3.1) which qualitatively also models the coherence effects in SR. Nevertheless, for an

exhaustive picture of rear surface COR in high-intensity laser-solid experiments it is desired

to resolve if rather SR or TR was the dominating emission process in the experiment. In-

spired by C. BELLEI et al. [75], the polarization of the COR radiation at the second harmonic

(515 nm) was therefore measured. In comparison with calculations, such a polarization re-

solved measurement can be used to distinguish between TR and SR. Furthermore, the in-

fluence of the laser intensity and the COR’s source size on the polarization of the measured

COR is investigated in the following.

4.4.1. Experimental Results

As described in section 3.3.2, a Wollaston prism was used to split the COR according to its

polarization into two images on camera 1 (see Fig. 3.1). One image corresponds to the COR

polarized parallel (P-polarization) to the radiation plane whereas the other image contains

the COR which is polarized perpendicular (S-polarization) to the radiation plane. The radia-

tion plane is formed by the direction of observation (θ = 37° andα= 90° as defined in Fig. 2.2)

and the target rear surface normal. In the present situation, the radiation plane is parallel to

the optical table. The two COR images, one for each polarization axis, have been overlapped

to show spatial changes in the polarization of the imaged rear surface COR emission spot, as

depicted in Fig. 4.1.

In the last sections, the total energy WCOR of the emitted COR in a specific spectral range

has proven to be a robust measure of COR. The spatial cameras were used to measure WCOR

in the spectral regime determined by the spectral filters in front of the cameras as WCOR is

proportional to the total pixel count of the camera. To illustrate the polarization character-

istics of the emitted COR, the ratio of S-polarized (perpendicular to optical table) COR radi-

ation energy to P-polarized (parallel to optical table) COR energy at the second harmonic is

plotted as a function of intensity in Fig. 4.10a for different target thicknesses. This energy ra-

tio (i.e. WCOR(|ES|2)/WCOR(|EP|2)) is called polarization ratio in the following. Furthermore,

the polarization ratio is plotted as a function of the area ratio, namely the COR area AFWHM

extracted from the (520±20) nm camera divided by the COR area AFWHM extracted from the

900–1000 nm camera, in Fig. 4.10b.

Due to the large variance of the data points plotted in Fig. 4.10, it is difficult to draw a

conclusion about the scaling of the polarization ratio with laser intensity IL or area fraction

AFWHM((520±20)nm)/AFWHM(900–1000 nm). As before, a higher number of data points

would be beneficial in this situation. However, for the 400 nm and the 2µm thick target, a

slight increase in the polarization ratio with laser intensity is visible in Fig. 4.10a. Further-

more, the polarization ratio differs significantly for the different target thicknesses. Whereas
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Figure 4.10.: Ratio of S-polarized (perpendicular to optical table) COR radiation en-
ergy at (520±20) nm to P-polarized (parallel to optical table) COR radiation energy at
(520±20) nm as a function of laser intensity IL (a) and as a function of the area ratio
AFWHM((520±20)nm)/AFWHM(900–1000 nm) (b). The optical table is parallel to the yz-plane
in Fig. 2.2. The polarization ratio WCOR(|ES|2)/WCOR(|EP|2) is plotted for different target thick-
nesses. Every data point has been calculated from the total pixel count, which is proportional
to WCOR, of the polarization resolved COR images acquired with the (520±20) nm camera
for this particular laser shot on experiment day #1. Additionally, the mean value of the po-
larization ratio is plotted as a horizontal line in (a). The COR’s emission spot area on the
(520±20) nm and the 900–1000 nm camera has been determined by multiplying the calibrated
area of a single pixel with the number of pixels where I > Imax/2 is fulfilled for every laser shot.

the imaged COR emission spot is mainly P-polarized, the relative amount of S-polarized COR

increases with increasing target thickness. This is additionally illustrated by the mean values

of the polarization ratio which are plotted for each investigated target thickness as a hori-

zontal line in Fig. 4.10a.

In section 4.1.2.1, the area AFWHM of the COR emission spot imaged onto the (520±20) nm

camera was compared to the area AFWHM of the COR emission spot imaged onto the 900–

1000 nm camera. In the range from 0.27 to 1, this area ratio is expected to be proportional

to the actual area of the COR emission spot, as described in section 4.1.2.1. Looking at Fig.

4.10b, it can therefore be concluded that the polarization ratio of COR increases with increas-

ing size of the COR emission spot which is closely related to the diameter of the hot electron

beam at the target rear surface.

The polarization of the imaged rear surface COR emission spot is influenced by the spa-

tial and angular distribution as well as the energy of the hot electron current as calculations

indicate (see appendix D). Hence, there is no straightforward explanation for the change in

COR polarization with target thickness, laser intensity and the COR’s source size. Instead,

detailed simulations with an accurate COR model are needed to understand the measured

COR polarization depicted in Fig. 4.10. To demonstrate this, a simple model of the COR

emitted by a diverging hot electron current is proposed in section D.1, based on the model

introduced in section 2.5. Calculations using this simple model (see section D.2) indicate,
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for example, that TR is a less likely explanation of the experimentally observed COR polar-

ization characteristics and therefore SR was most likely the dominating emission process in

the experiments of this thesis. Moreover, the simple COR model shows a similar change in

the polarization ratio with laser intensity and target thickness. The results of the simple COR

model are discussed in more detail in section D.2. A more accurate and detailed COR model

would be beneficial for a conclusive discussion. However, the simplified model is already

very valuable as it not only demonstrates the opportunities and capabilities that COR simu-

lations provide to interpret the experimental results but also reproduces the general trends

observed in the experiments.
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Energetic electrons, accelerated in the focus of a high-intensity laser at the surface of a solid,

are of primary importance to applications like laser-driven ion acceleration [14–18] and Fast

Ignition (FI) in Inertial Confinement Fusion (ICF) [49–51]. Here, the hot electrons either set

up the electric field for ion acceleration or transport energy to provide the "spark" which

ignites fusion. The success of these applications requires a better understanding of hot elec-

tron transport through dense matter.

In the present thesis, such hot electron transport has been studied by focusing an ultra-

short, high-intensity laser pulse onto thin aluminum foil targets (between 0.4µm and 8µm

thick) at normal incidence where intensities up to 3×1019 W/cm2 have been reached. The

hot electrons emit COR (probably transition radiation or synchrotron radiation) at the target

rear surface. The rear surface COR emission spot has been imaged at an angle of 37° onto

three cameras. Spectral filters were placed in front of the cameras to investigate COR at the

central laser frequency (λ = 1030nm), the second harmonic (λ = 515nm) and in between

(λ= 900–1000 nm). Additionally, a Wollaston prism was used to measure the polarization of

the COR at the second harmonic.

First, the spatial intensity distribution of COR has been analyzed for a selection of exem-

plary COR camera images. The COR’s source size mostly ranged between 1.2µm and 2.3µm

in the experiments and increased with increasing target thickness. The determined COR’s

source sizes are less than half the size of the laser focal spot which suggests that pinching and

filamentation have influenced the hot electron beam during its propagation. The increase in

COR emission spot size with target thickness is an indication of a diverging hot electron cur-

rent. Further experiments might profit from imaging at shorter wavelengths to improve the

spatial resolution. Additionally, investigating thicker targets is needed to acquire a broader

picture of hot electron current pinching, filamentation and divergence.

The total emitted COR energy in the different spectral regions has been used as a robust

measure to investigate changes in the emitted COR with target thickness and laser inten-

sity. The total emitted COR energy increases strongly with increasing laser intensity and is

proportional to IΞL , with the laser intensity IL on target and the exponent Ξ ranging from

2 to 4. In particular for thicker targets, the COR energy shows a stronger scaling with laser

intensity. For a better understanding, a simple coherent transition radiation (CTR) model,

inspired by [70, 144], has been considered. Using this model, the CTR emitted by a laminar

beam of periodically spaced bunches of hot electrons with a relativistic Maxwellien (Jüttner)

momentum distribution has been calculated. These CTR calculations hold qualitatively also

true for coherent synchrotron radiation (CSR). Considering a hot electron number and tem-

perature increase with laser intensity, the CTR model calculations explain the experimental
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observations. Moreover, the CTR calculations suggest that the actual laser intensity on tar-

get was probably 40 % lower than the value calculated from the measured laser parameters

(pulse energy, pulse duration and focal spot size). In the investigated intensity regime, the

measured COR energy is mainly influenced by the coherence of the radiation emitted by

a hot electron bunch. The longer the electron bunch with respect to the COR wavelength,

the lower is the coherence of the radiation emitted by this bunch. In fact, due to the en-

ergy distribution in an electron bunch, the longitudinal length of the bunch increases with

propagation distance.

The above mentioned CTR model has been used to fit the experimentally measured COR

energy at the central laser frequency (1030 nm) and the second harmonic (515 nm) as a func-

tion of target thickness. From such fits, the hot electron temperature Th and the relative

number of electrons accelerated at the laser frequencyωL and at 2ωL could be determined as

a function of laser intensity IL. As expected, the hot electron temperature Th increases with

IL. However, the temperature increase was lower than the scaling suggested by the model of

T. KLUGE et al. [113]. The relative number of hot electrons accelerated at ωL and at 2ωL con-

tains information on the present electron heating mechanisms at the target front surface and

their relative influence. At a laser intensity of 1019 W/cm2, the CTR model fits indicate that

(41±1) % of the hot electrons have been accelerated at ωL and (59±1) % at 2ωL, which is in

very good agreement with previous experiments [70]. For our experimental conditions, with

a laser incidence angle of 90° (i.e. normal incidence), a substantial amount of hole boring

must therefore have been present at the target front surface to result in hot electron bunches

being produced at ωL. However, the experiments show no significant change of the relative

amount of electrons accelerated at ωL and at 2ωL with laser intensity. To the best of the au-

thor’s knowledge, there is no other study which uses CTR model fits to investigate the scaling

of Th and of the relative amount of electrons accelerated at ωL and 2ωL with laser intensity.

The general spatial structure of the COR polarization at the second harmonic exhibits

strong changes across the COR emission region which suggest that CSR was the dominat-

ing COR emission process. Calculations with a simple COR model also point towards CSR

to explain the measured COR polarization. In a more systematic investigation of COR at the

second harmonic, an increase in the relative amount of S-polarized1 COR with laser inten-

sity (and hence hot electron temperature), target thickness and the COR’s source size at the

target rear surface has been detected.

In conclusion, the source size, the energy and the polarization of rear surface COR have

been experimentally investigated as a function of laser intensity IL and target thickness d0 to

study hot electron generation and transport in high-intensity laser-solid interaction. Future

experiments should profit from acquiring more data for a larger range of IL and d0. More-

over, rear surface COR could be used in future experiments to study the influence of target

material and laser incidence angle on hot electron generation and transport.

1S-polarized refers to radiation polarized perpendicular to the optical table. The optical table is parallel to the
plane formed by the target rear surface normal and the observation direction (optical axis of microscope objec-
tive used for imaging).
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Acronyms

AC autocorrelation.

Al aluminum.

arb. u. arbitrary units (sometimes also abbreviated as

arb. units).

ASE Amplified Spontaneous Emission.

c.o.m. center of mass.

CCD Charge-Coupled Device.

COR coherent optical radiation.

CPA Chirped Pulse Amplification.

CSR coherent synchrotron radiation.

CTR coherent transition radiation.

cw continuous-wave.

CWE coherent wake emission.

e.o.m. equation of motion.

EM electromagnetic.

Eq. equation.

FI Fast Ignition.

Fig. figure.

FROG Frequency-Resolved Optical Gating.

FWHM Full Width at Half Maximum.

HWHM Half Width at Half Maximum.

ICF Inertial Confinement Fusion.

IR infrared.

ITR incoherent transition radiation.

laser Light Amplification by Stimulated Emission of Ra-

diation.
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Acronyms

MPI Multi-Photon Ionization.

ND neutral density.

NIR near-infrared.

NOPA nonlinear optical parametric amplification.

OTBI Over-The-Barrier Ionization.

PIC particle-in-cell.

PM plasma mirror.

POLARIS Petawatt Optical Laser Amplifier for Radiation In-

tensive ExperimentS.

RHS right-hand side.

SPIDER Spectral Phase Interferometry for Direct Electric

Field Reconstruction.

SR synchrotron radiation.

TI Tunnel Ionization.

TIC temporal intensity contrast.

TNSA Target-Normal-Sheath-Acceleration.

TR transition radiation.

WKB Wentzel, Kramers and Brillouin approximation.

XUV extreme ultraviolet.
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Mathematical Notation

This section provides a reference describing the notation of the most common variables,

constants, functions and conventions that have been used throughout this thesis.

Special Functions and Other Conventions

[a,b) Intervalls are indicated by round and square brackets. Square brakets mark an closed

inverval (i.e. the interval boundary values are included) and round brackets mark

open intervals (i.e. the interval boundary values are not included). The given exam-

ple of [a,b) denotes an interval from a (included) to b (excluded).

δ(x) Dirac delta function

K (x) Complete elliptical integral of first kind K (x) = ∫ π/2
0

[
1−x sin2(t )

]−1/2
dt

{a,b,c} Sets are indicated by curly brackets. For the given example of {a,b,c}, the set con-

tains the values a, b, and c.

i Imaginary unit i =p−1

Kα(x) Modified Bessel function of second kind of order α

Physics Constants

ε0 Vacuum permittivity

µ0 Vacuum permeability

c Speed of light (in vacuum)

e Absolute electric charge of an electron

h Planck constant (ħ= h/2π)

kB Boltzmann constant

me Electron rest mass

mi Ion rest mass

Variables in the Context of TR and SR

∆ψ Divergence half angle of a hot electron current
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Mathematical Notation

tl Time of "creation" (i.e. acceleration) of the lth hot electron bunch at the target front

surface

ρ Radius of the momentary circular trajectory in the electric sheath field at the rear

surface of a target which has been illuminated by a relativistic laser pulse

σr Initial width of hot electron bunch in xy-plane (see Fig. 2.2)

σt Initial temporal duration of hot electron bunch

a The temporal delay between the hot electron population 1 (accelerated at ωL) and

the hot electron population 2 (accelerated at 2ωL)

d(ω) Formation length of transition radiation at frequency ω

d0 Thickness of target which is illuminated by a relativistic laser pulse

N Total number of electrons in hot electron current

nb Number of hot electron bunches

P1 Relative number of electrons per bunch produced at ωL

P2 Relative number of electrons per bunch produced at 2ωL

We Relativistic electron energy We = γemec2

WT Normalized thermal energy WT = kBTh/mec2

Variables

χe Resistivity

∆λ Laser spectral width (FWHM)

∆t Laser pulse duration (FWHM)

ε Dielectric constant

η Refractive index

γ Relativistic factor γ= (1−β2)−1/2

λ Wavelength

λD Debye length

λL Central laser wavelength (in vacuum)

λµ Laser wavelength in µm

A Area of a spatial intensity distribution (usually of the laser focal spot if not stated

differently)
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Mathematical Notation

AFWHM Area of the spatial intensity region where the intensity (usually the laser intensity or

the COR intensity) I (x, y) fulfills I (x, y) ≥ max[I (x, y)]/2

T optical period T = ν−1

TL optical laser period TL = ν−1
L

ν Frequency

νei Electron-ion collision frequency

νL Central laser frequency

Ω Solid AngleΩ= (α,θ) (see Fig. 2.2)

ω angular frequency ω= 2πν

ωL Central laser angular frequency

ωP Angular plasma frequency

Π Efficiency

ΠL→e Conversion efficiency of laser energy to hot electron energy

σe Conductivity σe =χ−1
e

σ j Cross-section of the j-photon ionization

τ FWHM pulse duration of the laser pulse and somethimes used instead of τFWHM

τei Electron-ion relaxation time (i.e. the lifetime of a plasma)

τFWHM FWHM pulse duration of the laser pulse

τξ Keldysh time τξ = ξ/ωL

Γtunnel Ionization rate of tunnel ionization

Γ j Ionization rate for the j-photon ionization

ϕparabola Horizontal angle of the parabola which focuses the laser pulse on the target

~β Normalized velocity ~v/c

~A Vector potential of an electromagnetic field

~B Magnetic flux density

~D Electric flux density

~E Electric field

~ES Temporally averaged electric field of the laser
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Mathematical Notation

~FP Ponderomotive force ~FP =−~∇UP

~H Magnetic field

~j Current density

~k Wave vector~k =ω/c(sinθcosα, sinθ sinα,cosθ) (see Fig. 2.2)

~k⊥ Wave vector~k⊥ = (kx ,ky )T perpendicular to z-axis

~M Magnetic polarization

~P Dielectric polarization

~p Momentum ~p = p(sinψcosφ, sinψsinφ,cosψ)T (see Fig. 2.2)

~r Spatial coordinate~r = (x, y, z)T

~r⊥ Spatial coordinate perpendicular to z-axis~r⊥ = (x, y)T

~S Poynting vector

~u Normalized momentum ~u = γβ~p/p

~v Velocity perpendicular to z-axis ~v⊥ = (vx , vy )T

~ve Electron velocity

ξ Keldysh parameter

cs Speed of sound

dlim(λ) Resolution limit of an imaging system for radiation at the wavelength λ

I Intensity (usually of light)

IL Laser Intensity

I18 Laser intensity in units of 1018 W/cm2

J Current

k wavenumber k = 2π/λ

L Plasma scale length

ls Skin depth to which the laser tunnels into the overcritical plasma

n Particle density

ncr Critical density above which the laser is reflected by the plasma

ne,0 Equilibrium electron density
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Mathematical Notation

ne Electron density

nf Fast electron density

ni Ion density

q Electric charge

qFWHM Quality factor of the laser focal shot. qFWHM corresponts to the percentage of laser

energy contained in AFWHM.

T Temperature

t time

Te Bulk temperature of electrons in a plasma

Th Temperature of hot electrons (also called fast electrons) in a plasma and Th À Te

Ti Bulk temperature of ions in a plasma

U Potential Energy

Uion Ionization potential

UP Ponderomotive potential (corresponds to the averaged kinetic energy of an electron

in the laser field)

V Volume

vth Thermal electron velocity

W Energy

Wkin Kinetic energy

WL Laser pulse energy

Wph Photon energy Wph = hν

Z Ion charge in units of e

Z∗ Effective ion charge in units of e
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A. Light and Lasers

Light is the fundamental ingredient which allows us to interact with our environment and

to acquire knowledge and understanding of our surrounding. Mostly, we do not care about

its physical nature in our everyday life. However, focusing high-intensity lasers to reach light

intensities which are otherwise not present on our planet is far from an ordinary event and

requires knowledge of the physical description of light. Therefore, this chapter aims to pro-

vide an overview over the physical framework of light and lasers.

Light is an electromagnetic wave and classically well described by the four Maxwell’s equa-

tions

~∇·~D(~r , t ) = ρ(~r , t ) , ~∇·~B(~r , t ) = 0 ,

~∇×~E(~r , t ) =−∂
~B(~r , t )

∂t
, ~∇× ~H(~r , t ) = ∂~D(~r , t )

∂t
+~j (~r , t ) ,

(A.1)

with the electric field vector ~E = (~D − ~P )/ε0, the magnetic field vector ~H = (~B − ~M)/µ0, the

charge density ρ and the current density ~j . Here, the electric displacement ~D , the magnetic

induction ~B , the electric polarization ~P , and the magnetization ~M have been used whereas

the latter two are zero in vacuum and in plasma. Moreover, the constants ε0 (vacuum permit-

tivity) and µ0 (vacuum permeability) have been introduced. For the description of electro-

magnetic waves, it is often convenient to write the electric field and the magnetic induction

as a function of the vector potential ~A. Hence ~B =~∇× ~A and ~E + ∂~A
∂t = −~∇φ, where the po-

tential φ has been introduced since the magnetic induction ~B is not changed by adding the

gradient of a scalar function [10]. To describe an electron in an electromagnetic wave, φ is

set to zero and the vector potential can be normalized to be ~a = e~A/ec2 [80]. However, some

phenomena require a full quantum-mechanical description of light, where the electromag-

netic field is quantized into modes which are associated with oscillators of fixed frequency

[10]. Luckily, a semiclassical model of light is sufficient for this work. Thus, light is treated

as an electromagnetic wave and only the interaction of light with matter is described in a

quantum-mechanical manner by emission and absorption of quanta of energy and momen-

tum.

An electromagnetic wave, like light, is characterized by three fundamental physical prop-

erties, namely the wavelength λ, the frequency ν, and the polarization state. These fun-

damental properties result in certain measurable physical properties, like intensity, energy,

velocity of propagation, power, polarization, and momentum transport of light [10]. For this

thesis, however, intensity and polarization are of special interest and will be considered in

more detail.

The polarization is a property of the wave character of light and specifies the direction of
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A. Light and Lasers

the electric field vector. While this direction varies during propagation for elliptically polar-

ized light, the direction of the electric field vector remains constant for linear polarized light

[10].

The Intensity I of a light wave is given by the absolute temporal average over a single opti-

cal period T = 2π/ω of the Poynting vector~S = ~E×~H . In a homogeneous dielectric medium,

the Poynting vector can be interpreted as the vector of energy transport as ~S is the product

of the energy density of an electromagnetic wave and the phase velocity of light in a ho-

mogeneous dielectric medium. The intensity I of light can also be seen as the energy dW ,

concentrated in the time interval dt and incident on an area A [10]:

〈|~S|〉t = I = dW

A dt
. (A.2)

Consequently, the extreme intensities necessary for laser-plasma physics are reached if a

large amount of energy is concentrated in a small time interval and area. A thermal radiator

like a light bulb, however, is limited by the temperature T the emitter material can with-

stand as the intensity of an black-body radiator is given by I ∝ T 4. Thus, it requires a laser

(Light Amplification by Stimulated Emission of Radiation) to reach such high light intensi-

ties that a plasma is created from a solid. In comparison to the unpolarized and incoherent

nature of thermal radiation, a laser is based on stimulated emission and therefore produces

highly directional, coherent and polarized light. Such coherent light is defined by tempo-

rally constant phase differences between different points on the wavefront. During the pro-

cess of stimulated emission, an atom or molecule in a higher energy state is stimulated by

an incident photon to decay to the lower energy level by emitting a photon with the same

properties as the incident photon, namely propagation direction, polarization, phase, and

frequency. This amplification process takes place in the active medium which is located in-

side the optical resonator (two flat or spherical mirrors in front of each other) of the laser.

Light amplification in a laser requires a pump to create a population inversion in the active

medium, such that the population of the upper energy level is larger than that of the lower

energy level [10].

A.1. Spatial Characteristics of High-Intensity Laser Pulses

To achieve the very high laser intensities that are needed for several interesting applications,

like laser-based particle acceleration, light needs to be focused to a small area, as indicated

by equation (Eq.) A.2. The spatial characteristics of a laser are governed by the geometry

of the optical resonator and therefore the electric field of a laser beam is confined in two

spatial dimensions. In most cases, a Gaussian beam is a good approximation of the spatial

field distribution of a laser beam. For a cylinder-symmetric laser resonator, the intensity I of

a monochromatic light wave leaving the resonator and propagating along the z-direction is

given by

I (r, z) = I0
w2

0

w2(z)
exp

(
− 2r 2

w2(z)

)
, with w2(z) = w2

0

[
1+

(
z

zR

)2]
and zR = πw2

0

λ
. (A.3)
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A.2. Temporal Characteristics of High-Intensity Laser Pulses

Thus, the laser intensity falls of exponentially in radial direction with a rate of intensity drop

which is determined by the beam radius w(z). The smallest beam radius (i.e. the beam

waist) w0 lies at z = 0 inside the laser resonator and the beam divergence (increase of beam

diameter) is characterized by the Rayleigh length zR. Consequently, a reduced beam waist

w0 results in a strongly diverging beam as the Rayleigh length zR becomes smaller and vice

versa [10].

A lens or a curved mirror (with focal length f ) does not modify the general spatial struc-

ture of a Gaussian laser beam (Eq. A.3) but rather the position z0 and value of the beam waist

w0 = w(z0). Therefore, focusing the laser beam increases the peak intensity I0 = 2P0/πw2
0 in

the focal spot because w0 is decreased by the focusing optics, whereas the total laser power

P0 remains unchanged. For now, it is sufficient to note that a small beam waist w0 is related

to a large divergence angle θ = w0/zR and therefore a large laser beam diameter on a suffi-

cient large focusing optics is needed for reaching very small focal spot sizes. To circumvent

imaging aberrations, parabolic mirrors are used to focus the laser beam to high intensities.

Due to diffraction, an airy-pattern will be present in the focal plane instead of a Gaussian

intensity distribution if the parabolic mirror is not sufficiently larger than the near field size

of the laser beam. However, such a situation is usually avoided in practice and the laser field

distribution in the focus is only influenced by spatial amplitude and phase front variations

of the laser near field and misalignment of the parabolic mirror [10].

A.2. Temporal Characteristics of High-Intensity Laser Pulses

Simply confining the laser energy in two spatial dimension is not enough for achieving very

high laser intensities. Instead, additionally confining the laser energy in time is necessary, as

Eq. A.2 indicates. Consequently, a high-intensity laser should rather produce very short and

intense laser pulses instead of operating in the continuous-wave (cw) regime. One distin-

guishes basically two types of techniques for generating short laser pulses: The technique of

Q-switching produces short pulses by varying the losses in the laser resonator. First, a large

inversion builts up due to high losses in the resonator. Then, the losses in the resonator are

abruptly reduced to a low level and a short and intense laser pulse with a duration of a few

nanoseconds forms. However, the mode-locking technique is needed to achieve laser pulses

which are shorter than the cavity round-trip time. To do so, many longitudinal cavity modes

of different wavelength are forced to oscillate with a certain phase relation. These modes

coherently add up to a few-femtosecond pulse which consequently has a certain spectral

width. Technically, mode-locking is achieved by actively or passively increasing the losses

for long pulses whereas short pulses experience much lower losses and therefore are ampli-

fied. These short pulses then travel back and forth in the cavity while a small amount of laser

light is coupled out at the less reflective mirror to produce a train of very short laser pulses

[10].

For the mathematical description of the temporal characteristics of a laser pulse, one may

imagine the situation of a small detector, fixed in space. Assuming a linearly polarized light

wave, the electric field strength E(t ) can then be written as the product of a harmonic wave
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A. Light and Lasers

and a amplitude envelope function Eenv.(t )

E(t ) = Eenv.(t )cos
(
φ(t )

)= Eenv.(t )cos
(
ω0t +φ0 +φa(t )

)
(A.4)

with an absolute phase φ0, the carrier angular frequency ω0, and the consequent laser fre-

quency ν0 = ω0
2π . The additional time dependent phase φa(t ) in Eq. A.4 accounts for vari-

ations of the laser frequency in time which are unavoidable in reality. Often, a Gaussian

temporal envelope

Eenv.(t ) = E0 exp

(
−2ln2

(
t

∆t

)2)
, (A.5)

with amplitude E0 and the temporal FWHM ∆t of the corresponding intensity distribution

I (t ) = ε0cη
2 E 2

env.(t ), is assumed to approximate the temporal pulse shape of the laser. Here, η

is the refractive index of the medium in which the laser pulse propagates. Further informa-

tion on the spectral characteristics of the laser pulse can be acquired by applying the inverse

Fourier transformation to E(t )

Ẽ(ω) =
∫ ∞

−∞
E(t )e−iωt dt . (A.6)

As E(t ) is real, the frequency spectrum fulfills Ẽ(ω) = Ẽ∗(−ω) where ∗ marks the complex

conjugate. Hence, it is sufficient to consider the positive part E+(ω) of the frequency spec-

trum only, which can be written as the product of an amplitude
∣∣Ẽ(ω)

∣∣ and a spectral phase

ϕ(ω)

Ẽ+(ω) = ∣∣Ẽ+(ω)
∣∣e−iϕ(ω) . (A.7)

Connected through the Fourier transform, the spectral and temporal laser pulse character-

istics influence each other and the frequency spectrum of the laser pulse directly influences

its temporal pulse shape and width. A simple measure of this mutual influence is the time-

bandwidth product∆t∆ν, namely the product of the FWHM of the temporal and the spectral

intensity profile. For a Gaussian temporal envelope (Eq. A.5) for instance, the smallest possi-

ble time-bandwidth product is ∆t∆ν= 0.441. This limit makes directly clear that short laser

pulses have a large spectral width ∆ν. Such a bandwidth-limited pulse can only be reached

if φ(t ) and ϕ(ω) are strictly linear functions of their argument. Mode locking, as described

before, enforces such a fixed phase relation between the different frequency components

of the laser pulse. As the spectrum is usually centered around the carrier frequency ω0, the

spectral phaseϕ(ω) is expanded into a Taylor series to better understand the influence of the

spectral phase on the temporal laser pulse shape:

ϕ(ω) =ϕ(ω0)+ ∂ϕ(ω)

∂ω

∣∣∣∣
ω0

(ω−ω0)+ 1

2

∂2ϕ(ω)

∂ω2

∣∣∣∣
ω0

(ω−ω0)2 + 1

6

∂3ϕ(ω)

∂ω3

∣∣∣∣
ω0

(ω−ω0)3 + ... (A.8)

The zeroth order in this Taylor expansion corresponds to the absolute phase φ0 in time do-

main. Whereas the first-order term in Eq. A.8 leads only to a temporal shift of the pulse, the

second-order term symmetrically broadens the laser pulse E(t ). Last but not least, the third-

order term in the Taylor expansion of the spectral phase results in side-pulses on one side of
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A.3. Chirped Pulse Amplification

the main laser pulse in the temporal domain [10].

Real laser pulses deviate from the ideal Gaussian pulse shape given in Eq. A.5. In fact,

the rising edge of the laser pulse on a picosecond timescale requires particular attention.

The high intensities of > 1018 W/cm2 in the experiment are orders of magnitude above the

onset of atom ionization and nonlinear effects. Thus, the rising pulse edge already ionizes

the target. Consequently the rising pulse edge strongly determines the plasma configura-

tion which the main pulse experiences. The pre-pulse pedestal contains contributions of

amplified spontaneous emission (ASE), amplified leaking pulses and uncompensated spec-

tral phase modulations. Several methods are nowadays established to increase the temporal

intensity contrast (TIC), i.e., the intensity ratio of the main pulse to the pre-pulse pedestal,

to prevent the destruction of the target before the arrival of the main laser pulse. However,

to create a plasma and reach such high intensities of > 1018 W/cm2 in the experiment, the

femtosecond laser pulses from the laser oscillator need to be amplified. A short description

of the successive laser pulse amplification is given in the next section [10].

A.3. Chirped Pulse Amplification

Equipped with femtosecond pulses from a laser oscillator, it is still necessary to amplify these

pulses further to increase the pulse energy for reaching the intensities needed for particle ac-

celeration. However, laser damage, nonlinear effects and efficient amplification limited the

achievable peak power for a long time [10]. Only the invention of chirped pulse amplifica-

tion (CPA) technique [11] allowed to reach relativistic intensities of ≥ 1018 W/cm2. The basic

principle of CPA consists of three steps: First, the ultrashort laser pulse is stretched by adding

second-order phase shift toϕ(ω) (see Eq. A.8). This is usually done via reflective gratings and

different path lengths for the different frequency components of the laser pulse spectrum.

In the second step, the temporally broadened laser pulse is successively amplified. Last, the

phase shift from step one is added to the amplified pulse but now with the opposite sign. In

such a way, the chirp from the first step is compensated. Hence, a compressed and ampli-

fied laser pulse of short duration and high intensity is achieved [10]. As an example of a CPA

laser system, the POLARIS laser1, where all experiments of this thesis have been carried out,

is schematically drawn in figure A.1.

1https://www.hi-jena.de/de/helmholtz_institute_jena/ueber-das-helmholtz-institut-jena/
experimental_facilities/local/polaris/

93

https://www.hi-jena.de/de/helmholtz_institute_jena/ueber-das-helmholtz-institut-jena/experimental_facilities/local/polaris/
https://www.hi-jena.de/de/helmholtz_institute_jena/ueber-das-helmholtz-institut-jena/experimental_facilities/local/polaris/


A. Light and Lasers

  

A2

W
P
= 30 mJ

Δλ = 30 nm

A3

W
P
= 0.75 J

Δλ = 26 nm

A4

W
P
= 7.5 J

Δλ = 25 nm

A5

W
P
= 54 J

Δλ = 18 nm

Compressor

Π = 69 %
Δt = 98 fs

Experiment

W
P
= 16.7 J

Δt = 98 fs

Oscillator

W
P
= 7 nJ

Δt = 80 fs

CPA + A1

W
P
= 2 mJ

Δt = 117 fs

XPW
Filter

StAmp

Π = 20 %
Δt = 4.5 ns, W

P
= 100 µJ P

u
ls

e 
ge

ne
ra

tio
n

A
m

p
lif

ie
r 

ch
a

in
C

om
pr

e
ss

io
n

 
&

 E
xp

er
im

en
t

Figure A.1.: Schematic drawing of the POLARIS laser beam line. First, the ultrashort laser
pulses are created in a Ti:Sa oscillator (active medium is a titanium-sapphire crystal). Next, the
pulses are stretched, amplified in the first amplifier (A1) and compressed again to be passed
to a XPW (non-linear) filter for increasing the temporal intensity contrast. After pulse clean-
ing, the pulses are stretched and amplified in the StAmp [188]. The stretched pulses are then
successively amplified in the amplifiers A2, A3, A4, and A5. Finally, the laser pulses are com-
pressed again and passed to the experiment chamber. For the different modules, the output
pulse energy is specified as WP, the pulse duration (FWHM) as ∆t , the spectral width (FWHM)
as ∆λ and the efficiency as Π. The specified WP and ∆t correspond to the best achieved per-
formance with POLARIS so far [160] which is slightly better than what is achieved on a daily
basis. Figure taken in a modified form from [189, 190].
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B. A Brief Description of Coherent Wake
Emission

When a bunch of fast electrons traverses the plasma-vacuum boundary at the target rear

side, it creates an electric field which accelerates thermal plasma electrons at the target rear

side inwards towards the increasing plasma density. Those inward accelerated thermal elec-

trons excite electron plasma oscillations at the local plasma frequencyωP(x) along their way

though the target rear side plasma density gradient [83]. Those initially longitudinal plasma

oscillations acquire a transverse oscillation component as their wavefronts curve in time

due to the plasma density gradient. This newly acquired transverse plasma oscillation com-

ponent allows the radiation of electromagnetic waves [191]. Hence, the radiation with fre-

quency ωP(x) from plasma oscillations at different positions x in the wake of the inward

accelerated thermal electrons add up to result in an attosecond pulse. This light emission

mechanism is called coherent wake emission (CWE) [62, 82, 83, 191]. The fast electrons

may set up the accelerating electric field, but the CWE is caused by the inward accelerated

thermal electrons due to phase-matching reasons [83]. As usually not only one but several

electron bunches, periodically spaced in time, traverse the plasma-vacuum boundary at the

target rear side, each bunch produces CWE and the radiation of this attosecond pulse train

interferes. The resulting spectrum E(ω) =∑
n a(n)A(ω)exp(iωtem(n)) depends on the ampli-

tude a(n) and the emission time tem(n) of the attosecond pulse from the nth laser cycle, as

well as the spectral amplitude A(ω) of an individual attosecond pulse [192].

CWE is emitted along the same direction and with the same polarization as the incident

laser light [62, 82]. Moreover, it is important to note that CWE is more efficient at gentle

plasma density gradients, in contrast to CTR which is more efficient for a step-like plasma-

vacuum interface [83]. Due to limited speed of heat transfer from the target front to the rear

side, thicker targets (several hundreds of nm and more as present in this thesis) are expected

to have a steeper plasma density gradient at the target rear side [193]. The velocity of the

fast electrons plays only a minor role in CWE whereas CTR becomes increasingly efficient at

relativistic velocities [83]. All together, this makes CWE a less probable explanation for the

COR observed in the experiments of this thesis.
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C. Exemplary Calculated CTR Spectra

If a relativistic laser pulse is focused on a thin foil, hot (i.e. energetic) electrons are period-

ically accelerated in the laser field at the foil front side and emit coherent optical radiation

(CTR or CSR) at the foil rear side. In section 2.5.3.1, a CTR model has been introduced to

study the influence of the energy and temporal distribution of the hot electron current on

the emitted radiation. Due to the similarity of CSR and CTR, it can be safely expected that

the influences of the hot electron distribution on the CTR spectrum hold also approximately

true for CSR.

Using the CTR model described in section 2.5.3.1, an exemplary CTR spectrum has been

plotted in Fig. 2.6 for typical parameters of the experiments presented in this thesis. Due

to the presence of different laser absorption mechanisms (see section 2.3), the hot electron

current is composed of a series of periodically spaced bunches where nb electron bunches

have been accelerated at ωL and 2nb electron bunches have been accelerated at 2ωL. In Fig.

2.6, the calculated CTR spectrum is plotted for an exemplary value of nb = 20. To illustrate

the contribution of the two different electron populations, namely hot electrons accelerated

at ωL and hot electrons accelerated at 2ωL, the spectra of the CTR emitted by these two dif-

ferent electron populations are plotted separately in Fig. C.1. The temporal hot electron

distribution at the target front side and target rear side and the corresponding CTR spec-

trum is shown for nn = 20 hot electron bunches accelerated atωL in Fig. C.1a and for nn = 40

hot electron bunches accelerated at 2ωL in Fig. C.1b.
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C. Exemplary Calculated CTR Spectra

0 10 20 30 40 50 60 70 80
time [fs]

0

1
el

ec
tro

n
nu

m
be

r a
t

ta
rg

et
 fr

on
t 

[a
rb

. u
ni

ts
]

0 20 40 60 80 100
time [fs]

0

20

el
ec

tro
n 

nu
m

be
r 

at
 ta

rg
et

 re
ar

 
[a

rb
. u

ni
ts

]

200 400 600 800 1000
wavelength  [nm]

10 6

10 2

CT
R 

no
rm

ed
 

d2 W
/d

d

(a) 20 hot electron bunches spaced at TL (P1 = 1 and P2 = 0).
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(b) 40 hot electron bunches spaced at TL/2 (P1 = 0 and P2 = 1).

Figure C.1.: Plots, based on the CTR model presented in section 2.5.3.1, which depict the tem-
poral hot electron distribution at the target front side and target rear side together with the
corresponding CTR spectrum for an exemplary hot electron distribution. The hot electron
distribution at the target front side (upper subplot) as a function of time is acquired from
h(~r⊥, t ,~u) by neglecting all terms depending on~r⊥ and ~u and setting d0 = 0. The hot electron
distribution at the target rear side (middle subplot) is calculated by numerically evaluating the
integral

∫
d3~uh(~r⊥, t ,~u). The normalized differential CTR energy (lower subplot) is calculated

from Eq. 2.41 with the substitution from Eq. 2.43 for typical experimental parameters of this
thesis, namely Th = 0.4MeV, d0 = 2µm and σt = TL/(10 · p2) = 0.243fs (as proposed in [70]
based on PIC results and fits to experimental data). In the two subfigures, different temporal
hot electron distributions are considered as specified in the subfigure headings. For simplifi-
cation, only one spatial dimension is considered by setting~r⊥ = 0. Analogous to the geometry
in the experiments of this thesis, the CTR is calculated for θ = 37° and α = 90° (see Fig. 2.2).
Moreover, it is assumed that the electrons propagate normal to the target rear side (φ = 90°,
ψ= 0°) with no divergence (see Eq. 2.32).
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D. Calculations of Polarization
Characteristics of COR

D.1. Simulation Model

In the sections 4.2 and 4.3, the discussion of coherence effects required the assumption of a

laminar hot electron current with no divergence which is directed normal to the target rear

surface (ψ = 0 in coordinate system of Fig. 2.2). This approximation was justified because

the spectrum of COR is expected to be mainly influenced by the temporal structure of the

hot electron current. Any divergence of the hot electron current would only result in a slight

reduction in coherence, which in turn results in a stronger spectral intensity decrease of COR

towards shorter wavelengths. Nevertheless, the polarization characteristics of the imaged

rear surface COR emission spot are influenced by the spatial and angular distribution as

well as the energy of the hot electron current. Therefore, these parameters need to be taken

adequately into account when calculating the polarization characteristics of the imaged COR

emission spot. With the computational capabilities at hand, it was, however, not feasible to

fully simulate the COR emitted by a diverging hot electron current as already mentioned in

section 2.5.3. Therefore, a much simpler model is suggested in the following. As before, the

coordinate system as defined in Fig. 2.2 is used.

D.1.1. Hot Electron Distribution Function

To reduce the complexity and hence the computational time of the COR model, the number

of integrals in Eq. 2.25 (and hence Eq. 2.30) and Eq. 2.45, which have to be evaluated nu-

merically, needs to be reduced. Therefore, the temporal structure of the hot electron current

and any coherence effects related to that are neglected and only aspects of relevance to the

simulation of the polarization characteristics of COR are considered.

The COR model of this section assumes a single, infinitesimal thin, monoenergetic hot

electron sheet with a Gaussian transverse spatial distribution. Consequently, the hot elec-

tron distribution function (at the target rear surface) is given as

h(~r⊥, t ,~u) =C f (φ,ψ)δ(|~u|−uT)δ

(
t − d0

βc cosψ

)
exp

(
−|~r⊥−~v⊥t |2

2σ2
r

)
, (D.1)

with the transverse position~r⊥ = (x, y)T, the transverse velocity~v⊥ = (vx , vy )T, the Dirac delta

function δ(x), and the fixed absolute normalized momentum uT = γTβT of the monoener-

getic electron sheet, whereγT = (kBTh/mec2)+1. To consider a diverging hot electron current
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D. Calculations of Polarization Characteristics of COR

(σψ 6= 0), a Gaussian angular distribution centered around zero is used as a first approxima-

tion of the angular velocity distribution of the hot electrons, thus

f (φ,ψ) = f (ψ) = exp
(
−ψ2/2σ2

ψ

)
. (D.2)

Consequently, the total emitted energy per unit angular frequency ω, solid angleΩ and area

(on the target rear surface) is calculated in this model from

d2W

dωdΩdxdy

∣∣∣∣
CTR

= e2N (N −1)

4π3ε0c

(∣∣∣∣∫ d3~u
∫ ∞

−∞
dt E∥ei(ωt−~k⊥·~r⊥)h(~r⊥, t ,~u)

∣∣∣∣2

+
∣∣∣∣∫ d3~u

∫ ∞

−∞
dt E⊥ei(ωt−~k⊥·~r⊥)h(~r⊥, t ,~u)

∣∣∣∣2)
,

(D.3)

for TR and from

d2W

dωdΩdxdy

∣∣∣∣
CSR

= e2N (N −1)

16π3ε0c

∣∣∣∣∫ d3~u
∫ ∞

−∞
dt ~ESR(ω,Ω,~u)ei(ωt−~k⊥·~r⊥)h(~r⊥, t ,~u)

∣∣∣∣2

, (D.4)

with ~ESR(ω,Ω,~u) =
∫ t2

t1

dt ′
~n×

[(
~n−~β(t ′)

)
×~̇β(t ′)

]
(
1−~n·~β(t ′)

)2 e iω[t ′−~n·~r(t ′)/c] , (D.5)

for SR. The electric fields E∥ and E⊥ for TR are calculated using Eq. 2.26 and Eq. 2.27. Usually,

t1 =−∞ and t2 =∞ are chosen in Eq. D.5 to calculate the electric field of SR as the integrand

is only nonzero for times t where ~̇β(t ) 6= 0 (i.e. only at times when the electron is acceler-

ated and therefore emits SR). The phase factor ei(ωt−~k⊥·~r⊥) takes into account that different

electrons arrive at different times and positions at the target rear surface and therefore their

phase differs. For the chosen coordinate system (see Fig. 2.2), the transverse wave vector
~k⊥ = (kx ,ky )T depends on the angles α and θ.

Strictly speaking, SR is emitted over the whole trajectory~r(t ′) of a hot electron at the target

rear surface. Taking this into account lies, however, beyond the scope of this work. Instead,

the total SR emitted along the trajectory~r(t ′) of an hot electron is approximated to have been

emitted at only one point~r⊥. As the radiation cone of the electron points only for a small part

of the electron trajectory towards the microscope objective, most of the radiation collected

by the microscope objective was emitted inside a small spatial region. This simplifies the

calculation of SR because the total emitted CSR energy can be numerically calculated in two

steps. First, the electric field strength of SR (see Eq. D.5) is calculated for a specific trajectory

~r(t ′) for a single electron. In the next step, the calculated electric field strength at the target

rear surface is added (in the calculation the integrals are transformed to sums) to the total

CSR electric field strength only at the position~r⊥ where the electron arrived at the target rear

surface. However, one should keep in mind that this is a coarse approximation which lim-

its the meaningfulness of the calculated CSR polarization characteristics but was however

necessary to limit the computation time to feasible values. If this two-step approximation

is not used, the order of the integrals in Eq. D.4 needs to be slightly changed and ~ESR addi-

tionally also depends on~r⊥ which slows down the calculations. For a quantitative discussion

of the polarization characteristics of CSR, a detailed model with much less simplifications,
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D.1. Simulation Model

implemented for parallelized calculation on a big computer cluster, should be used instead.

Due to the chosen hot electron distribution function in Eq. D.1, the integrals over t and u

in Eq. D.3 and Eq. D.4 can be easily evaluated analytically. The total emitted energy per unit

angular frequency ω, solid angleΩ and area (on the target rear surface) therefore is given as

d2W

dωdΩdxdy

∣∣∣∣
CTR

= e2N (N −1)

4π3ε0c

(∣∣∣∣∫ 2π

0
dφ

∫ π/2

0
dψ u2

T sinψE∥eiΛh(~r⊥,ψ,φ)

∣∣∣∣2

+
∣∣∣∣∫ 2π

0
dφ

∫ π/2

0
dψ u2

T sinψE⊥eiΛh(~r⊥,ψ,φ)

∣∣∣∣2)
,

(D.6)

for TR and as

d2W

dωdΩdxdy

∣∣∣∣
CSR

= e2N (N −1)

16π3ε0c

∣∣∣∣∫ 2π

0
dφ

∫ π/2

0
dψ u2

T sinψ ~ESR(ω,Ω,uT,ψ,φ)eiΛh(~r⊥,ψ,φ)

∣∣∣∣2

,

(D.7)

for SR, with ~ESR(ω,Ω,uT,ψ,φ) as defined in Eq. D.5 and the phase term

Λ=ω d0

βTc cosψ
−~k⊥ ·~r⊥ . (D.8)

Moreover, the reduced hot electron distribution

h(~r⊥,ψ,φ) =C exp
(
−ψ2/2σ2

ψ

)
exp

(
−

(
x −d0 tan

(
ψ

)
cos

(
φ

))2 + (
y −d0 tan

(
ψ

)
sin

(
φ

))2

2σ2
r

)
(D.9)

is used in the above equations. As only hot electrons flying in forward direction are consid-

ered, the upper limit of the integral over ψ is reduced to π/2 in Eq. D.6 and Eq. D.7.

D.1.2. Electron Trajectory Model for SR

After traversing the target rear surface, the electron is assumed to be accelerated back to the

target due to the electric sheath field and magnetic fields induced by the return current at

the target rear side. This phenomenon is called "fountain effect" [134, 135]. For simplicity,

this trajectory is approximated as an arc. The length of the trajectory (i.e. the arc length)

depends on the initial polar angle ψ at the moment when the electron traverses the target

rear surface as illustrated in Fig. D.1.

In the presented model, it is assumed that the electrons are only accelerated and therefore

emit SR outside of the target at the target rear side. Moreover, the hot electrons are assumed

to recirculate only once. These assumptions need to be included in the formula for the ac-

celeration ~̇β(t ′). Instead, however, the integral limits in Eq. D.5 are chosen as

t1 = 0 , t2 = π−2ψ0

cβ/ρ
, (D.10)

with the electron trajectory radius ρ, to resemble that a hot electron only emits SR when it is
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Figure D.1.: A schematic cross section of the laser-solid
interaction (as sketched in Fig. 2.2 and Fig. 2.5) with the
parameters of the CSR model presented in the text. The
laser is incident from the left on the target (indicated as a
gray rectangle) and accelerates electrons to the target rear
side. Due to the electric sheath field and magnetic fields
induced by the return current at the target rear side, the
electrons are accelerated back to the target on a curved
trajectory ("fountain effect" [134, 135]) which is approxi-
mated as a circle. Due to this acceleration, the electrons
emit SR in a cone along their momentary velocity vector.
As shown for two electrons (indicated in orange and yel-
low), the arc length of the circle in vacuum depends on the
initial polar angle ψ0 at the time t ′ = 0 when the electron
traverses the rear target surface. The radius ρ of the tra-
jectories, the electron bunch size and the target thickness
is roughly to scale for d0 = 400nm. Moreover, no diver-
gence (i.e. σψ = 0) is considered for the schematic draw-
ing of the electron bunch shape to improve the clarity of
the drawing.

accelerated in the electric sheath field outside of the target. Nevertheless, the definitions in

Eq. D.10 are only meaningful if a particle trajectory~r(t ′) is specified. An electron is defined

to traverse the target rear surface at t ′ = 0. For a circular trajectory in the coordinate system

defined in Fig. 2.2, the polar angle of the momentum (and hence velocity) vector is given as

ψ(t ′) =ψ0 +βt ′/ρ , (D.11)

whereas the azimuthal angle is constant, thus φ(t ′) =φ0. Taking these initial conditions into

account, the circular electron trajectory~r(t ′) is obtained via integrating the electron velocity
~β(t ′) once, thus

~r(t ′) = ρ


cosφ0(cosψ0 −cosψ(t ′))

sinφ0(cosψ0 −cosψ(t ′))

sinψ(t ′)− sinψ0

 . (D.12)

Two such circular electron trajectories are sketched in Fig. D.1 as an example.

Analogous to section 2.5.1, the radius ρ of the circular electron trajectory is approximated

as the target rear side Debye length, hence ρ ≈ λD, rear. In [128] and in section 2.5.1, the

ponderomotive hot electron temperature (see Eq. 2.12) has been used to calculate λD, rear.

In the current section, however, the hot electron temperature scaling by T. KLUGE et al. [113]

(see Eq. 2.13) is used. Inspired by [128], the transverse electron beam size increase due to

divergence is modeled as

rrear = r0 +d0 tan
(
∆ψ

)
, (D.13)

with the initial hot electron beam radius r0 = p
2ln2σr at the target front surface and the

Half Width at Half Maximum (HWHM) ∆ψ =p
2ln2σψ of the angular hot electron momen-

tum distribution f (ψ) (Eq. D.2). Next, the electron density ne,0 at the target rear surface is

approximated using the laser energy density in the focal spot, the fractionΠL→e of absorbed
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D.1. Simulation Model

laser energy by the hot electrons, the hot electron current size at the target rear side (see Eq.

D.13), and the energy kBTh of a single hot electron. Consequently,

ne,0 = ΠL→eWL

cτLπ(r0 +d0 tan
(
∆ψ

)
)2

1

kBTh
, (D.14)

where WL is the laser pulse energy and τL is the laser pulse width. Here, ΠL→e = 0.25 is

chosen as an approximation because this value lies in the middle of the range of published

investigations on quantifying ΠL→e [59, 185–187]. Hence, . Inserting Eq. D.14 into Eq. 2.4

then gives the Debye length, and hence the electron trajectory radius (ρ ≈ λD, rear), at the

target rear surface

λD, rear =
√

ε0c(kBTh)2

e2ΠL→eILr 2
0 /(r0 +d0 tan∆ψ)2

, (D.15)

with the hot electron temperature Th calculated from Eq. 2.13 and the laser intensity IL =
WL/τLπr 2

0 .

D.1.3. Acceptance Cone of Microscope Objective

As mentioned before, only the aspects of relevance to the simulation of the polarization char-

acteristics of COR are considered. With the chosen electron distribution function in Eq. D.1

and Eq. D.2, the emitted COR is calculated from the average over ψ and φ and the number

of integrals which have to be evaluated numerically is drastically reduced. In that way, the

computational time of the plots presented in section D.2 is limited to a maximum of ten days

(on a standard computer). As the microscope objective used to image COR (see Fig. 3.1) has

an acceptance angle of roughly 30.2°, it is not sufficient to consider only one observation

direction (θ = 37° and α = 90°). The acceptance angle is defined with respect to the optical

axis of the microscope objective and therefore can be imagined as a cone. The tip of this

acceptance cone is placed at the object and the cone opens itself towards the microscope

objective. All the COR from one point on the target rear surface with a wave vector~k inside

this acceptance cone of the microscope objective is imaged onto the same position on the

camera [10]. Hence, one needs to average the calculated COR energy over the acceptance

coneΩobj. of the microscope objective. To define the angles which lie inside the acceptance

cone of the microscope objective, it is convenient to define a rotated coordinate system S′

as illustrate in Fig. D.2. In the coordinate system S′, wave vectors ~k ′ which fulfill θ′ ≤ 15.1°

lie inside the acceptance cone of the microscope objective. Hence, the averaging over the

acceptance cone is done via averaging over α′ ∈ [0°,360°) and θ′ ∈ [0°,15.1°] The wave vec-

tors~k, and hence the angles θ and α needed for the COR model evaluation, are obtained by

rotating the~k ′ vectors by −37° (i.e. a clockwise rotation by 37°) around the x-axis.

D.1.4. Numerical Evaluation and Parameters

The temporal integral in Eq. D.5 are evaluated using the composite Simpson’s rule [194] with

a sufficient fine discretization of t ′. All integrals in Eq. D.6 and Eq. D.7 are transformed to

sums to be able to evaluate them numerically. To limit the computational time, a coarse
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Laser
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𝑘
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37°
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α

37°

Figure D.2.: A schematic drawing of the laser-solid
interaction with coordinate system S and S′. The tar-
get (e.g. a thin aluminum foil) and its orientation is
indicated as a gray plate. The laser is incident from
the left on the target front side. An exemplary wave
vector~k of COR is illustrated as a black arrow. In co-
ordinate system S (the one from Fig. 2.2), the z-axis is
parallel to the target rear surface normal. The coor-
dinate system S′ is rotated by −37° around the x-axis
with respect to coordinate system S. In S′, the z ′-axis
is parallel to the optical axis of the microscope objec-
tive which is used in the experiment to image COR.
The acceptance cone of the microscope objective is
given as θ′ ≤ 15.1°

discretization (i.e. large spacings d between the grid points) of the angles α′,θ′, φ, and ψ

has to be used. The error of the composite Simpson’s rule is of the order O (d4). Hence it

seems more reasonable for large d, to use the composite trapezoidal rule [194] for numerical

integration whose error is of order O (d2). The Simpson’s rule uses a polynomial of order 2 to

interpolate the function, which is to be integrated, between the grid points. The trapezoidal

rule, on the other hand, uses a polynomial of order 1. Using the composite trapezoidal rule,

an integral is transformed to a sum in the following way:

∫ b

a
f (x)dx = wi

M∑
i=1

f (xi ) , with wi =
dx /2 i ∈ {1, M }

dx else
, (D.16)

where M is the number of grid points xi and dx = b−a
M−1 is the spacing between the grid points

xi .

Applying the composite trapezoidal rule to Eq. D.6 and Eq. D.7 and taking the averaging

over the acceptance cone Ωobj. of the microscope objective into account, the total emitted

energy per unit angular frequency ω, solid angle Ω and area (on the target rear surface) is

calculated from

d2W

dωdΩdxdy

∣∣∣∣
CTR

= e2N (N −1)

4π3ε0c
(|ES(x, y)|2 +|EP(x, y)|2)

≈ e2N (N −1)

4π3ε0c

(∣∣∣∣∣Mα′∑
j=1

Mθ′∑
l=1

Mφ∑
m=1

Mψ∑
n=1

E∥, j ,l ,m,n f j ,l ,m,n

∣∣∣∣∣
2

+
∣∣∣∣∣Mα′∑

j=1

Mθ′∑
l=1

Mφ∑
m=1

Mψ∑
n=1

E⊥, j ,l ,m,n f j ,l ,m,n

∣∣∣∣∣
2)

,

(D.17)
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for CTR and from

d2W

dωdΩdxdy

∣∣∣∣
CSR

= e2N (N −1)

16π3ε0c
(|ES(x, y)|2 +|EP(x, y)|2)

≈ e2N (N −1)

4π3ε0c

∣∣∣∣∣Mα′∑
j=1

Mθ′∑
l=1

Mφ∑
m=1

Mψ∑
n=1

~ESR,j,l,m,n f j ,l ,m,n

∣∣∣∣∣
2

,

(D.18)

for CSR. Here, the matrix elements f j ,l ,m,n are defined as

f j ,l ,m,n = w j wl wm wnu2
T sinψnk2 sinθ′l exp

(
iΛ j ,l ,n

)
hm,n , (D.19)

where hm,n = h(~r⊥,φm ,ψn). Moreover, ~ESR,j,l,m,n = ~ESR(ω,Ω j ,l ,uT,φm ,ψn) is calculated from

Eq. D.5. The electric field strengths of TR, namely E∥, j ,l ,m,n = E∥(α j ,θl ,φm ,ψn ,uT) and

E⊥, j ,l ,m,n = E⊥(α j ,θl ,φm ,ψn ,uT), are calculated from Eq. 2.26 and Eq. 2.27. The sums cover

the range of α′
j ∈ [0°,360°], θ′l ∈ [0°,15.1°], φm ∈ [0°,360°], and ψn ∈ [0°,90°]. Hence, the fol-

lowing spacings have been used, namely

dα′ = 2π

Mα′ −1
, dθ′ =

π ·15.1/180

Mθ′ −1
, dφ = 2π

Mφ−1
, and dψ = π/2

Mψ−1
. (D.20)

With the spacings d at hand, the weights w j , wl , wn , and wm can be calculated from Eq.

D.16. In the above equations, approximation signs have been used instead of equal signs

to signify that the numerical evaluation of the integrals using sums is in practice only an

approximation. Furthermore, the normalization constant C in Eq. D.9 is calculated from

1 =
Mα′∑
j=1

Mθ′∑
l=1

Mφ∑
m=1

Mψ∑
n=1

w j wl wn wmu2
T sinψnk2 sinθ′l hm,n . (D.21)

The total electric field strengths ES = ∑
x,y ES(x, y) and EP = ∑

x,y EP(x, y) need to be cal-

culated for a comparison to the polarization characteristics of COR measured in the experi-

ment (see Fig. 4.10). To do so, the electric field vectors of CSR and CTR, calculated for every

j , l , m and n, need to be projected onto the axes for S- and P-polarization as defined by

the experimental setup. The P-polarization axis lies in the yz-plane and is perpendicular to
~k(α = 90°, θ = 37°), for the coordinate system defined in Fig. 2.2. The S-polarization axis is

parallel to the x-axis. To limit the computational time of these simulations which are pre-

sented in section D.2, discretization steps of 5° have been chosen for all angles. The xy-plane

is discretized using a resolution of dx = dy = 50nm. Moreover, the computational x- and

y-axis range from −2rrear to 2rrear (see Eq. D.13).

Finally, one should note that imaging of COR at an angle of 37°, as implemented in the ex-

perimental setup, is not fully taken into account in the presented model. For simplification,

the radiation collected my the microscope objective is calculated as a function of the rear

surface position~r⊥ but the process of imaging this radiation at oblique angle is not consid-

ered.
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Important Note The model presented in this section makes a lot of assumptions to limit

the computational time to feasible values. Therefore, the calculations performed with this

model, which are presented in the next section, are of limited significance. Instead, these

computational results are rather meant to serve as a demonstration of the opportunities and

capabilities that the COR simulations provide to interpret the experimental results and to

draw conclusions on the angular velocity distribution and the size of the hot electron cur-

rent. Hence, all the conclusions presented in the next section are preliminary. A conclusive

discussion and interpretation of the polarization characteristics observed in the experiment

needs a more detailed and accurate COR model.

D.2. Results of Simulations and Comparison to Experiment

The polarization ratio ES/EP of the measured COR changes with target thickness, laser in-

tensity, and the COR’s source size, as shown in Fig. 4.10. To link these changes in the polar-

ization of the measured COR to characteristics of the hot electron current, the polarization

ratio ES/EP has been calculated using the COR model introduced in the last section. This

COR model depends mainly on the target thickness d0, hot electron divergence ∆ψ, temper-

ature Th and initial size r0 =
p

2ln2σr of the hot electron current. Therefore, the polarization

ratio ES/EP has been calculated for different values of d0, Th, r0 and ∆ψ at λ = 515nm. The

results of these calculations are depicted in Fig. D.3, where ES/EP is plotted as a function of

∆ψ for a few different model parameter combinations. In comparison to the experimental

investigations, the COR calculations use the hot electron beam radius at the target front sur-

face as a parameter. To get a quick estimate of the hot electron beam radius rrear (and hence

the COR emission spot size) at the target rear surface for different ∆ψ, Eq. D.13 is used to

display the hot electron beam diameter 2rrear as the upper horizontal axis in the plots in Fig.

D.3. For most of the subfigures in Fig. D.3, a hot electron temperature has been used which is

comparable to the temperature determined from fits to experimental data (see section 4.3.1).

Hot Electron Divergence and Target Thickness Analyzing the different subfigures in

Fig. D.3, a few observations can be made: In general, the relative strength of S-polarized

TR and SR increases in the calculations with increasing divergence ∆ψ (i.e. width of the an-

gular momentum distribution) of the hot electron current. Here, a divergence (half angle)

between 7° and 40° is reasonable. This range covers the different hot electron divergence

values determined from Kα emission measurements [58, 195, 196], from measurements of

the electron beam spatial profile with a scintillator [197] or layered image plates [198] and

from rear surface COR measurements [66, 72, 73]. Furthermore, in [195] an overview over

different published experiments is given which shows that the electron beam divergence in-

creases with laser intensity. Such a divergence increase with laser intensity would fit very well

to the slight increase of the polarization ratio with laser intensity which has been observed

in the experiment for the 400 nm and 2µm thick target (see Fig. 4.10). Furthermore, the cal-

culated polarization ratio of TR and SR increases with target thickness as a comparison of

Fig. D.3d, Fig. D.3h, and Fig. D.3j shows. In case of a similar hot electron divergence, the
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COR emission spot at the target rear surface is larger for thicker targets. Hence, the increase

in polarization ratio with target thickness might be explained by a stronger spatial overlap

(and hence interference) in thicker targets of the radiation emitted by electrons traveling in

different directions. These results are in good agreement with the experimental results plot-

ted in Fig. 4.10b, where an increase of the polarization ratio with target thickness and COR

emission spot size has been detected.

TR or SR? The COR calculations results plotted in Fig. D.3 indicate that SR is probably

the dominating emission process in the experiments of this thesis and not TR. The polar-

ization ratio of the calculated TR is too low for reasonable simulation parameters to fit to

the experiment. Based on the results of section 4.3, it seems less likely that the actual hot

electron temperature in the experiment was substantially higher than the estimated value of

Th ≈ (292±22)keV. However, if the hot electron temperature has been underestimated by a

factor of two, the calculated polarization ratio of TR becomes comparable to the polarization

characteristics observed in the experiment for a divergence between ∆ψ = 20° and ∆ψ = 40°,

as Fig. D.3c, Fig. D.3f, and Fig. D.3i indicate. However, for such a large divergence, the hot

electron beam diameter at the target rear surface (and hence the COR’s source size) would

be much larger for the 2µm and 8µm thick target than what was observed in the experiment

(see section 4.1.2.1 and section 4.4.1). To finally resolve if rather SR or TR was the dominating

emission mechanism in the experiment, a precise measurement of the hot electron temper-

ature together with an absolute measurement of the COR’s source size (as discussed in the

next paragraph) would be beneficial. In that way, the range of reasonable parameter values

in the COR polarization calculations could be narrowed.

Hot Electron Beam Size and Temperature For the 400 nm and 2µm thick targets, the

calculation results plotted in Fig. D.3b and Fig. D.3g suggest that the initial size of the elec-

tron beam, which is then enlarged due to divergence, was probably below 1µm. Hence, the

hot electron beam diameter at the target rear surface is comparable to (or even smaller than)

the resolution limit of the (520±20) nm camera (dlim = 1.2µm) for the 400 nm and 2µm thick

target. For example, the relative amount of S-polarization in the calculated TR and SR is too

low to fit to the polarization ratio observed in the experiment if a larger electron beam di-

ameter of 2r0 = 1.2µm is assumed (see Fig. D.3d and Fig. D.3h). In contrast to the thinner

targets, an electron beam diameter of 2r0 = 1.2µm works sufficient well to explain the mea-

sured polarization ratio of COR emitted from the 8µm thick target if SR is the dominating

emission process (see Fig. D.3j). If one compares the COR calculations for different electron

beam diameters in Fig. D.3e, Fig. D.3g, and Fig. D.3h, it can be seen that the polarization

ratio decreases with an increasing initial electron beam size r0. This might be related to a

stronger overlap for larger r0 which results in a more pronounced interference of COR emit-

ted by electrons propagating in different directions. Looking at Fig. D.3a, Fig. D.3b, and

Fig. D.3c, it can be seen that the polarization ratio ES/EP of SR decreases with increasing

hot electron temperature Th. For TR, the calculations suggest a reversed behavior as the the

polarization ratio ES/EP of TR increases with Th.
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(a) d0 = 0.4µm, 2r0 = 150nm, Th = 149keV
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(b) d0 = 0.4µm, 2r0 = 150nm, Th = 293keV
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(c) d0 = 0.4µm, 2r0 = 150nm, Th = 586keV

1.4 1.6 1.8 2.0
2rrear [ m]

10 20 30 40 50
 (HWHM) [degree]

10 4

10 3

10 2

10 1
( x,

y|E
S|2 ) / 

( x,
y|E

P|2 )

SR
TR
mean of experimental data

(d) d0 = 0.4µm, 2r0 = 1.2µm, Th = 293keV
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(e) d0 = 2µm, 2r0 = 0.3µm, Th = 293keV
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(f ) d0 = 2µm, 2r0 = 0.3µm, Th = 586keV

Figure D.3.: Ratio of S-polarized (perpendicular to optical table) COR radiation energy at
515 nm to P-polarized (parallel to optical table) COR radiation energy at 515 nm as a function
of the width∆ψ of the angular momentum distribution (i.e. the divergence) of the hot electron
current. The optical table is parallel to the yz-plane in Fig. 2.2. The plotted polarization ratio
ES/EP =∑

x,y ES(x, y)/
∑

x,y EP(x, y) has been calculated from Eq. D.17 for TR (orange line) and
from Eq. D.18 for SR (blue line). As specified in the subfigure captions, ES/EP is plotted for
different parameter combinations of d0, Th, and r0. Additionally, the mean polarization ratio
of the experimental data is plotted for the respective target thickness d0 as a green horizontal
line. The horizontal plot axis (∆ψ) extends from 3° to 50°.
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(g) d0 = 2µm, 2r0 = 0.6µm, Th = 293keV
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(h) d0 = 2µm, 2r0 = 1.2µm, Th = 293keV
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(i) d0 = 8µm, 2r0 = 0.3µm, Th = 586keV
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(j) d0 = 8µm, 2r0 = 1.2µm, Th = 293keV

Figure D.3.: Ratio of S-polarized (perpendicular to optical table) COR radiation energy at
515 nm to P-polarized (parallel to optical table) COR radiation energy at 515 nm as a function
of the width∆ψ of the angular momentum distribution (i.e. the divergence) of the hot electron
current. The optical table is parallel to the yz-plane in Fig. 2.2. The plotted polarization ratio
ES/EP =∑

x,y ES(x, y)/
∑

x,y EP(x, y) has been calculated from Eq. D.17 for TR (orange line) and
from Eq. D.18 for SR (blue line). As specified in the subfigure captions, ES/EP is plotted for
different parameter combinations of d0, Th, and r0. Additionally, the mean polarization ratio
of the experimental data is plotted for the respective target thickness d0 as a green horizontal
line. The horizontal plot axis (∆ψ) extends from 3° to 50°.
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To study electron transport in high-intensity laser-solid interaction, the POLARIS laser was

focused onto thin Al target foils. The optical rear surface radiation emitted by hot electrons,

which are accelerated by the laser field at the target front side, has been measured with the

experimental setup sketched in Fig. 3.1. In this chapter, additional experimental data and

plots are shown to serve as a supplement to the experimental data discussed in chapter 4.

The experimental data has been described, analyzed and discussed in chapter 4 in detail.

Therefore, only a brief description of the figures presented in this chapter is given.

In Fig. E.1, some exemplary spatial COR intensity and polarization distributions are plot-

ted for different target thicknesses. Fig. E.1 shows the experimental data of Fig. 4.1 again,

but now a linear color scale has been used to display spatial COR intensity distribution. The

experimental data plotted in Fig. E.1 has been calibrated according to the procedures de-

scribed in section 3.3. The characteristics of the laser pulse, which induced the emission of

the measured COR, are specified in the heading of each subfigure. Moreover, the horizontal

angleϕparabola of the parabola which focuses the laser pulse on the target is stated in the sub-

figure heading. Each subfigure contains four color plots. The first, third, and fourth plot of

every subfigure show the spatially resolved COR intensity in different spectral regions. The

camera (see Fig. 3.1 for the experimental setup) is specified in the heading of each color

plot according to the spectral range which is investigated by this camera. The second plot

of each subfigure shows the polarization characteristics by plotting the ratio |ES|/|EP| of the

absolute electric field strength at (520±20) nm for the two measured polarization directions

(horizontal (EP) and vertical (ES) to the optical table or to the y-axis according to Fig. 3.1).

The imaged rear surface COR emission spot is oriented as if one would look directly at the

target rear side with the coordinate system specified in Fig. 2.2. The scaling of the x- and

y-axes has been calibrated. However, the offset of the x- and y-axes has not been calibrated.

Instead, a white line is plotted which acts as a y-axis-reference as it refers to a fixed position

at the target rear surface.

Similar to Fig. 4.1 and Fig. E.1, exemplary spatial COR intensity and polarization distri-

butions are plotted in Fig. E.2 for different target thicknesses. The figure composition, axis

labels and plot headings of Fig. 4.1 has been described in section 4.1 and in a reduced form

in the last paragraph. This description holds also true for Fig. E.2. The experimental data

plotted in Fig. E.2 has been calibrated according to the procedures described in section 3.3.

The Position variations of the COR emission spot seen in Fig. E.2 are due to pointing fluc-

tuations of the POLARIS laser but also due to realignment of the focusing parabola angle.

This realignment was sometimes necessary to adjust the position of the COR emission spot

to be imaged onto the entry slit of the imaging spectrometer.
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(a) Day #1:

(b) Day #1:

(c) Day #1:

(d) Day #2:

(e) Day #2:

(f ) Day #2:

Figure E.1.: Plots of the intensity I and polarization characteristics of the COR measured on
two different days. TThe Al target thickness is specified together with the laser parameters and
the horizontal angle of the focusing parabola (in arbitrary units) in the heading of each subfig-
ure, which consists of four color plots. The underlying camera is specified in the plot heading.
A magenta crosshair marks the center of mass (c.o.m.) of the region where the measured in-
tensity I fulfills I > Imax/2. The x- and y-axes are not offset calibrated. Therefore, the white line
acts as a y-axis-reference because it refers to a fixed position at the target rear surface.
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(a) Day #1:

(b) Day #1:

(c) Day #1:

(d) Day #1:

(e) Day #1:

(f ) Day #1:

Figure E.2.: Plots of the intensity I and polarization characteristics of the COR. To illustrate
the changes for consecutive shots, COR data from three different laser shots is shown for every
target thickness. TThe Al target thickness is specified together with the laser parameters and
the horizontal angle of the focusing parabola (in arbitrary units) in the heading of each subfig-
ure, which consists of four color plots. The underlying camera is specified in the plot heading.
A magenta crosshair marks the center of mass (c.o.m.) of the region where the measured in-
tensity I fulfills I > Imax/2. The x- and y-axes are not offset calibrated. Therefore, the white
line acts as a y-axis-reference because it refers to a fixed position at the target rear surface. The
figure continues on the next page.

113



E. Additional Experimental Data

(g) Day #1:

(h) Day #1:

(i) Day #1:

(j) Day #2:

(k) Day #2:

(l) Day #2:

Figure E.2.: Plots of the intensity I and polarization characteristics of the COR for different tar-
get thicknesses and experiment days. For every target thickness, COR data from three different
laser shots is shown. The Al target thickness is specified together with the laser parameters in
the heading of each subfigure, which consists of four color plots. The underlying camera is
specified in the plot heading. A magenta crosshair marks the center of mass (c.o.m.) of the
region where the measured intensity I fulfills I > Imax/2. The x- and y-axes are not offset cali-
brated. Therefore, the white line acts as a y-axis-reference because it refers to a fixed position
at the target rear surface. The figure continues on the next page
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(m) Day #2:

(n) Day #2:

(o) Day #2:

(p) Day #2:

(q) Day #2:

(r) Day #2:

Figure E.2.: Plots of the intensity I and polarization characteristics of the COR for different tar-
get thicknesses and experiment days. For every target thickness, COR data from three different
laser shots is shown. The Al target thickness is specified together with the laser parameters in
the heading of each subfigure, which consists of four color plots. The underlying camera is
specified in the plot heading. A magenta crosshair marks the center of mass (c.o.m.) of the
region where the measured intensity I fulfills I > Imax/2. The x- and y-axes are not offset cali-
brated. Therefore, the white line acts as a y-axis-reference because it refers to a fixed position
at the target rear surface.

115



E. Additional Experimental Data

As discussed in section 4.2, the total emitted COR energy WCOR per laser shot, is a rela-

tively robust measure of COR. WCOR is proportional to the total pixel count of the camera,

which has been calibrated according to the procedures described in section 3.3. The WCOR

measured with the three different cameras on experiment day #2 is plotted in Fig. E.3 for the

different target thicknesses as a function of laser intensity.
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Figure E.3.: The total COR energy WCOR emitted per laser shot in different spectral ranges (i.e.
the total pixel count of the calibrated (see section 3.3.1) camera) as a function of the laser
intensity on the target front surface. The spectral range is specified in the subfigure heading.
Every data point has been extracted from the COR images acquired for this particular laser
shot on experiment day #2. The COR energy WCOR is plotted for the different investigated
target thicknesses. Moreover, the function Wfit =G · IΞL , with the variable parameters G and Ξ,
has been fitted to the measured WCOR(IL) as specified in the legend.
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