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Zusammenfassung

Die Untersuchung der Wechselwirkung zwischen Materie und Licht geht zurück auf die
Beschreibung des ‘photoelektrischen Effekts’ zu Beginn des 20. Jahrhunderts. Mit der
Entwicklung der ersten Lasersysteme, insbesondere von Systemen mit hoher Intensität
und/oder hoher Photonenenergie, drang die Forschung sukzessive in neue Bereiche der
Wechselwirkung vor. Zuvor unbekannte, nicht-lineare Effekte wie beispielsweise die Multi-
photonenionisation oder Tunnelionisation traten auf und wurden Gegenstand theoretischer
Fragestellungen und experimenteller Untersuchungen.
Unabhängig davon entwickelten sich parallel die Speichertechniken für geladene Teilchen
(Elektronen und Ionen) weiter und führten zu verschiedenen Fallensystemen, wie beispiels-
weise der Paul- und der Penning-Falle. Aufgrund ihrer Eigenschaften die Teilchen lokalisiert
in einem kleinen Volumen, in Ruhe, für eine im Grunde unbegrenzte Zeit zu speichern und
zerstörungsfrei zu detektieren, ermöglichten sie fundamentale Eigenschaften der Materie
(beispielsweise g-Faktor, Massenbestimmung) mit bis dahin unerreichter Präzision zu be-
stimmen und dadurch Vorhersagen des Standardmodells zu verifizieren.
Mit dem hier vorgestellten HILITE-Experiment (High-Intensity Laser Ion T rap Experiment)
sollen erstmals die Vorzüge der Penning-Falle hinsichtlich der Lokalisierung und Teilchenprä-
paration genutzt werden um Ionisationsexperimente an Hochintensitätslasern durchzuführen.
Besonderes Augenmerk wurde dabei auf die Kompaktheit und Transportierbarkeit des
ganzen Systems gelegt um an unterschiedlichen Laseranlagen genutzt werden zu kön-
nen, deren Auswahl nach den Erfordernissen (hohe Intensität oder hohe Photonenenergie)
der experimentellen Fragestellung erfolgt. Kentnisse über die Teilcheneigenschaften vor
dem Laserbeschuss, wie beispielsweise deren Ladungszustand, reduzieren den Aufwand
der theoretischen Beschreibung und vereinfachen ihn dadurch. Theoretische Vorhersagen
physikalischer Größen, wie beispielsweise von Ionisationsquerschnitten, können dadurch
besser mit den experimentell gewonnenen Ergebnissen verglichen werden.
Im Rahmen dieser Arbeit wurde das Experiment mit einer eigenen Ionenquelle, einer Ionense-
lektion, einer Strahlführung, sowie unter Abbremsung und Einfang in die Penning-Falle,
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zunächst ohne Laser, an der GSI Helmholtzzentrum für Schwerionenforschung GmbH in
Betrieb genommen. Die Speicherung sowie der resonante, zerstörungsfreie Teilchennachweis
innerhalb der Falle konnten gezeigt werden. Die einzelnen Komponenten wurden charakte-
risiert und in ihrer Funktionsweise überprüft. Darüber hinaus wurde eine erste Strahlzeit
an einer externen Laseranlage (FLASH am DESY) beantragt und auch durchgeführt.
Die Interaktion zwischen Laser und gespeicherten Ionen konnte dabei für niedriggeladene
Ionen nachgewiesen werden, allerdings verhinderten unvorhersehbare schlechte Vakuumbe-
dingungen die Messung der eigentlich vorgesehenen Ionenspezies. Auf Grundlage dieser
Erfahrungen wurden verschiedene Anpassungen und Verbesserungen an der Apparatur für
zukünftige Strahlzeiten geplant und teilweise auch schon vorgenommen.
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Abstract

The investigation of light-matter interactions is based on the description of the ‘photoelectric
effect’ in the early 20th century. The development of the first laser systems, especially
of systems with high intensities and/or high photon energies allowed science to enter
new interaction regimes. Previously unknown, non-linear effects like multiphoton or
tunnel ionisation processes occurred and became subject of theoretical descriptions and
experimental studies.
Independently, the storage techniques for charged particles (electrons and ions) developed
in parallel and different kind of devices, like Paul and Penning traps, had been invented
in the 1950s and 1960s to study fundamental parameters of matter (for instance g-factor,
mass etc.) with previously unknown accuracy. Thereby, they were able to verify predictions
given by the Standard Model.
The HILITE experiment (High-Intensity Laser Ion T rap Experiment), presented within
this thesis, is designed to combine and use for the first time the advantageous properties
of target preparation a Penning trap can provide, like ensemble temperature, purity and
localizability, in order to investigate laser-ion interactions at high intensities. Particular
attention was paid to the compactness of the setup in order to be capable to transport the
experiment to different laser facilities and perform experiments on site. According to the
requirements (high intensities or high photon energies) of the experimental question, their
selection is done. By knowing the target properties before the laser irradiation, for instance
the charge state, precisely, allows theory to reduce the amount of occurring interactions and
by that a ‘simpler’ description. Theoretical predictions of physical quantities, like ionisation
cross sections, can therefore be linked better to the experimental data.
In the frame of this thesis, the experimental setup was built and put into operation in
terms of its dedicated ion source, ion selection, beam transport, deceleration and capture
inside the Penning trap at the GSI Helmholtzzentrum für Schwerionenforschung GmbH.
During commissioning, the storage and non-destructive detection of pure ion ensembles
within the trap was demonstrated. The individual components have been characterised and
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their operation was checked. Additionally, a propsal was handed in for the first beamtime
at an external laser facility (FLASH at DESY), which was granted and carried out. The
interaction between the laser and low charged ions could be verified. Unfortunately an
unexpected high background pressure prevented the measurement of the previously planned
ion species. Due to the experiences gained, some improvements and adaptions are planned
or have been already implemented for future laser experiments.
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1. Introduction and motivation

This chapter gives a brief description of the history related to the topic of light-matter
interaction in general, as well as the development over the last decades of tools, such as
laser systems as monochromatic, coherent and intense light sources and Penning traps as
devices for the confinement and study of electrically charged particles and their properties.
The HILITE Penning trap is such a tool and will be presented in the scope of this thesis.

1.1. Light-matter interaction
Over 100 years ago, back in the late 80s and 90s of the 19th century, it was Heinrich Hertz
while studying the effects of the transmission of electromagnetic waves, who recognized
that the spark discharge between two electrodes was affected while illuminated by UV light
[1, 2]. Based on those results, Wilhelm Hallwachs conducted an experiment to investigate
this effect further one year later. He used an experimental setup specially designed for this
purpose, and found out that the sign of the charge in the spark was negative [3]. In 1899
Philipp Lenard further improved the experimental conditions by evacuating the setup and
was able to extract the specific charge q/m of the released negative charges to be the same
as the one Thomson had found for free electrons [4]. Additional systematic measurements
revealed characteristic properties of this ‘photoelectric effect’ like:

• The velocity of extracted particles is independent of the light intensity, but dependent
on the ‘sort of light’ - today known as frequency, as well as the material they are
released from.

• The number of extracted electrical particles is proportional to the light intensity.

On the basis of those experimental results and referring to Max Planck’s work [5], Albert
Einstein postulated in 1905 that monochromatic light, which was described in terms of an
electromagnetic wave at that time, behaves like an energy quantum with a specific amount
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1. Introduction and motivation

hν [6]. Considering energy conservation he formulated

hν = m

2 v2 + eϕ (1.1)

connecting the properties of the light hν, with the energy of the released electrons m
2 v2 and

material quantities eϕ, nowadays known as the ‘work function’ W . A work for which he
was awarded the Nobel Prize in physics in 1921.
Today one distinguishes between three different cases of this effect. The outer and inner
photoelectric effect as well as photo-ionisation.

Outer photoelectric effect
This effect basically describes the situation found and studied by Hertz, Hallwachs,
Lenard and Einstein. For a conductor or semiconductor illuminated by light, electrons
can be extracted from the surface with a certain kinetic energy and be detected. This
energy depends on the frequency of the light and the work function of the material as
can be seen in equation (1.1). A schematic in figure (1.1 (a)) shows the principle in
terms of the band structure in solid-state physics. If the frequency and by that the
energy of the incident light is sufficient, nearly-free electrons in the valence band can
gain enough energy to overcome the gap between the Fermi energy EF for conductors,
or valence band energy Eval for semiconductors and the vacuum-energy Evac.

Inner Photoelectric effect
As the name suggests, the inner photoelectric effect does not result in an emission
of photo-electrons by incident light on a surface, rather than in internal ‘excitation’
of electrons. It only occurs in semiconductors, where a characteristic band-gap Egap

between the valence band and the conduction band exists. By illumination with a
frequency sufficient to overcome this band-gap, electrons from the valence band can
be lifted into the conduction band and by that a change in the conductivity of the
semiconductor can be achieved. An example of such a case is the working principle of
a solar cell. As previously, a schematic in figure (1.1 (b)) shows the concept in terms
of the band structure.

Photo-ionisation
In the case of photo-ionisation one leaves the picture of a solid-state and corresponding
description of atoms in a lattice and goes over to free atoms and molecules. Due to
non-overlapping energy states of the single atoms, the model of valence and conduction

4



1.1. Light-matter interaction

bands does not hold any more. The electrons are in general more tightly bound to
their nucleus and therefore the energy needed to remove them is typically higher.
Like in the cases before, a schematic in figure (1.1 (c)) shows the process occurring.

Figure 1.1.: Principle sketch of the three different processes. (a) Outer photoelectric effect:
Nearly-free electrons from the valence band can be released by a photon of
sufficient energy to overcome the work function W . (b) Inner photoelectric
effect: The incident photon has enough energy to lift an electron from the
valence band over the band gap into the conduction band leading to a change
in conductivity of the semiconductor. (c) Photo-ionisation: Electrons are more
strongly bound than in the solid-state case. Hence, the energy to overcome the
ionisation potential is higher and therefore a more energetic photon is needed.

The scope of this thesis is on photo-ionisation, in particular from one specific charge state
of an ion to the next higher one. In such cases, the energy needed for a further ionisation,
which is provided by the photon, has to be increased. This can easily be explained by
picture (1.1 (c)) if one starts with the electron already in the 1s or 2s state instead of the 3s
as it is shown there. The remaining bound electrons are located in the inner shells, so their
probability being close to the nucleus is larger than for the outer shells, and by that the
influence of the core potential is higher. Additionally, the heavier the nucleus, the stronger
the potential ‘seen’ by the electrons. Therefore, the ionisation energy needed can easily
reach from several tens of electronvolts for low charge states and light species (low-Z), over
hundreds of electronvolts for medium-Z species up to kilo-electronvolts for high-Z systems.
As an example figure (1.2) shows the ionisation energy as a function of the charge state
for argon. Closed shells can easily be seen by a jump in energy due to higher probability
of being closer to the nucleus and by that seeing higher core potential. It is obvious that
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1. Introduction and motivation

Figure 1.2: Ionisation energy as a function of
the charge state for argon. Closed
shells can easily be seen by a
jump in energy.

for these kinds of effects either the photon energy has to be increased significantly (from
optical up to UV, XUV and X-ray regime), or the amount of photons, each with relatively
low energy but large in number (high intensity), within a short period of time. Both parts
will be further explained in the following section.

1.2. Lasers for high intensities or high photon energies
The uniqueness of laser light in terms of coherence, spectral bandwidth, intensity and the
development and technical progress over the last decades in laser physics led to a wide
range of possible uses for laser systems, such as medical applications, material processing,
data transport and scientific research just to name a few. In the following, the focus will
be on the techniques developed especially in terms of high-intensity and/or high photon
energy, which is of relevance for this thesis.

High-Intensity optical laser
For scientific research, especially in our case for the study of ionisation processes in
highly charged systems, one requires lasers which can provide high intensities and/or
high photon energies. The intensity is defined as power per area, so energy per time
and area

I = P

A
= E

tA
. (1.2)

In order to maximize the intensity one has to increase the energy and/or decrease the
time period in which the energy is released. The latter can be achieved by pulsed
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1.2. Lasers for high intensities or high photon energies

laser systems. There are basically two techniques to create such laser pulses.
First, by use of a so-called ‘Q-switch’, which adjusts the quality of the resonator in
such a way that the losses are kept high at the beginning, so the population inversion
cannot be reduced by stimulated emission. Once the quality is increased at a certain
time by the ‘Q-switch’, the population inversion can be reduced, so the energy is
released within a short period, typically of the order of nanoseconds.
For even shorter pulses one uses the ‘mode locking’ technique, whereby the different
longitudinal modes within the resonator are synchronised and phase matched with
each other in a way that they interfere constructively. The more modes fit in the
resonator the shorter the pulses will become. The spectral bandwidth of such a laser
is preferred to be broad, so that a lot of modes can fit in the resonator simultaneously.
This is for instance given for a titanium sapphire laser. Such systems can achieve
pulse durations down to the order of several femtoseconds, however the energy per
pulse is small, in the order of pico or nanojoule.
To increase the energy, an amplification has to be implemented. For instance the
Nobel Prize awarded ‘CPA(Chirped Pulse Amplification)-technique’ is commonly used
for that. It was devised by Donna Strickland and Gerard Mourou in 1985 [7]. It is
based first on stretching the laser pulse in time, which reduces the energy density,
second, an amplification of this stretched pulse, and finally a consecutive compression
to increase the energy density again. A short and highly energetic pulse can thereby be
created and intensities up to 1020 W/cm2 can be achieved. Such high intensities, field
strengths and photon fluxes compete with the intra-atomic forces and lead to various
light-matter effects such as multiphoton-, above-threshold-, and tunneling-ionisation.
So far the explained techniques are applied and valid for systems in the optical or at
most near IR and UV regime, roughly 1 − 6 eV photon energy.

Laser with high photon energy
If one wants to achieve higher photon energies, of the order of several tens or hundreds
of electronvolts a new light source based on a different technique such as free-electron
laser FEL is needed.
It was developed in the 1970s by John Madey [8] in Stanford. Free electrons are
created by an electron source and are first accelerated up to relativistic velocities.
Then they are transferred to an alternating magnetic field section called an undulator.
A transverse motion due to the Lorentz force of the magnetic field is created and
thereby synchrotron radiation is generated. A schematic of such an undulator section
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1. Introduction and motivation

is shown in figure (1.3).

Figure 1.3.: Undulator section of a FEL. Accelerated free electrons entering an alternating
magnetic field, called an undulator. Due to the Lorentz force a part of their
motion is in the transverse direction of the beam direction. By that, synchrotron
radiation is generated.

This radiation interacts with the electrons themselves and causes longitudinal bunching
of the electrons into so-called microbunches, separated by one optical wavelength,
whereby the emission is in phase and the light is coherent. In comparison to an optical
laser, in which the laser medium causes the radiation, for a free-electron laser no such
medium is required. So, no atomic transitions or states are involved at all. By that,
the tunability of the photon energy is in principle not limited and high energies are
available. For example FLASH @ DESY in Hamburg provides photon energies in
the VUV or XUV regime (10 − 300 eV), whereas European X-FEL located close to
Hamburg operates in the X-ray regime (0.26 − 25 keV). Another source of X-rays
can be synchrotrons. Once charged particles, especially electrons, are forced on a
curved trajectory they emit ‘synchrotron radiation’. If the energy of the electrons
is in the relativistic regime (typically GeV) the frequency of the emitted photons is
shifted into the X-ray regime and the emission pattern has a narrow conical form
leading to high photon flux in one direction, hence high ‘brilliance’. In comparison to
synchrotrons, the electron microbunches in an FEL emit photons in a coherent way
and enhance previously emitted waves. The intensity without microbunching scales
with the number of electrons ∝ Ne, while with microbunching with ∝ N2

e , so a large
amplification is achieved.
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1.3. Penning traps: concept and current applications

1.3. Penning traps: concept and current applications
A Penning trap is a device to store charged particles at a localized spot, basically at rest,
for a certain period of time. The device is named after Frans M. Penning who in 1936 came
up with the idea to add a magnetic field to improve the operation of vacuum gauges. Due
to the cyclotron motion of charged particles within a magnetic field, their trajectory is
extended in terms of distance they have to travel and by that the storage time within the
volume is increased [9]. More detailed considerations were made by John R. Pierce in which
he proposed a combination of a quadrupole electric field created by hyperbolic electrodes
and an axial magnetic field in z direction to obtain a pure sinusoidal motion of trapped
electrons [10]. The first device built in such a way was realised by Hans G. Dehmelt in 1959
for the storage of electrons. Together with colleagues he performed several spectroscopic
measurements on stored ions in the following years [11, 12]. In 1989 he was awarded the
Nobel Prize in physics together with Wolfgang Paul for the ‘development of the ion trap
technique’.
The basic principle of a Penning trap is the use of an electrostatic quadrupole field,
superimposed with a homogeneous, static axial magnetic field to create a confinement
volume for charged particles of all kinds, as shown in figure (1.4).

Figure 1.4.: Working principle of a Penning trap for a positively charged test-particle in
blue. Hyperbolic shaped electrodes create an electrostatic quadrupole field
for the confinement in axial z-direction, while an axial magnetic field prevents
particle loss radially.

One of the key features of such traps is the possibility to store particles with a broad range
of charge-over-mass ratios at the same time at the same place, while studying them basically
at rest. The absence of rf-fields, which are used for example in Paul traps, prevents heating
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1. Introduction and motivation

effects of stored particles. Furthermore, techniques for non-destructive detection of the
trapped particles, based on the pick-up and amplification of the induced image charges
created by the particles’ oscillation, allow a continuous analysis of the trap content [12].
With the same technique, a simultaneous cooling of the particles can be achieved as well
[13, 14]. By attaching a resistance to a pick-up electrode, the image current is damped and
the energy dissipation leads to a cooling of the particle motion - hence resistive cooling.
For certain experimental conditions, a specific charge state is preferred to be the only
one stored. Therefore a selection like the ‘SWIFT ’ technique (Stored Waveform Inverse
Fourier T ransform) can be used [15]. The frequency bands of all unwanted species are
selected and by a Fourier transform into the time domain a transient signal is created. By
irradiation, all the unwanted species become excited and lost. If a special shape or density
of the ion cloud is needed, a way to manipulate the ions is required. There, for instance the
‘Rotating wall’ technique can be applied. It is a non-resonant excitation of the ensemble’s
rotation created by an additional rotating electric field [16].
Overall, the versatility of Penning traps in terms of confinement of single particles up to
clouds of millions of particles, and storage time scales of the order of microseconds up
to several months, together with various manipulation, detection, selection, and cooling
techniques makes the Penning trap one of the most suitable devices for various different sci-
entific questions. For instance the most precise measurement of fundamental constants, like
proton and anti-proton masses or the magnetic moment of the electron, proton, anti-proton
and positron have been performed in Penning traps specifically designed for that purpose
[17, 18, 19]. By that, tests of quantum electrodynamics (QED) as well as charge, parity
and time reversal (CPT)-symmetry have been performed.

As mentioned above, the specific design of a Penning trap depends on the experimen-
tal conditions and needs for the question of interest. In the frame of this thesis the aim is
to study the interaction of highly charged ion ensembles under the influence of light at high
intensities. The means of choice is the ‘HILITE Penning trap’. HILITE is an acronym and
stands for High-Intensity Laser Ion T rap Experiment.
Within the following chapters I will provide insight into the physical background, laser- as
well as trap-wise, specifically related to the HILITE experiment and the current apparatus
as it was designed, tested and set up first at GSI ‘offline’ without a laser, and for the first
time ‘in operation’ at the FEL facility FLASH @ DESY. Finally, the results obtained and
lessons learned during the beamtime will be presented.
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2. Physics background and operation
principles

In this chapter I will discuss the operation principle of our ion source and our charge state
selection in general, followed by the concepts of several ion optical elements implemented
and used in our setup in order to transport the ions from the source via a beamline to
our Penning trap. A detailed description of the physics background of a Penning trap in
general and specifically of the properties of our trap will be presented. In this context
one of the key features of such traps, the non-destructive ion detection based on induced
image charges and the implementation in our setup will be shown. In addition, another
technique of non-destructive detection of bypassing ions will be presented. Finally the
theoretical background of the processes involved in light-matter interactions in relation to
high intensities or field strengths, relevant for the HILITE experiment will conclude the
chapter.

2.1. Production and selection of highly charged ions
There are basically two options to produce highly charged ions for a Penning trap experiment.
Either by an internal production process, called ‘in-trap creation’, or by an external source
and a following consecutive extraction, transport, deceleration and capture process. There
are advantages and disadvantages for both ways, like limitation in available particles species
for ‘in-trap’ production, or the necessity of a defined capture process for externally produced
ions. I will focus on the latter one, since it is the one used for the HILITE experiment.

2.1.1. Ion source - Electron Beam Ion Trap - EBIT
The ion source used for the HILITE experiment is a so-called ‘Electron Beam Ion T rap, or
short and in the following just called - EBIT [20]. It is developed out of an ‘Electron Beam
Ion Source - EBIS [21, 22] with an increased trapping time. The operation principle of both
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2. Physics background and operation principles

are similar and based on electron impact ionisation [23]. A schematic depicted in figure
(2.1 (a)) shows the basic concept. It is a rather simple form of ion production, in which
either residual gas or a specific target gas is bombarded by electrons created by thermionic
emission of a heated filament placed in the centre of a cathode. One requirement to be
applicable is that the electron energy has to be at least equal to the ionisation potential of
this charge state. Typically the beam energy is therefore optimized in order to produce
the wanted target charge state. As a rule of thumb this is the case for an energy roughly
2-3 times larger than the ionisation potential of the charge state[24]. The created ions are
trapped by an electrostatic potential, created by the ‘drift tubes’ (1, 2 and 3) along the
confinement region in the axial direction, while the strong negative space charge created
by the electron beam prevents them from escaping radially. This negative space charge
potential of the electrons is shown in figure (2.1(b)).

Figure 2.1.: Schematic of the operation principle of an EBIT. (a) Cut along the beam axis.
Electrons (yellow) are created by the heated filament placed in the cathode and
are accelerated towards the drift tubes (1,2,3). The superimposed magnetic
field (not shown) compresses the electrons to maximize the overlap with the
target gas. Higher charge states created by electron impact ionisation are
extracted by lowering the last drift tube electrode (3) and guided by proper
choice of the potential of the extraction electrodes. The electrons are repelled
onto the collector. (b) Radial trap potential of an EBIT created by the space
charge of the electron beam, shown for different electron energies and currents.
From [25] - modified.

Depending on the charge state, there are several competing processes like charge exchange,
radiative or dielectric recombination, which lower the charge state over time [26]. In order
to produce higher charge states, the superposition between electron beam and target gas is
extended in time, the so-called charge breeding time. The combination of electron current
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2.1. Production and selection of highly charged ions

density, breeding time and the charge-decreasing processes leads to an equilibrium state in
which the ratio between the created charge states is constant. Once this is reached, the
‘downstream’ electrode of the drift tubes (3) responsible for the axial confinement is lowered
and the created ions with a certain charge state distribution can leave the trap as a bunch,
guided by proper electrostatic fields of the extraction electrodes. This operation mode is
called ‘pulsed mode’. The ion kinetic energy is in first order defined by the potential of
the central drift tube Ekin = q · U2 and is in the range of several keV. The electrons are
reflected towards a dedicated and water-cooled electrode, called ‘collector’, where they
become absorbed. A typical extracted ion bunch consists of several different charge states,
distributed around the wanted one. That’s because of the competing processes of charge
increasing and charge decreasing processes which are in an equilibrium state for fixed
EBIT parameters like electron energy, background pressure and breeding time. The energy
distribution ∆E of the ion bunch is given, as a rule of thumb, in the order of the trap
depth, so the difference in potential height between the central drift tube and the outer
drift tubes ∆E ≈ U1,3 − U2 respectively.

2.1.2. Wien filter
The Wien filter, sometimes also called ‘velocity filter’ is a device to separate different velocity
regimes within a charged particle beam and select a specific velocity which is transmitted.
It uses a combination of an electrostatic field created by a plate capacitor, which is placed
inside of a perpendicular, homogeneous magnetic field, see figure (2.2) [27]. Depending on
the particle’s kinetic energy, the magnetic field strength and the applied potential on the
electrodes (U+, U−), a balance between the electrostatic force of the capacitor FC and the
Lorentz force FL of the magnetic field leads to an undisturbed and straight motion of the
particles with the wanted velocity v0.

FC = FL ⇒ q · E = q · v · B ⇒ v = |E|
|B|

= v0 (2.1)

All the others will either be deflected too much or too little to be guided centrally on the
axis, see figure (2.2). By that technique the inevitably created unwanted charge states of
an extracted ion bunch from an EBIT (section 2.1.1) can be filtered out and the charge
state of interest remains.
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2. Physics background and operation principles

Figure 2.2.: Schematic of the operation principle of a Wien filter. A plate capacitor with
electrode distance d creates an electrostatic field E by applied voltages U+ and
U− on the electrodes. It is placed perpendicular to a homogeneous magnetic
field B. For a positively charged particle the transmission condition is fulfilled
if the velocity is v = v0, otherwise it will be either deflected up or downwards.

2.2. Ion transport: Ion optical devices used in HILITE
Once the ions of interest for a laser-ion interaction experiment have been produced and
selected they have to be transported into the trap for preparation and investigation. There-
fore, a low energy beamline, including several ion optical elements have to be implemented
in order to deflect, steer, focus or decelerate the ions accordingly. The application of proper
field configurations which are needed for an efficient transport are based on Coulomb and
Lorentz-force for electric and magnetic fields. They are necessary for field calculations in
order to simulate and estimate the behaviour of particles within the ion optical devices. A
general description of the field equations, both time-dependent and time independent can
be found in textbooks, like [28, 29] and will not be discussed further within this thesis.

Each accelerator, storage ring or beamline for charged particles requires ion optical elements
in order to focus, deflect or just transport them efficiently from point ‘A’, for instance
a source, towards ‘B’, a target or interaction region. The trajectory of charged particles
can be altered by electric or magnetic fields. I will concentrate in this part on the general
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2.2. Ion transport: Ion optical devices used in HILITE

functionality of the devices which are used in the current experimental setup, while the
characterization of the like will be presented later on.

Einzel lens
The Einzel lens is one of the ‘simplest’ electrostatic ion optical elements. It consists
typically of a bunch of hollow cylindrical electrodes, successively arranged along the
beam axis z. A schematic representation can be seen in picture (2.3).

Figure 2.3.: Schematic of an Einzel lens with three consecutive electrodes and corresponding
simulated electric potential as a function of position V (z). The central electrode
is on a higher potential V2 = 100V > V1 than the outer ones. The trajectory of
charged particles is shown in green. The focal point can be shifted by adjusting
the voltage on the central electrode.

The single electrodes are separated from each other by a small gap, allowing a different
voltage to be applied. The polarity of those voltages is arbitrary, so it can be used for
either low energy electron as well as ion beam applications. Having the same potential
on both sides will not affect the energy of the particles after passing the device. Only
the gradient between the central electrode and the outer ones will lead to a different
energy of the particles while being inside. The ratio between the applied voltage
on the central electrode V2 and the particle’s kinetic energy defines how the beam
is affected. For instance, if the voltage reaches the kinetic energy of the particles a
previously diverging beam can be made to converge.

Electrostatic 90°-deflection
Certain experimental setups require a change of the direction of the particle beam
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2. Physics background and operation principles

for instance due to space restrictions or charge separation purposes. The direction
of such a beam can be altered either by a magnetic field or an electrostatic field
perpendicular to flight direction. In the low-energetic regime most often electrostatic
devices, called ‘deflectors’ are used. More details about the development as well as
advantages and disadvantages of several types of deflectors can be found in [30]. In
our case, the decision was made to use an electrostatic radial cylindrical analyser [30,
31]. A schematic, depicted in figure (2.4) shows the basic principle.

Figure 2.4.: Schematic of a radial cylindrical analyser. An applied voltage difference between
the two bent electrodes leads to an electric field component towards the centre,
hence perpendicular to the initial particles velocity v. A deflection inwards
takes therefore place.

A potential difference UD = (U+ − U−) applied between the two bent electrodes at a
distance d leads to an electric field E = UD/d perpendicular to the flight direction
of the particles, hence their trajectory is changed. As a rule of thumb, the applied
voltage has to be around a quarter of the particles’ kinetic energy. The exact voltage
needed for a particle on axis to be deflected can easily be calculated by considering
that the force created by the electric field needs to be equal to the centripetal force,
given by

FCP = m · v2

R
= q · E ⇒ E = 2 · Ekin

q · R
, (2.2)

with the particles’ kinetic energy Ekin = (m/2)v2 in the non-relativistic approximation,
the charge of the particle q an the radius R of the particle trajectory. Together with
the voltage difference UD one gets

UD = 2 · Ekin · d

q · R
. (2.3)
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This relation tells, which voltage has to be applied at the bender electrodes in order
to deflect particles on axis with charge q and kinetic energy Ekin for a certain bender
geometry d, R respectively.

Pulsed drift tube - PDT
The pulsed drift tube, in the following just called PDT, is a conceptionally rather
simple device to decelerate charged particles. It consists basically of an elongated,
conducting tube as depicted in figure (2.5). Further, it requires a bunched beam
to operate and works best if the spatial distribution of the bunch fits completely
inside the tube. The electrode is set first on a high positive voltage, such that a
bunch of positively charged particles becomes decelerated when entering the tube.
While inside, the voltage is switched to a negative potential by a fast switch (around
3 kV/µs). Therefore the particles become decelerated a second time while leaving the
tube. Since the deceleration in axial direction leads to an acceleration in the radial
direction [32] (conservation of phase space), it is appropriate to operate such a device
in the vicinity of an axial magnetic field forcing the particles onto a cyclotron orbit,
to minimize radial expansion. In case of a Penning trap, this results in a location
close to the trap electrodes inside the magnet bore.

Figure 2.5.: Operation principle of a PDT for positively charged particles. An ion bunch
approaches the PDT electrodes and is decelerated due to the applied voltage
(+V). While inside, the polarity of the voltage is changed (-V) by a fast switch.
By doing so, the bunch is further decelerated while leaving the PDT.

The successful implementation and operation within a Penning trap experiment has
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2. Physics background and operation principles

been shown for instance in [33].

2.3. The Penning trap
As briefly described in section (1.3), the confinement of charged particles in a Penning
trap is realised by a superposition of a homogenous, strong magnetostatic field B and an
electrostatic field E.

2.3.1. Types and field configurations of Penning traps
The orientation of the magnetic field is along the trap axis (typically z-axis) B = (0, 0, B0),
whereas the electric field can be expressed as E = −∇Φ created by a quadrupolar potential
Φ. It can typically be described by Cartesian coordinates in the form of

Φ = U0

2d2 · (2z2 − x2 − y2) (2.4)

with U0 being the applied voltage between the ring and the endcap electrodes and the
so-called ‘characteristic trap size’ d, a specific value depending on the trap geometry, given
by [32]

d2 = 1
2

(
z2

0 + ρ2
0

2

)
. (2.5)

z0 is the distance of each endcap electrode to the trap centre, while ρ0 describes the inner
radius of the central ring electrode, see figure (2.6 (a)). This potential represents a harmonic
potential along the z-axis and therefore the particles’ axial oscillation frequency within
the potential well is independent of the oscillation amplitude [34]. By geometry, a set
of hyperbolic electrodes produces a quadrupolar potential, although it suffers from the
lack of both mechanical and optical accessibility, as shown in (2.6 (a)). Inserting holes
or slits to bypass will introduce perturbations to the electric potential and hence lead to
anharmonicities, together with the challenge of precise manufacturing of hyperbolic-shaped
electrodes [35, 36].
In general, close to the trap centre, the electrostatic potential Φ of a Penning trap can be
expressed in terms of an expansion [34] in spherical coordinates by

Φ = 1
2U0

∞∑
k=0

Ck

(
r

d

)k

Pk (cos θ) . (2.6)
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2.3. The Penning trap

Here, U0 is the trapping potential as explained above, r =
√

ρ2 + z2 the distance to the trap
centre, d the trap size given by equation (2.5) and Pk (cos θ) the Legendre polynomials of
the k-th degree, with the argument cos θ = z/r. Due to symmetry only the even coefficients
have non-zero values and hence contribute. The coefficient C0 is an overall potential offset,
and therefore not important for the particles’ motion. C2 represents the quadrupole term
and would be the only non-zero factor for an ideal quadrupole trap, as can be seen by
considering C2 in (2.6) only, reduces to (2.4). The following C4 and C6 coefficients describe
the ‘anharmonicity’, i.e. the imperfection of the electrostatic field of a ‘real’ trap in terms
of imperfections of the manufacturing process or misalignment of the setup and hence have
to be ‘compensated’. C6 is suppressed by (r/d)2 in comparison to C4 and can mostly be
neglected for particles with small kinetic energies [32].

Figure 2.6.: Cross-section view of different types of Penning traps. (a) Hyperbolically
shaped electrodes. ‘Perfect’ harmonic field configuration, but almost no optical
and mechanical access. Difficult to produce to high precision. (b) Trap
mechanically compensated by appropriate ρ0/z0 ratio. Easy to produce, but still
no access possible. (c) Trap electrically compensated by dedicated compensation
electrodes. Easy to produce, harmonicity in the centre can be ‘tuned’, but
no access. (d) Open-endcap trap electrically compensated. Easy to produce,
allows access to the trap centre, but harmonicity is obtained by the cost of
larger geometric size.

As mentioned above, hyperbolic electrodes, although providing good confinement properties
by design, limit the access of particles or laser beams. A more open structure is needed, and
so the design of cylindrical electrodes was pushed forward [34]. For instance one can use a
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central cylindrical ring electrode with two flat endcap electrodes, as depicted in (2.6 (b)).
The gained access however led to a non-harmonic confinement potential which has to be
compensated. By appropriate choice of the parameters, ρ0 ≈ 1.203z0 one can compensate
the inherent anharmonicity created by the cylindrical shape. This is then called ‘mechanical
compensation’ [37]. In order to realise an optical and/or mechanical access to the trap
centre the flat endcap electrodes have to be replaced by cylindrical ones, see figure (2.6
(d)). Therefore the length has to be adapted/elongated (zE > 3ρ0) to compensate for the
introduced anharmonicities. For even further improved access, conical electrodes allow
access of laser beams with rather large solid angles. Such a system is used in our setup and
the properties are describe and summarized in [38]. More details about various different
designs and Penning traps in general can be found in [32].
For the HILITE experiment, the overall design idea was to set up a trap which allows access
to a broad range of high-intensity and high-energy laser systems, some of which can be
focussed very tightly, while others cannot. In addition the system should be rather robust,
since it is supposed to be transported to those facilities. Therefore, we decided to combine
several of those concepts to design and build such a trap. It is a mechanically compensated
Penning trap with conical capture electrodes. Figure (2.7) gives an overview of the specific
design of the trap electrodes for this experiment.

Figure 2.7.: Schematic of the HILITE Penning trap. Cylindrical electrodes with conical
openings at both sides to increase the laser and ion acceptance.

The challenge of this approach is to combine the conditions needed for the trap-part like
ion production, selection, transport, deceleration, capture, storage and preparation, while
not restricting at the same time the conditions given by the laser. This becomes even more
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challenging because of the huge span of different operation parameters for different laser
systems in terms of laser energy, repetition rate of the pulses and so on. Although the
development of laser systems over the last decades was tremendous, the requirements of
high intensities and/or high field strengths are huge, such that the systems of interest are
mainly fairly large facilities. Hence, a system had to be set up which is flexible in terms of
operation as well as transportable to be able to go to those various facilities and perform
the experiments on site. The geometric and electrical characteristics are given in table
(2.1).

Table 2.1.: HILITE Penning trap properties
ρ0 (mm) z0 (mm) ze (mm) d (mm) θ (°) C2 C4

10 8.7 50 7.9275 16 0.59567 0.00365

2.3.2. Single-particle motion
A single particle of charge q and mass m moving inside a Penning trap with a field
configuration as described in section (2.3.1), i.e. a homogeneous magnetic field along the
trap axis B = (0, 0, B0) and an electrostatic quadrupole field E = −∇Φ derived from the
potential (2.4), will experience the Lorentz force [39].
This leads to two coupled equations of motion in the radial (x, y)-plane and one independent
equation of motion in the axial z-direction [32]

ẍ = ωcẏ + ω2
z

2 x ; ÿ = −ωcẋ + ω2
z

2 y ; z̈ = −ω2
zz, (2.7)

with the axial oscillation frequency due to the electric potential

ωz =
√

qΦ
md2 =

√
qU0C2

md2 (2.8)

and the cyclotron oscillation frequency due to the magnetic field

ωc = qB0

m
. (2.9)
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However combining both, the electric and magnetic field will lead to a deviation of the
so-called ‘free particle’ cyclotron frequency ωc to

ω± = ωc

2 ±
√

ω2
c

4 − ω2
z

2 (2.10)

with ω+ being the ‘modified cyclotron frequency’ and ω− the magnetron frequency due to
E × B drift, respectively.
Assuming a trap voltage between the ring and the endcap electrodes of U0 = 50V and a
magnetic field of B0 = 3T, the three motional oscillation frequencies for stored carbon
ions within the HILITE Penning trap can be calculated by equation (2.8) and (2.10). The
corresponding results are given in table (2.2).

Table 2.2.: Motional frequencies for carbon ions in the HILITE Penning trap for U0 = 50V,
B0 = 3T and given trap parameters from table (2.1)

.

Ion species ωz (kHz) ω+ (MHz) ω− (kHz) ωc (MHz)
C1+ 2π×310.7 2π×3.827 2π×12.613 2π×3.838
C2+ 2π×439.4 2π×7.666 2π×12.592 2π×7.678
C3+ 2π×538.1 2π×11.51 2π×12.585 2π×11.52
C4+ 2π×621.4 2π×15.34 2π×12.581 2π×15.36
C5+ 2π×694.7 2π×19.18 2π×12.579 2π×19.20
C6+ 2π×761.0 2π×23.02 2π×12.578 2π×23.04

2.3.3. Particle ensembles
Yet, the considerations and calculations made assumed confined single particles. For laser-
ion interactions with small cross sections a particle ensemble with a high density would
therefore be preferred. However, the introduction of many charged particles necessitates
the description in terms of a plasma, which leads to a variety of effects which have to be
considered [32].

Description of a particle ensemble in terms of a non-neutral plasma

A confined particle ensemble in a Penning trap can be considered as a non-neutral plasma.
The particle-particle distance within such a plasma can be described by the Debye length,
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given by

λD =
√

ϵ0kBT

2nq2 (2.11)

with ϵ0 being the permittivity of free space and n the particle number density. In a dense
plasma, which is the case if the dimensions of the ensemble are smaller than the Debye
length, the particles are influenced by their neighbours via the Coulomb force, hence a
single-particle approach breaks down and the description in terms of a plasma becomes
feasible. A quantity to describe the amount of correlation within a plasma is the so-called
plasma parameter ΓP defined by [40]

ΓP ≡ q2

4πϵ0aW SkBT
(2.12)

with aW S being the effective ion-ion distance for a given plasma density n [41]. Depending
on this parameter one speaks of a weakly (gas-like state) correlated plasma for ΓP ≪ 1 and
of a strongly correlated plasma for ΓP > 1. For the latter case one distinguishes further
between a fluid-like state for 2 < ΓP < 174 and a crystal-like state for ΓP > 174. From
equation (2.12) follows that a cooling process of the particles leads to an increase in density,
since the distance ΓP between the particles decreases. Typical ion-ion distances are around
10 µm and together with B2

0-dependency of the density lead to values of 109 1/cm3 in the
current case.

2.3.4. Excitation and manipulation of particle motions
Most Penning trap experiments require a defined, well-controlled particle ensemble or
single particles within a specific state, like charge or energy in order to investigate certain
properties. In experiments with a pure ion cloud the ensemble has to be cleaned, so that
only the charge state of interest remains, or the density/shape of the ensemble has to be
varied. This can be achieved by application of appropriate electromagnetic excitation. This
can be done either resonantly by addressing the respective motional frequency as well as
non-resonantly to force specific particle motions.
The most common types are dipole and quadrupole excitations, this is why most Penning
trap designs rely on split electrodes, like 4-fold, or 8-fold segmented ring electrodes and
2-fold segmented endcap electrodes as shown in figure (2.8) for the HILITE Penning trap
electrodes.
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Figure 2.8.: Schematic of split trap electrodes of HILITE for particle excitation. (a) 8-
fold segmented ring electrode for radial quadrupole excitation - for instance
magnetron centring as depicted by the spiral trajectory. (b) 2-fold segmented
endcap electrode for axial excitation - for instance removing of unwanted
particle species as shown by the energy increase within the potential well until
they overcome the potential barrier.

Dipole excitation of the particle motion

The main purpose of dipole particle excitation is the ‘cleaning’ of the trap content of all
unwanted species. The general operation principle, both resonant and non-resonant, as well
as for the axial and radial motions is the same. The particles’ motional amplitude is excited
until they exceed the confinement region and are lost. The energy needed to increase the
amplitude in the axial motion scales with Ez ∝ qU0, while for the radial motion it scales
with ER ∝ q2B0R

2, in which R is the radius where the confinement is lost. It becomes
obvious that the axial motion is much easier to excite and requires less transferred power.
The common ways are [32]

• narrow-band excitation of the individual unwanted oscillation frequencies

• broadband irradiation of white noise with a gap (notch filter) for the wanted species

• signal transient, which is the Fourier transform of all the corresponding unwanted
species, called SWIFT - Stored Waveform Inverse Fourier T ransform [15, 42]

which all rely first on the definition of the frequency bands. A schematic of the different
techniques is depicted in figure (2.9).
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Figure 2.9.: Different excitation schemes to remove unwanted particle species. (top) Starting
point with a particle ensemble of different charge states. (a) Narrow-band
excitation of the unwanted species and sequential excitation. (b) SWIFT
excitation. All the frequency bands are irradiated simultaneously by a FFT
transient signal. (c) Broadband excitation with gaps (‘notch filter’) at the
frequencies which should be kept. (bottom) ‘Cleaned’ particle ensemble.

2.3.5. Cooling of the particle motion
The trajectory of stored particles in a Penning trap as shown in (2.3.2) is described by three
individual motions, axial, reduced cyclotron and magnetron motion with corresponding
oscillation frequencies given by the equations (2.8, 2.10). Hence particle cooling for the
axial and reduced cyclotron motions always refers to the reduction of the particles’ energy
and therefore a decrease of the motional amplitude. This is desired, since it leads to
higher particle density and better localizability at the trap centre and hence improves
the possibility for particle manipulation. For an ideal trap the individual motions are
independent, therefore different temperatures can be assigned to the motions and they can
be cooled and excited individually as well. Although the concept of temperature is basically
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not applicable for single, or a small number of particles it can be given a meaning under
certain circumstances [43]. If the particles are in thermal equilibrium with an infinitely
large heat bath and the motional energy is measured repeatedly, the probability follows a
Boltzmann distribution which assigns a certain temperature.
The Penning trap concept offers a lot of different cooling techniques. The most common
ones are laser [44] and resistive cooling [14] from which I will present only the latter one in
detail because it is used at HILITE.

Feedback cooling/slowing

Each cooling method has a certain efficiency depending mainly on the energy regime of the
stored particles. Since for HILITE the ions are externally produced as a bunch and have
to be captured first in the trap, their initial kinetic energy is fairly large (≈ 5 − 10 eV/q),
hence a mechanism is needed to decrease first their motional amplitude in order for an
efficient resistive cooling to be applicable. This can be achieved by the so-called ‘feedback
cooling’ or ‘slowing’. It is a technique which originates from storage ring physics (known
there as stochastic cooling) to cool down a particle beam. A bunched structure or a motion
of the centre of charge is needed, since cooling in this sense aims for reduction of the size
and energy spread of the beam, while not being accompanied by beam loss [45]. It is
based on the electronic pick-up of an image charge, created by an oscillating particle in the
ring. By an amplification of this signal, a correction signal on a different electrode further
‘downstream’ can be applied in order to correct either the displacement or energy of the
particle.
This technique can be adapted and applied to cool the particle’s motion in a Penning
trap [46]. The oscillating particles in the trap induce as well an image charge in the
detection (pick-up) electrodes. As long as the bunch structure of the particles is preserved,
the picked-up signal becomes phase-shifted by 180°, amplified and applied back onto an
assigned electrode. By that, the particles’ motion itself produces a counter-force damping
the amplitude of the motion of the centre of charge. This technique was successfully
demonstrated and used already in a Penning trap [47]. A more detailed description of the
implementation at HILITE is given in [48].

Resistive Cooling

The working principle of resistive cooling is based on the damping (power dissipation) of
induced image currents in an attached resonance (RLC-)circuit, created by charged particles
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moving in the vicinity of an electrode. This current leads to a time-dependant voltage signal
in the circuit which can be used for particle detection. Therefore the process of particle
cooling by resistive cooling and (resonant) detection of the particles come along with each
other and are basically equivalent. In the following, the focus will be on the cooling part of
this process, while the detection will be described in detail in section (2.4.2).

A particle with charge q at distance r to a conductive surface will induce there a surface
charge density σ(r). By assuming this surface being an electrode and using Gauss’ law, the
total induced charge can now be calculated by integration over its surface

qind =
	

A

σ(r)dA = −q · Ξ(r). (2.13)

The geometry function Ξ(r) describes the fraction of the original charge being induced,
taking the shape of the pick-up electrode and the position of the particle into account, and
obeying the condition 0 ≤ Ξ(r) ≤ 1. It is equivalent to the so-called ‘weighting potential’ Φ,
introduced by Shockley and Ramo in their theorem [13, 49] which describes the amount of
induced image current by a moving charged particle in the vicinity of a conducting surface
and given by

IP = dqint

dt
= dqint

dz

dz

dt
= −q(∇zΦ)ż = qEΦż (2.14)

in which ż is the velocity of the charged particles (here in z-direction) and EΦ = ∇zΦ the
so-called ‘weighting field’ [49]. By attaching a resistor to the pick-up electrode, the image
current induced by the oscillation of the particle is damped in the form of heat within
the resistor. The amplitude of the oscillation is therefore reduced and hence the particles’
motion is cooled. This technique works for both the axial and reduced cyclotron motion,
while the magnetron motion has to be ‘cooled’ indirectly, for instance by motional coupling
(2.3.4) of the two radial motions, so that the energy is first transferred to the cyclotron
motion and then cooled there directly.
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Figure 2.10.: Schematic representation of resistive cooling. The motion of a charged particle
induces an image charge in the pick-up electrode (yellow endcap). By attaching
a tuned resonance (RLC-) circuit to the electrode the image current is damped
within the circuit and hence the particle motion is cooled. A response of such
an RLC circuit together with an ion signal is shown on the right hand side.

The experimental realization is typically done by a resonance circuit that is connected to
the pickup electrode. Its resonance frequency is tuned onto the oscillation frequency of
the corresponding particle motion (ω0 = ωi, while i = z, +). In resonance at frequency
ω0 = 1/

√
LC the impedance of that circuit is purely real with a resistance given by

R = QLω0, (2.15)

where Q describes the quality factor of the circuit and L its inductance. For any resonator
circuit, Q is defined as the ratio between the stored energy and energy loss per angular
cycle Q = ω0/δω and can be obtained by measuring the frequency width δω at the position
of the −3 dBm frequency amplitude of the resonance [50, 51] as shown in figure (2.10).
The power dissipation via the resistor reads as P (t) = RI2

P (t) with R being the effective
resistance of the attached circuit and IP (t) the current induced by the charged particle.
The damping can be modelled in terms of a frictional force Fdamp = −γż, resulting in an
exponential behaviour of the ion cooling Ez(t) = Ez(t = 0) exp(−γt) with γ being the
damping constant of the system. The cooling time constant for the axial motion of a single
charged particle is therefore given by

τz = γ−1 = D2

R

m

q2 , (2.16)
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with the effective electrode distance D, which basically describes the geometry of the
pick-up electrode seen at the particles’ position [52]. The final temperature which can be
achieved by resistive cooling is typically limited by the temperature of the resonance circuit
in general and specifically by the electronic thermal noise, called ‘Johnson noise’ within the
frequency bandwidth δω of interest [53]. It induces a voltage across the resistance R of the
circuit and can be estimated by

U2
T = 4kBTRδω. (2.17)

Although in case of an ion ensemble, further effects like particle-particle interactions have
to be incorporated which require a more complex approach in terms of simulations [54],
the overall behaviour is similar and follows the same principles as in the single particle
approach. For non-correlated phases of the stored ion ensemble, as is usually the case, the
cooling time constant reads exactly as the single-particle case [32] and is therefore given by
(2.16). In all cases, whether a single particle or a particle ensemble, a high resistance and
therefore a high damping is needed to decrease the cooling time. From equation (2.15) one
can see that this requires a high Q-value of the resonance circuit. On the other hand, a high
Q-value results in a narrow resonance frequency as shown in figure (2.10) and limits the
number of particles being simultaneously in resonance due to their frequency distribution.

2.4. Non-destructive ion detection
The possibility to detect and characterize confined particles in a non-destructive way is
one of the most important features a Penning trap provides. It can be distinguished for
the HILITE experiment between a non-resonant (single-pass) technique and a resonant
technique with tuned resonance circuits to perform frequency measurements of the trap
content. Common to both is the basic concept of operation in terms of detection and
amplification of induced image charges in dedicated pick-up electrodes, as it was introduced
already in section (2.3.5).

2.4.1. Non-resonant detection
One of the non-destructive detection devices within HILITE is a charge counter, which
allows the detection and determination of the ion number and structure of the ion bunch.
Due to the single-pass behaviour of each ion bunch this is a non-resonant scheme and
therefore the counterpart to a resonant Schottky mass spectrometry in which the revolution

29



2. Physics background and operation principles

of an ion bunch in a storage ring is detected [55]. Nevertheless the overall concept is the
same, although the single-pass character poses a challenge in terms of detectability, hence a
high detection sensitivity and low noise (electronic-wise) is required.
The induced charge qin in the detection electrode is converted into a voltage signal Uin by

Uin = qin

Ctot

2.13= −q · Ξ(r)
Ctot

(2.18)

with Ctot being the total capacitance of the detection system, including amplifiers, cables
etc. and the induced charge qin as defined in (2.13). The voltage signal from a single-pass
event is typically too small to be directly read out, so an amplification is generally needed.
This is done via a two-stage amplification system as can be seen in figure (2.11).

Figure 2.11.: Detection scheme of a single-pass charge counter. A bypassing charged particle
induces a fraction of its charge in the pick-up electrode. This image charge
is converted into a voltage signal and amplified in a two-stage process. The
time-dependent signal is then read out on an oscilloscope.

One is placed close to the pick-up electrode in a cryogenic environment, and a second one
outside at room temperature. The gain in signal they provide can be described by the
amplification factor α. The output signal voltage of the detection system reads then [56]

Usig = − α

Ctot

qin · Ξ(r) = Sqin · Ξ(r) (2.19)

with S = −α/Ctot being introduced as the sensitivity of system. The induced charge for
an ion bunch consisting of N particles with charge q reads therefore as the sum over all
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individual particles

Usig = − α

Ctot

N∑
i=0

qi
in · Ξ(ri) = S

N∑
i=0

qi
in · Ξ(ri). (2.20)

It becomes obvious that in order to optimize the signal strength, the sensitivity S has
to be maximized. This can be achieved by a reduction of the total capacitance Ctot, for
instance short cables, small input capacitances of the amplifiers, and small capacitances of
the pick-up electrode, as well as increasing the amplification α by low-noise amplification
stages and cryogenic environments.
In order to be able to analyse a signal received from such a detector and determine important
properties like particle number, kinetic energy or bunch length some parameters have to be
introduced to characterize the signal shape. This is shown in figure (2.12).

Figure 2.12.: Charge counter signal and corresponding parameters needed for evaluation.
The plateau voltage Uplat, the area below the signal curve Ω and the slope of
the signal h.

The parameters are the plateau voltage Uplat, the slope of the signal h and the area Ω below
the signal curve [57]. They are given by

Uplat = Usig(tplat), h = dUsig(trise)
dt

and Ω =
∫

Usig(t)dt.

The number of particles can be determined in two different ways. The first one uses the
plateau voltage Uplat to calculate the number of charges. Such a plateau will only be formed
if the ion bunch fits totally into the detection electrode, or to be more precise, into the
plateau region of the geometry function of the electrode. Remember, the geometry function
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was defined as the fraction of the original charge is induced in the electrode taking their
geometry and the position of the particles into account, see section (2.3.5). In the plateau
region of the geometry function, all the induced charge is collected and therefore Ξ(r) ≈ 1
and equation (2.20) becomes [56]

Usig = S
N∑

i=0
qi

in · Ξ(ri) = SNq = Uplat. (2.21)

Rearranged, the particle number is given by

N = Uplat

Sq
(2.22)

and can be determined once the sensitivity S of the detection system is calibrated.
The second possibility to estimate the number of particles is by calculating the area Ω
below the voltage signal.

Ω =
∫

Usig(t)dt = Sq
N∑

i=0

∫
Ξ(zi, ri)dt. (2.23)

Since the position in z-direction of the particle can be described in terms of the particles
velocity by zi = vit, the integral over time in equation (2.23) can be substituted by t = zi/vi

and therefore equation (2.23) changes to

Ω = Sq
N∑

i=0

1
vi

∫
Ξ(zi, ri)dz. (2.24)

Taking into account that
∫

Ξ(zi, ri)dz can be identified as the characteristic length Lchar of
the geometry function [57], the total number of particles is given by

N = v

SqLchar

Ω. (2.25)

Combining both equations for the number of particles (2.22) and (2.25), one can determine
the velocity of the particles and therefore their kinetic energy.

v = Lchar
Uplat

Ω ⇒ Ekin = m

2

(
LcharUplat

Ω

)2
. (2.26)

It is worth noting that the sensitivity of the detection system cancels out and only the
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characteristic length Lchar of the electrode has to be know in order to determine the kinetic
energy of the particles.
The last property which can be extracted out of the signal is the bunch length lb of the
particles. This can be done done by the slope h of the signal. It is given by [56]

h = dU

dt
= NSqv

lb
·
[
Ξ
(

z + lb
2

)
− Ξ

(
z − lb

2

)]
(2.27)

in which z describes the position of the particle bunch. Between 0.1 and 0.9 of the signal
amplitude this slope is constant. If the bunch is shorter than the rising edge of the geometry
function the slope is independent of the bunch length and acts as a lower boundary for the
bunch length determination. If it is longer, then the first part of the bunch has a geometry
function value of unity and the last part of zero. Therefore, equation (2.27) can be used to
determine the bunch length. Together with equation (2.22) and (2.25) this leads to [56]

lb =
U2

platLchar

Ωh
(2.28)

A more detailed description can be found in [57].

2.4.2. Resonant detection
Confined particles in a Penning trap perform oscillatory motions and hence lead to an
oscillating image current Ip on the electrodes. The detection of this current is done by a
RLC-circuit tuned to the motional frequency of the particles, and attached to one of the
electrodes (pick-up electrode) as shown in figure (2.13). It was briefly mentioned in section
(2.3.5) that the concepts of resonant detection and resistive cooling naturally come along
with each other. While resistive cooling works by dissipation of the induced time-dependent
image current in the resistance of the attached circuit without further requirements, in
the case of resonant detection the time-dependent voltage drop, created by the induced
current, is of interest. Going one step back, the motion of a stored particle in a Penning
trap without dissipative elements like attached RLC circuits (ideal trap) can be described
as an undamped oscillation [58] and the particle itself acts as a series LC circuit

lP
dIP

dt
+ 1

cP

∫
IP dt = UP . (2.29)
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Here, lP and cP are the inductance and capacitance of the equivalent LC circuit if connected
to a voltage UP [32, 50]. The induced current IP for a single particle with charge q can be
expanded in the case of a single charge state cloud with N particles to [32, 50]

Ip = Nq

Di

ρ̇i = ωi
Nq

Di

ρi, (2.30)

with ωi, Di and ρi (i = z, +) being the oscillation frequency, effective electrode distance and
position of the particle of the corresponding motion. Since the amount of current created
by a particle, or even a particle cloud, is in the range of fA to pA, it becomes obvious that
an amplification is required. This is done by attaching a coil with inductance L to the
pick-up electrode.

Figure 2.13.: Non-destructive resonant detection scheme with a parallel resonator (RLC-)
circuit attached to the pick-up (endcap) electrode. R,L,C are the effective
resistance, capacitance and inductance of the circuit. An additional varactor
diode is used to tune the resonance frequency according to the particles
oscillation frequency. A two-stage amplification with a cryogenic and room
temperature amplifier is further connected. The signal is finally read out by
a spectrum analyser which performs a FFT (Fast-Fourier-Transform) of the
transient signal.

Like all real components, such a system comes along with a self capacitance CRLC and
together with the capacitance of the electrode Cpick it forms a parallel RLC-circuit. As
described in section (2.3.5) this circuit has a resonance frequency of ω0 = 1/

√
LC, at which

the impedance is purely real and acts as an effective parallel resistance given by

R = QLω0, (2.31)
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with the quality factor Q of the circuit as defined by

Q = ω0

δω
. (2.32)

Together with the induced current IP the expected voltage drop for a particle cloud reads
as

UP = RIP = QLω0IP = Q

√
L

C
IP , (2.33)

in which ω0 = 1/
√

LC has been used in the last step. It becomes obvious that higher
charge states will produce a larger voltage drop, hence a larger signal, not only by an
increase of the induced image current, but as well by an increase of the oscillation frequency
and therefore a higher resonance frequency ω0 of the detection circuit. Without changing
the number or charge state of the particles, nor the geometry of the pick-up electrode, the
only way to increase the signal can be achieved by increasing the effective resistance of the
detection circuit. This can be done by a higher quality factor Q and/or a larger inductance
of the coil. The latter most often results in an increase of capacitance as well which cancels
out some of the effect. Nevertheless, even for a large effective resistance R of the circuit,
the voltage drop is still small. Therefore, a further amplification is required. Most often
this is realized by a two-stage amplification, as in the case of the charge counter (see section
(2.4.1) and figure (2.13). One is located close to the pick-up electrode in the cryogenic
environment and another one outside sitting at room temperature.

Design principles and considerations of the detection setup

In the previous section, equation (2.33) described the expected voltage signal from a single
particle or particle cloud for a given detector with resonator parameters Q, L and C. A
non-destructive, resonant detection system typically used in Penning traps consists of
several components, beside the actual RLC-circuit, which cannot be neglected. These are
for instance the pick-up electrode, the amplifiers or varactor diodes to tune the resonance
frequency accordingly. Since all those individual parts have inherent losses, a lot of effort has
to be made in order to keep parasitic capacitance as small as possible. Additionally equation
(2.33) tells that the inductance of the coil has to be maximized. Finally the environmental
conditions, for instance strong magnetic fields, cryogenic temperatures and most often the
lack of space, requires specific design considerations which have to be incorporated and
adjusted for each setup individually.
The most commonly used inductor coil designs are the helical and toroidal ones. I will
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focus on the first one, as it is the one used for the HILITE resonators. A more detailed
description of the latter one can be found in [50]. The basic idea is shown in figure (2.14).

Figure 2.14.: Schematic of a helical resonator including important parameters. The wire
(blue) is wound around the hollow core made of PTFE and together they are
placed inside the OFHC copper housing.

The oxygen-free high-conductivity (OFHC) copper wire is wound around a hollow cylindrical
core, most often made of polytetrafluoroethylene (PTFE, or Teflon) placed in the centre of a
OFHC copper housing. The reason for those kinds of materials is their low dielectric losses.
Alternatively, the material for the wire and the housing could be made of a superconducting
material like niobium-titanium (NbTi) to further decrease the internal losses and increase
the quality factor. Since the latter one is not used within HILITE. For more details about
the implementation, challenges and capabilities I will refer the reader to [32, 50].
Although the calculation of the inductance and capacitance of individual ideal parts is
rather easy and straightforward, one struggles while transferring towards real parts which
are interconnected and further affected by the environmental conditions. Therefore the
inductance and capacitance are estimated based on some semi-empirical formulas [59],
which are given in the appendix (A.1).
One part of the detection system mentioned above which became important/popular over
the recent years and is relevant for HILITE as well is the so-called varactor diode [50]. For
experiments which use a rather broad spectrum of different charge states or, to be more
precise, species with different q/m ratios, the use of varactor diodes can avoid the necessity
to build several RLC-circuits, one for each q/m ratio. Since the motional frequencies of
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charged particles in the axial and radial direction are described by equation (2.8) and (2.10)
it becomes apparent that their frequencies are fixed. For the axial motion a change in the
confinement potential opens a margin in frequency tunability, while the radial frequency
cannot be changed, at least not without a huge effort in changing the magnetic field.
Therefore, such a system is beneficial and used as well in the HILITE experiment. A
varactor diode is basically a voltage-dependent capacitor. It operates in the reverse bias
scheme, which means the current flow though the diode is blocked. Depending on the applied
bias voltage the thickness of the diodes depletion zone (p-n junction in a semiconductor)
changes as well as the capacitance. Connected in parallel to the RLC-circuit, as shown in
figure (2.13), the total capacitance reads therefore as

C(UV ar) = CRLC + CV ar(UV ar) (2.34)

with the capacitance of the circuit CRLC which is unaffected and the additional, voltage-
dependent capacitance of the varactor diode CV ar(UV ar). Besides the capacitance, the
quality factor Q is affected as well. It is given by

1
Q(UV ar)

= 1
QRLC

+ 1
QV ar(UV ar)

, (2.35)

hence it has to be implemented in way not to be the ‘bottleneck’ of the systems’ sensitivity.

2.5. Fundamentals of light-matter interactions
As already briefly discussed in (1.1) the photo-ionisation of ions from one charge state to
the next higher one is the question of interest within this thesis. It requires, depending on
the starting conditions like ion species and charge state, photon energies of at least several
tens to hundreds of electronvolts to overcome the ionisation potential. Hence, either highly
intense and/or high photon energy lasers are needed to access those domains. The concept of
such systems was already described in (1.2) and the progress in development was tremendous.
The effects taking place are usually higher-order processes, called multiphoton processes,
corresponding to an involvement of more than one photon [60, 61]. The laser systems
used are capable of generating fields, which can compete with the intra-atomic Coulomb
forces. To give an idea, one can imagine a hydrogen atom in free space. The Coulomb force
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between the nucleus (single proton) and surrounding electron can be described as

Fc = 1
4πϵ0

e2

a2
0
, (2.36)

assuming a0 being the distance of the electron to the proton to be the first Bohr radius for
atomic hydrogen and q = |e| the absolute value of the electron charge. This force leads to
an electric field at the position of the electron of the form

E = 1
4πϵ0

e

a2
0
, (2.37)

which results in a field strength for the hydrogen atom of about E ≃ 5 × 109 V/cm. The
interaction of a laser and ion at high intensities can be described in a semi-classical approach,
in which the laser field is treated classically, while the ion is described in terms of quantum
mechanics [60]. This holds true, because the number of photons in such cases is large.
A laser pulse, described as a classical electromagnetic wave, is defined by electric and
magnetic fields. In the dipole-approximation only the electric field component remains, and
the intensity I is proportional to the square of the amplitude of the electric field strength
I ∝ E2 and can be expressed as

I = 1
2ϵ0ncE2, (2.38)

with c being the speed of light in vacuum and n the refractive index of the medium. So,
the intensity of a laser has to be

I ≃ 3.5 × 1016 W/cm2 B Ia (2.39)

to equal the field strength created by an hydrogen atom. This is called atomic unit intensity
Ia. If the laser intensity is much smaller than this intensity I ≪ Ia, a perturbative approach
can be used to describe the systems. Otherwise different techniques have to be used [60].
Increasing the nuclear charge Z and going to heavier elements changes the Bohr radius a0

by a0 ∝ 1/Z and hence, the electric field strength seen by the electron according to equation
(2.37). Figure (2.15) gives an impression of the electric field strength and as a function of
the nuclear charge Z for lowest-lying states in hydrogen-like systems. The corresponding
intensity which is needed by a laser to reach the same field strength is shown as well.
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Figure 2.15.: Electric field strength and corresponding intensity as a function of the nuclear
charge for lowest-lying states in hydrogen-like systems. From [62] - modified.

In general, one distinguishes between different regimes in terms of non-linear ionisation.
The strong field or tunnel ionisation and the multi-photon ionisation. In 1965, Leonid
Keldysh described in his model the influence of a strong, quasi-static electromagnetic field
on the tunnel ionization rate of an atom [63]. Later, extended by the work of Ammosov,
Delone and Krainov (ADK-theory) for slowly varying fields by averaging over one optical
period [64]. An important quantity Keldysh introduced to distinguish the regimes is the
so-called Keldysh-parameter γK defined as the ratio between the laser and tunnel frequency
given by

γK =
√

IP

2UP

. (2.40)

Here, IP represents the ionisation potential and UP the ponderomotive potential, which
is the cycle-averaged energy of an electron oscillating an electric field. In the case of a
monochromatic laser field, it is given by

UP = e2E2

4mω
(2.41)

with e being the electron charge, E the electric field strength, m the electron mass and ω

the laser frequency. Combining equation (2.38) and (2.41) leads to UP ∝ I/4ω2 and finally
with (2.40) to

γK = 2ω

√
IP

2I
. (2.42)
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According to Keldysh, if γK ≪ 1 the tunnel ionisation regime dominates, while for γK ≫ 1
multi-photon ionisation is the preferred process. This distinction can be understood if
one assumes for a fixed ionisation potential an increase in laser intensity and a low laser
frequency. The higher the intensity, the larger the electric field strength becomes and by
that the deformation of the Coulomb potential increases. Hence, the probability for the
electron to tunnel through this barrier is increased as well - tunnel effect dominates. If
the laser intensity is moderate, so is the field strength. Thereby the tunnel probability is
decreased and multi-photon absorption is necessary for an ionisation to occur.

2.5.1. Multi-photon ionisation
As the name indicates, the process of multi-photon ionisation requires the absorption of at
least two photons from an external laser field to occur. The first experimental observation
and study was done by Damon and Tomlinson in 1963 [65] and subsequently by Voronov
and Delone [66]. Following the distinction of Keldysh for γK ≫ 1 the laser intensity should
be moderate in relation to the ionisation potential and the frequency is preferred to be
high. Figure (2.16 (a)) shows the effect schematically.

Figure 2.16.: Multi-photon ionisation regime according to Keldysh for γK ≫ 1. (a) Multi-
photon ionisation: Simultaneous absorption of at least two photons to reach
the ionisation potential. (b) Above-threshold ionisation: If further photons
are absorbed by the electron, the energy spectrum of such an electron will
consist of distinct peaks, each separated by the photon energy ℏω.

As long as the laser intensity is much smaller than the atomic unit intensity I ≪ Ia
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(Ia ≃ 1016 W/cm2 for atomic hydrogen, which was defined as the intensity needed from
the laser to be comparable to the field strength of the nucleus, see (2.39)), a perturbative
approach, in which the laser field is described as a small perturbation of the intra-atomic
Coulomb potential, can be applied. Performing those calculations, the ionisation rate of an
n-photon process can be expressed as

wn = σn · In (2.43)

in which σn represents the cross section of this n-photon process to happen and In is the
intensity to the power of n, correspondingly. For higher field strengths, this approach breaks
down, the cross section becomes intensity-dependent and deviations from the power law for
the intensity arise.

Above-Threshold ionisation

Once the possibility of energy-resolved detection of the photoelectrons was achieved, a new
effect occurred. In 1979, Pierre Agostini and co-workers [67] were able to resolve the energy
spectra of a six-photon ionisation consisting of distinct peaks, separated by the photon
energy ℏω. By that, they showed that the electrons can absorb photons from the laser field,
although the threshold for the number of photons for ionisation is already reached. This
effect is therefore called above-threshold ionisation. A schematic impression can be seen
in figure (2.16 (b)). As in the case for the multi-photon ionisation, for low intensities, the
ionisation rates can be determined in a perturbative approach and leads to a dependency
of wN ∝ IN+s, with s being the number of excess photons.

2.5.2. Tunnel ionisation
The second regime introduced by Keldysh for γK ≪ 1 describes the ionisation processes
in terms of strong fields, like in the presence of intense lasers. Those fields compete with
the Coulomb field created by the nucleus and if they are sufficiently strong, one refers here
again to the atomic unit intensity (2.39), the Coulomb potential becomes deformed. The
bound electron experiences an effective potential formed by the nucleus and the laser. It
has therefore a finite probability to tunnel through this lowered potential. This is then
called tunnel ionisation. Figure (2.17 (a)) displays this effect.
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Figure 2.17.: Strong field ionisation regime according to Keldysh for γK ≪ 1. (a) Tunnel
ionisation: The strong field of the laser (red dashed line) bends the Coulomb
potential of the nucleus (dashed blue line). The electron can tunnel through
the resulting effective potential (green line). (b) Over-the-barrier ionisation:
If the field strength is further increased, the effective potential is lowered in
such a way, that the electron can escape by flying over the barrier.

The ionisation rate for this process to occur can be expressed as [60]

wtunnel ∝ exp
(

−2(2IP )3/2

3E

)
. (2.44)

with E being the electric field strength of the laser and IP the ionisation potential of the
undisturbed atom or ion, using the quasi-static model (ADK-theory) by [64].
Note that the intensity in an oscillating field varies throughout a cycle, and thereby the
ionisation rate as well. Tunnel ionisation will most likely occur at the peaks of the electric
field strength, so in a periodic way.

Over-the-barrier ionisation

In case the field strengths are further increased, the atomic potential can be lowered in
such a way that the bound electron can ‘classically’ flow over the deformed barrier and no
tunnelling has to occur at all. The description of the ionisation rate by a tunnel process
therefore breaks down and the ionisation takes place ‘immediately’. This is then called
over-the-barrier ionisation and is depicted in figure (2.17 (b)).
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This part of the thesis will concentrate on the setup of the HILITE experiment. An
overview of the whole apparatus is shown in figure (3.1). For better presentation, the setup
is additionally depicted from above in figure (3.2) and all the major parts are labelled
and marked. The description and characterization of all those parts will be done in a
consecutive way, starting with the ion production in our ion source and following their path
through the setup. The subsequent charge state selection, several ion optical elements for
beam guidance, diagnostic systems like MCP and charge counting devices and finally the
deceleration and capture process in our Penning trap including the detection of stored ions
inside the trap will be presented.

Figure 3.1.: Side view of the HILITE setup. Important parts are highlighted.
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Figure 3.2.: CAD drawing of the HILITE setup seen from above. From [30] - modified. On
the left hand side the ion source (EBIT) and charge state selection (Wien filter)
can be seen, followed by a 90° electrostatic deflector to guide the ion beam
onto the laser and Penning trap beam axis. Several ion optical elements and a
diagnostic unit afterwards serve as and adjustment tool in order to enhance
the efficiency of ion trapping.

3.1. Ion source - EBIT
The ion source used for the HILITE experiment is a commercially available EBIT (Dresden-
EBIT ) from the company Dreebit [68]. Since the general operation principles of such devices
have been described in section (2.1.1), this part will focus on the specific properties of this
device. Figure (3.3) gives an overview of EBIT, as well as a more detailed insight into
the ion source indicating the most important parts. Relevant operation parameters are
presented in table (3.1), while specific settings for different target species and charge states
are given in table (A.2) and (A.3) in the appendix. The target gas used to benchmark the
system was argon, since it has the advantage of being isotopic pure, easy to handle, all
charge states accessible by the EBIT, and X-ray energy sufficiently high to be seen. Other
relevant species for laser-ion interaction studies have been carbon and oxygen and will be
discussed later on.
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Table 3.1.: Dresden EBIT properties
Parameter max. typical

Electron current Ie (mA) 50 10-30
Electron energy Ee (keV) 15 3-5

Cathode potential Ucath (kV) -3 -3
Central drift tube Potential U2 (kV) 12 0.8 - 1.0
Extraction potential Uextr1,2,3 (kV) -6,-6,-6 <Ucath,≈ −2,≈ −2

Magnetic field strength (mT) 250
Ionisation factor αIF (e/cm2) ≈ 1021

Heating current Icath (A) 2.1 1.9 - 2.1
Operation pressure (mbar) 10−8 3 − 4 · 10−9

Breeding time tbreed (pulsed mode) (ms) 10000 10-500

Figure 3.3.: (Left) Rendered CAD image of the EBIT indicating important parts. From [68]
modified. (Right) Picture of the real ion source implemented in the experimental
setup.

Starting from below, it consists of a ‘support chamber’ housing the turbo-molecular pump
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(TMP), the pressure gauge and the gas inlet system controlled via a fine metering valve.
Above that, the beam axis is placed. It can be divided in three major parts. The electron
source, the drift tubes with the surrounding magnet system and the extraction system.
The electron source is based on a filament with a diameter of 0.5 mm made out of iridium
and cerium which is placed in the centre of a cathode. By application of a heating current
Iheat through the filament (typically around 2 A) electrons are released and accelerated due
to the negative potential applied at this electrode Ucath. In combination with the positive
anode potential at the drift tube electrodes (U1, U2, U3) the kinetic energy of the electrons
is given as a first approximation by Ee = e(|Ucath| + U2). The superimposed magnetic
field compresses the electron beam, such that the highest current density je is achieved
at the drift tube region. There, the ionisation of the injected target gas takes place. The
electron beam is damped in a water-cooled collector electrode and the ions are extracted
via a system of three consecutive extraction electrodes.
The EBIT can be operated in two different modes. The first one is the so-called ‘pulsed
mode’ in which the ions are extracted periodically in a bunch. This period (ionisation
cycle) is defined by the sum of the breeding time tbreed and the opening time topen of the
‘downstream’ drift tube electrode U3 which is lowered to empty the trap. Afterwards a
new ionisation cycle starts. The second operation mode is the ‘leaky mode’, in which the
drift tube electrode U3 remains at a high potential, whereby the trap stays ‘closed’ in the
first place. Like all traps, the maximum number of charges within the confinement volume
is limited. The longer the trap is closed, the more ions and/or higher charges states are
produced. Once the maximum amount is reached, they can overcome the closed potential of
the electrode in close analogy to an overflowing barrel of water, and a constant flow of ions
is extracted. The characterization of the trap content of the EBIT can be performed in two
different ways. The first one is by measuring the X-ray spectra created by the ionisation
and recombination processes occurring in the trap while it is in a closed configuration. The
second one is done by a time-of-flight (ToF) analysis of the extracted ion bunch outside of
the EBIT. Both have been performed and will be presented.

3.1.1. X-ray analysis of the EBIT content
Since the maximum potentials and electron currents which can be applied to Dresden EBIT
are limited, see table (3.1), the expected photon energies are in the soft X-ray regime, of
the order of 2 − 30 keV. For such small energies the absorption of the stainless steel drift
tube electrodes would be sufficient to block all created photons, although the thickness is
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only in the millimetre range. Therefore, the drift tubes are equipped with horizontal slits
along the beam axis to transmit the X-ray photons, as can be seen on the right hand side
of figure (3.3) within the red box. Now, the photons can be extracted from the drift tube,
but will still be absorbed by the vacuum flanges of the EBIT. To circumvent this, one of
those flanges is replaced by a beryllium (Be-)window. As a light element (atomic number
of 4) and mechanical stability down to micrometre thickness the absorption especially for
X-ray photons is in comparison to others materials small, and therefore commonly used in
X-ray spectroscopy. The Be-window implemented in our setup is 50 µm thick and placed
onto a CF-16 flange, as depicted in the left part of figure (3.3). The detector used for
the spectroscopy is an Amptek XR-100CR Si-PIN X-Ray detector [69] with a resolution
of 150 eV to 250 eV in the expected energy range. Additionally it is equipped with a
25-µm-thick Be-window in front of the silicon multilayer detector surface. The complete
detection system was energy-calibrated with an Am-241 source and all extracted spectra
have been efficiency corrected based on the detector and absorption corrected for 75 µm of
beryllium (50 µm EBIT, 25 µm detector) and 10 mm of air (distance of the detector to the
EBIT).
The measurements have been performed in the following way. First the target gas, argon in
our case, has been injected by a fine metering valve into the EBIT. The pressure in the
chamber was set to 3 − 4 · 10−9 mbar. Afterwards a scan for different breeding times with a
constant electron energy has been performed, followed by a scan of the electron energy for
a fixed breeding time. The electron current Ie = 12.7 mA has been kept constant during all
measurements by adjusting the heating current Icath accordingly. Therefore the electron
current density stays constant and the ionisation factor is purely dependent on the breeding
time. The cathode potential Ucath = −3 kV, the drift tube potentials U1 = 30 V, U3 = 25 V
and the trap opening time topen = 30 ms were also unchanged. In order to achieve sufficient
statistics, each X-ray spectrum was recorded for six hours. The results are plotted in figure
(3.4). In this first measurement, the electron energy Ee = 4450 eV was kept constant and
the breeding time was varied. For a constant current density (Ie = const.), larger breeding
times result in higher charge states.

47



3. The HILITE setup

Figure 3.4.: X-ray spectra of argon ions in the EBIT for different breeding times τbreed.
Electron was kept constant at energy Ee = 4.45 keV as depicted. One can
explain the energetic shift of the characteristic X-ray lines (Kα, Kβ) towards
higher energies due to an increase of the average charge state for larger breeding
times and therefore by an increase of the binding energy for the remaining
electrons. Recombination processes like ‘radiative recombination’ (RR) into
different shells can be seen and partially identified as well.

As expected, the characteristic X-ray lines, Kα and Kβ can be identified. They are
created when outer-shell electrons fill a vacancy in the inner-shell of an atom. It is
called ‘characteristic’, since the energy levels of each element is individual and therefore
unambiguous. Kα-photons are emitted if an electron from the outer shell (L-shell, n = 2)
is transferred towards the inner shell (K-shell, n = 1). The energy of those photons
EKα = |En=2 − En=1| equals the difference in binding energy between those two shells.
Kβ-photons are created by the transition from the outer shell (M-shell, n = 3) towards
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the inner shell (K-shell, n = 1) correspondingly. Due to a screening effect in which the
remaining electrons shield the potential of the nucleus, the energy levels and therefore the
binding energies differ depending on the charge state of the ion. Hence, higher charge states
result in less shielding, so an increase in binding energy and therefore a higher energy for
the corresponding characteristic photons. This effect can be seen as well in figure (3.4).
The coloured lines inside the box at the x-axis of figure (3.4) shows the shift of the X-ray
lines towards higher energies for larger breeding times and hence higher charge states.
Additionally, further peaks could be identified due to the effect of ‘radiative recombination’
(RR). Radiative recombination occurs if an electron vacancy in the shell is filled up with an
electron of the electron beam. Therefore the emitted photon has the energy of the sum of
the binding energy for this vacancy and the electron energy ERR = Ee + En. Since this
energy is always larger than the electron energy, it can be found after the edge of the X-ray
bremsstrahlung, as indicated in figure (3.4) by the dashed line. RR-effects could be found
for capture into the M,L-shells (n = 3, 2), as well as into the K-shell (n = 1) for larger
breeding times. Specifically the charge state of the RR into the K-shell could be identified
as Ar17+ since the energy difference for RR into K-shell for Ar18+ would be 300 eV higher
and could therefore be resolved by the detector. Since the difference in energy for the RR
into the M- and L-shells are much smaller and the superposition of several charge states
broadens the spectra, the exact assignment of charge states could not be achieved.
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Figure 3.5.: X-ray spectra of argon ions in the EBIT for different electron energies Ee.
Breeding time was kept constant at τbreed = 2000 ms. Due to an increase of
the electron energy one reaches the binding energy of the first K-shell electron
(Ar17+) and RR into this shell occurs. The X-ray energy of this effect is shifted
by the same amount as the electron energy is increased.

The second measurement which was performed was a scan of the electron energy Ee for a
fixed breeding time of τbreed = 2000 ms. Two additional electron energies of Ee = 3950 eV
and Ee = 4950 eV in comparison to the previous one of Ee = 4450 eV have been used. The
results are depicted in figure (3.5). Since the breeding time for all electron energies is
sufficiently high to produce the highest charge states, only the electron energy defines if
a charge state is accessible or not. This can be seen for instance for an electron energy
of Ee = 3950 eV, in which no RR into the K-shell could be measured. That’s because
the energy needed to ionise Ar16+ to Ar17+ is about Ee16+→17+ ≈ 4100 eV and hence only
possible for higher energies. This process occurring could be verified for the two subsequent

50



3.1. Ion source - EBIT

measurements with higher electron energies as shown as well in picture (3.5). The position
of the RR line into the K-shell ERR,n=1 = 8530 eV for Ar17+ fits with the theoretical
expectation, that it should be at ERR,n=1 = Ee + E16+→17+ = 8550 eV for an electron energy
of Ee = 4450 eV and ERR,n=1 = 9050 eV for Ee = 4950 eV. Additionally, the positions
of the RR lines into the M- and L-shell have been shifted as well by the same energy
difference of the electron energy of ∆Ee = 500 eV between the two measurement settings.
The characteristic Kα and Kβ lines have not been shifted in this measurements due to the
fact that the highest charges states had already been produced for τbreed = 2000 ms.

3.1.2. Time-of-flight (ToF) analysis of the extracted ion bunch
Another method to characterize and measure the ion content of the EBIT is the extraction
by lowering one of the drift-tube potentials, as described in (3.1), and release of the ions
onto an external detector. The system used is a multichannel plate (MCP) detector, with a
timing anode to measure the arrival time of the ions. The start time of the ions is defined
by a trigger pulse of the EBIT’s power supply once the drift tube potential is lowered. The
time between those two points is defined as the time of flight of the ions. Since the ions’
kinetic energy is in first order given by the potential of the central drift tube times their
charge Eion = q · U2, the arrival time and therefore the time of flight will change and lead
to a spatial spread of the different charge states. It can formally be described by

tT oF = s

√
m

2U2
· 1

√
q

, (3.1)

in which s is the distance the ions have to travel between the EBIT and the MCP and
m is the ion mass. The first part is a constant, since the mass will not change due to
the isotopic purity of argon, and therefore the time of flight can be described as a linear
function dependent on the inverse square root of the charge state. Even further, they can
be explicitly identified by that. Each deviation from the linear behaviour would tell that
the assignment for the charge states was wrong. The results of such a ToF measurement
can be seen in figure (3.6) and (3.7). The electron energy (Ee ≈ 4100 eV) and current
(Ie ≈ 11 mA) , the extraction parameters and the pressure (p = 4 · 10−9 mbar) have been
kept constant, while the breeding time was varied. Although the energy was not changed
one can clearly see on the left hand side of picture (3.6) the shift in the composition of the
ion bunch towards higher charge states for larger breeding times.
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Figure 3.6.: ToF spectra of argon for different breeding times, hence different charge states.
While the left hand side shows the complete spectra of each breeding time
setting, the right hand side is a combination showing only the most prominent
ones for each setting. The position of the peaks in this plot is used further
for the linear fit in figure (3.7). A shift of the charge state composition of the
extracted ion bunch towards higher states for larger breeding times can easily
be identified.

The second plot on the right hand side of (3.6) is basically a projection of the results from
the left side, in which only the most prominent peaks for each breeding time is shown
and combined. The colour representation is equal for both plots. The projection plot is
further used to identify the position (ToF) of the individual charge states and plot them
as a function of the square root of the inverse charge state, as follows from equation (3.1).
The result is plotted in figure (3.7) and shows the expected linear dependency in ToF for
different charge states with the same atomic mass. The well-disposed reader will recognize
that the highest charge state achieved in the ToF measurements is Ar16+, while in case of
the X-ray spectroscopy it was Ar17+. The reason for that is the reduced electron energy
used for those measurements which is not sufficient to access the K-shell electrons starting
from Ar16+. Due to deceleration limits in the remaining experimental setup the maximum
kinetic energy ions are allowed to have in order to be captured in the Penning trap is
Eion ≈ 1000 eV (Ee = e(|Ucath| + U2)) and limits therefore the maximum charge state.
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Figure 3.7.: Linear fit of the ToF for different argon charge states, extracted from the
measurements shown in figure (3.6). Error bars are barely visible. Since the
expected linear behaviour is well represented by the fit, the assignment of the
charge states is shown to be correct.

In summary, both methods, the X-ray spectroscopy and the ToF measurements reveal
the same results under the considerations of the slightly different EBIT settings (mainly
electron energy and breeding time) and can be used complementarily. The spectroscopy
is limited by the resolution of the X-ray detection and absorption in the low energetic
(< 3 keV) regime, while it can be applied without affecting the trap content. In case of
the ToF measurements, the limits are given by the physical dimensions of the setup, since
longer distances lead to spatial spread and hence higher resolution of the different charge
states. A compact setup limits this capability. Additionally, the detection (‘destructive’) of
ions with an MCP leads to a loss of those ions and prevents them from being used further.
Nevertheless, the successful extraction of an ion bunch, which includes the wanted charge
state, is the first step for laser-ion experiments.
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3.2. In-flight ion selection: Wien filter
Since extracted ion bunches from an EBIT ion source are always a combination of different
charge states, a selection or separation process for one of them is required, in order to
perform experiments with an ion target of a specific, isolated charge state. This is realised
in our setup by a Wien filter implemented downstream of the EBIT. The operation principle
is based on the superposition of an electric field perpendicular to a magnetic field as well
as towards the flight direction of the ions. Due to a balance between the electric and
magnetic parts of the Lorentz force, ions with a specific velocity, which corresponds to
a specific charge state, will be transmitted. A more detailed description and operation
principle were already presented in section (2.1.2), so this part will be focused on the
experimental realisation. The system used is a commercially available Wien filter from the
company Dreebit [68], like the aforementioned EBIT ion source. The most important device
properties are given in table (3.2).

Table 3.2.: Wien filter properties
Parameter max. typical/used

Magnetic field [mT] 140, 500 140
Voltage [V] ±1000 30 − 150

∅ aperture [mm] 0.5, 1.0, 1.5, (2.0) 2.0
Inter. length [mm]

75
(Superimposed fields)

A picture of the device, indicating the most important parts, is presented in figure (3.8).
The permanent magnet is changeable and is placed on the atmospheric side, so a vacuum
break is not needed in order to change it. Two different field strengths (B = 140 mT and
B = 500 mT) are available. Unless otherwise stated, the weaker one is used during the
measurements. Since the magnetic field is oriented in the horizontal plane, the electric field
has therefore to be in the vertical plane as indicated in figure (3.8) to be perpendicular to
both the magnetic field and the flight direction of the ions. For a fixed and given distance
between the electrodes, the applied potential defines the field strength. The characterisation
of the device and operation procedure are explained in the following for argon of various
charge states, as was the case for the EBIT, and can directly be transferred to other ion
species.
First, the transmission ‘without’ the Wien filter is performed. This means that the
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Figure 3.8.: Pictures of the Wien filter. Left hand side shows a rendered CAD image, from
[68] - modified, while the on the right the Wien filter within the experimental
setup is depicted. Important parts like the changeable permanent magnet as
well as the entrance aperture which can be changed in size are marked and
labelled.

permanent magnet is removed and the electrodes are earthed (set to zero potential). By that,
ions which enter the filter can pass unhindered onto a MCP detector (‘full transmission’).
The time-of-flight information received from this measurement can be used to identify the
charge state, as already shown in section (3.1.2). This is depicted by the blue curve in
figure (3.9) for a breeding time of τbreed = 300 ms. Once this is done, the magnet is put back
into place and a potential is set onto the Wien filter electrodes. Once a balance between
the magnetic and the electric forces is achieved, a transmission of a certain velocity/charge
state can be observed. Since the balance between the two fields only holds true for a small
velocity window, only a single charge state is selected and passed through the filter. A
repeated process of a stepwise increase of the Wien filter potential is performed until the
settings for the charge state of interest are found. As an example, the selection of Ar13+

with the Wien filter potential of Uwien = 102 V can be seen in figure (3.9).
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Figure 3.9.: Acquired argon spectra for a breeding time of τbreed = 300 ms. First, the
permanent magnet was removed and no electric potential was applied. By that,
the transmission of all produced charge states can be recorded (blue curve).
Once the magnet is back in place, charge states can be selected by appropriate
choice of the electric potential applied onto the Wien filter electrodes. Shown
as an example for Ar13+ (orange curve).

The potential needed on the electrodes for all argon charge states, as well as for different
species, like carbon and oxygen is shown in table (A.3) in the appendix.
After the successful selection of the desired charge state, further steps have to be performed
in order to finally store the ions in the Penning trap.

3.3. Ion beam optics and diagnostics
After passing through the previously described Wien filter, the ion bunch consists of a single
charge state but as can be seen in figure (3.2) the trajectory is still perpendicular towards
the Penning trap axis. Hence, further ion optical elements to manipulate and diagnostic
systems for the detection of the ion beam are needed.
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3.3.1. Electrostatic 90°-deflector
In a first step, the charged particles have to be guided onto the trap axis and therefore a
device is needed which can deflected the beam by 90◦. At the same time, the laser which is
used for the ionisation processes during the experiment has to be able to pass the deflector
in order to prevent laser ablation and damage of the system. Due to those constraints,
the system used is an electrostatic deflector, equipped with a hole in the electrode to pass
the laser beam. An impression of the device is given in picture (3.10). It is a Columbia
CIBD-100-H double-focusing 90°-deflector from Beam Imaging Solutions [70].

Figure 3.10.: (Left) Rendered CAD image of the electrostatic 90◦ deflector. The ions enter
the system from ‘below’ and the trajectory is changed due to an electrostatic
field, created by a potential applied to the outer and inner electrodes (OE,IE).
The laser beam can pass the device unaffected through the hole in the OE.
(Right) Picture of the actual electrostatic 90◦ deflector.

It consists of two concentric cylindrical plates with a radius of 140 mm for the inner
electrode (IE) and 178 mm for the outer electrode (OE). In addition, the heights of the two
electrodes differ, being 45 mm for the IE and 101 mm for the OE. Thereby, an electric field
perpendicular to the deflection plane is created and focussing in this plane is possible as
well (double-focussing) [31]. Picture (3.10) shows the system implemented in the chamber
(right), and a CAD section view of the interior parts (left). The OE is further equipped
with a hole on the trap axis, in order to transmit the laser beam undisturbed. The two
electrodes are mechanically mounted on both sides onto two so-called face plates with
apertures of 35 mm x 16.5 mm in size for the particle beam to enter and leave. The two
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face plates are further used to align and fix the whole device in a CF-160 T-piece vacuum
chamber. Simulations have been performed with SIMION, a field and particle trajectory
simulator [71].

Figure 3.11.: SIMION geometry of the 90°-deflector with the particle trajectories of 200
C2+ ions. The kinetic energy was Eion ≈ 900 eV/q and the voltages on the
electrodes have been (OE +355 V, IE −10 V). One can see that the focal
point for the two different planes are not necessarily at the same position.
This can be tuned by the applied voltages.

Therefore, the geometry of the deflector was created within the software and the particle
trajectories have been studied for various potentials applied on the electrodes and differ-
ent particle starting conditions like kinetic energy, ion species, charge state and spatial
distribution in order to find optimal operation parameters and compare them with the
experimental results (see section 3.3.2). Figure (3.12) shows the simulation results for a C2+

ion beam consisting of 200 particles and a kinetic energy of Eion ≈ 900 eV/q. The starting
distribution (black circle) 40 mm in front of the deflector, the distribution at the entrance
of the deflector (blue dots) and the distribution 128 mm behind the deflector (red dots) at
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the position of the Einzel lens are presented. Depending on the applied voltages on the
electrodes, the shape of the beam after leaving the deflector can be adjusted as the three
presented cases in figure (3.12) show.

Figure 3.12.: Simulation of a C2+ ion beam with a kinetic energy of Eion ≈ 900 eV/q for
three different parameters sets (applied voltages), called ‘cases’. From left to
right, case 1 (OE +10 V, IE −540 V) leads to a vertical line-shaped beam,
case 2 (OE +219 V, IE −219 V) to a spherical-shaped beam, and case 3
(OE +355 V, IE −10 V) to a horizontal line-shaped beam as expected from a
double-focusing deflector [31].

As previously described, the different heights of the electrodes lead to an electric field
perpendicular to the deflection plane causing a focussing in this plane as well. The focal
points of the two planes are not necessarily located at the same position and can be
described as a function of the applied voltage. If the voltages are distributed differently the
ion beam has either a vertical line-shape or a horizontal line-shape at a certain distance
after the deflector as depicted in (3.12) for the cases 1 and 3. Only for similarly distributed
voltages a spherical shape can be received as case 2 shows for equally-distributed voltages.
Since a spherical shape of the ion beam is beneficial in terms of magnetic and electric
field gradients (all applied fields have a radial symmetry related to the beam axis) for the
following deceleration and capture process, this setup is further used in the experimental
cycle. A more detailed investigation and presentation was performed in the course of a
master’s thesis and can be looked up in [30].

59



3. The HILITE setup

3.3.2. Diagnostic Unit: MCP with a phosphor screen
For an efficient ion capture process, not only the number of ions in the beam is of relevance,
but also the spatial distribution in radial as well as axial direction is of great importance.
The axial distribution, or length of the bunch can be determined by our non-destructive
flyby charge counter device which will be presented in detail in the next section. The
radial distribution is more challenging and is done by the detection of fluorescence light
created by a MCP detector equipped with a phosphor screen from PHOTONIS [72]. Since
the number of particles in such an ion beam is rather small, the MCP stage is needed to
amplify the signal. The MCP is mounted onto a metal frame which houses a mirror, placed
under a 45° angle in order to extract the produced light through a vacuum window onto a
computer-controlled camera. Figure (3.13) shows the interior parts of the diagnostic unit
with the most important parts. A more detailed description of the setup and the devices
and parameters are given in [30].

Figure 3.13.: Picture of the diagnostic unit seen against the flight direction of the ions. The
MCP with phosphor screen on the back, the mirror and the mounting bracket
of the system which is connected to the linear vacuum feedthrough in order
to place the detector inside or outside of the beam is labelled. From [30] -
modified.

The whole frame is fixed to a mechanical feedthrough which allows to retract the detector
if not needed. A position scale indicates the central position of the device in relation to
the ion beam axis in order to make assumptions about the ion beam position in the radial
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direction. Based on the simulations performed and presented in the previous section (3.3.1)
one expects either a vertical, a horizontal or a spherical shape of the ion beam depending
on the applied voltages. This can be confirmed and is depicted in figure (3.14), from left to
right for the cases 1, 2 and 3 respectively. The parameters used have been the same as in
the simulations, i.e. a C2+ ion beam with a kinetic energy of Eion ≈ 900 eV/q. The applied
voltages are given in the pictures and agree with the ones used for the simulations. The
Einzel lens was used to focus the ion beam onto the MCP, since the diagnostic unit had to
be placed further ‘downstream’ of the beamline and is therefore at a different position than
in the simulations.

Figure 3.14.: Images of the C2+ ion beam on the 25 mm phosphor MCP in the diagnostic
chamber. The upper row shows the signals with an applied magnetic field
of B = 3 T, while the lower one depicts the results without a magnetic field.
From left to right the three corresponding cases 1, 2, 3 from section (3.3.1)
are depicted. The applied voltages on the deflection electrodes are shown. A
vertical, a spherical and a horizontal profile can be recognized. The Einzel
lens (EL) was used in all cases to focus the ion beam onto the MCP.

It is worth noting that the influence of the magnetic field in terms of focussing/compressing
of the beam can clearly be seen and is helpful to compensate the divergence due to space
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charge effects.

3.4. Inside the magnet bore: Detection, deceleration and
storage

The next important part in terms of ion optics after the diagnostic chamber are all placed
inside the 150 mm magnet bore. Since this is already the in the cryogenic environment (4 K
and 45 K stages), a CAD section view is shown in figure (3.15) to show the interior parts.

Figure 3.15.: CAD section view of the interior of the magnet bore. The whole setup
measures about 600 mm in length. From left to right the pulsed drift tube
(PDT), the charge counter on the ion side (CCI), the Penning trap in the
centre and the charge counter at the laser side (CCL) is shown. A thermal
connection out of copper cools the trap and surrounding axial and cyclotron
resonators (ARES+CRES) down to around 4 K. Two thermal shields protect
the system from the room temperature magnet bore. A bit outside, a MCP is
placed for timing information and destructive detection of the ion beam.

The ion beam enters the magnet bore from the left and is first decelerated in the pulsed
drift tube (PDT). Afterwards, it passes the first charge counter (CCI) and is detected
non-destructively before being captured and stored in the Penning trap. A second charge
counter (CCL) is located on the opposite side of the trap and can be used to detect either
extracted ions from the trap or the primary ion beam in a transmission-mode operation
where ion storage is not required. All devices are placed inside of two cylindrical aluminium
tubes operated as a thermal shield at 45 K in order to cool the trap and the surrounding
detection systems (ARES + CRES) and electronics down to 4 K. The thermal connection to
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the pulsed-tube cooler is realized by a copper rod and additional aluminium parts housed in
a dedicated vacuum chamber on the left side of the magnet bore, but is not further discussed
here. Since a statement about the efficiency of the deceleration process is mainly done by
an analysis of the non-destructive charge counter signals, the order of the two following
sections is inverted, although the PDT is passed first, seen from the ions perspective.

3.4.1. Ion detection: Non-destructive single-pass ion counter
The non-destructive charge counter setup consists of two independent devices, the charge
counter on the ion side (CCI) and the charge counter on the laser side (CCL) as shown in
figure (3.15). The overall operation principle was already described in section (2.4.1). In
picture (3.16) the real systems from the ion and the laser side with corresponding dimension
are shown.

Figure 3.16.: Pictures of the CCI (left) and CCL (right) outside of the temperature shields
without attached electronics.

A bunch of charged particles which flies through such a device induces an image charge in
the electrode which can be picked up, amplified and detected. Depending on the geometry
of the electrode, the electrical properties (most importantly the capacitance) and the size
of the particle beam the signal can vary. Figure (3.16) shows a typical signal obtained by
the CCI and CCL for a Ar13+ ion beam.
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Figure 3.17.: Typical signals for both charge counters for an ion beam of Ar13+. The black
signal is from the CCI, while the red one is received from the CCL. The time
delay between the two signals is due to the axial distance between the devices.
Based on the analysis procedure described in section (2.4.1) a trapeze is fitted
(blue) to the data of the CCL to extract the necessary parameters for the
determination of the ion beam properties.

Since a more detailed analysis relies on the formation of a plateau, see section (2.4.1) and
[42, 56], the CCL was most often used for the ion beam determination. In figure (3.17) such
a signal with a plateau can be seen. A trapeze is fitted to the signal in order to extract the
important quantities. The points A,B,C and D are the corners of the trapeze and define
the values of Uplat and Ubase and the four points tA, tB, tC , and tB respectively. In addition,
h = dU/dt defines the slope of the rising edge of the trapeze. The results are given in table
(3.3).
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Table 3.3.: Important parameters extracted from the trapeze fit.
Parameter Value Error
Uplat [mV] 47.85 ± 0.05
Ubase [mV] 0.10 ± 0.03

tA [µs] 9.92 ± 0.28
tB [µs] 10.13 ± 0.29
tA [µs] 10.57 ± 0.19
tA [µs] 10.85 ± 0.20

h (slope) [mV/µs] 226.68 ± 3.28

Those parameters combined with the sensitivity SCCL = (519 ± 20) nV/e of the detection
system and characteristic length Lchar,CCL = 0.1716 m of the electrode which have been
determined beforehand [57], the beam properties like particle number N given by equation
(2.22), kinetic energy Ekin given by (2.26) and bunch length lbunch given by (2.28) can be
determined. The results are presented in the following table (3.4).

Table 3.4.: Determined beam properties for the presented Ar13+ ion beam.
Parameter Value Error

N [#] 7092 ± 280
Ekin [eV/q] 995 ± 23
lbunch [mm] 52.6 ± 6.7

The kinetic energy of the ion beam can be compared with the expected energy due to
the applied central drift tube potentials U2 of the EBIT, see section (3.1), which to first
order defines the energy of the extracted ion bunch. In the case shown here it was set
to U2 = 979 V and hence corresponds to an energy of Ekin = 979 eV/q which is in good
agreement with the value obtained from the charge counter. Additionally it becomes
apparent why the CCI is not able to provide a signal with a plateau like the CCL does.
Since the bunch length is about 52 mm, which is longer than the CCI with a total length of
41 mm as shown in picture (3.16), there is always a part of the beam which is either not in,
or already out of the CCI. Therefore, only a part of the charge is induced and a plateau
cannot be established. More details about the limitations in terms of particle number etc.
and further improvements of such devices are presented in [57].
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3.4.2. Ion deceleration: The pulsed drift tube (PDT)
One of the most important parts of the setup is the pulsed drift tube (PDT), which is used
to decelerate the ion bunch in order to be caught by the trap electrodes. Since the ions have
typical kinetic energies around Ekin ≈ 1000 eV/q a deceleration down to about 20% of their
initial kinetic energy by the PDT is needed in order to be further slowed down and finally
caught by the trap itself. It is the first part inside of the two temperature shields before
the CCI, as shown in the drawing (3.15). The design is similar to both charge counters,
although the overall length is different with a value of 89 mm. A picture of the PDT outside
of the system is shown in (3.18).

Figure 3.18.: Picture of the PDT outside of the temperature shield.

The operation principle was presented in section (2.2) and is based on fast switching from a
positive to a negative voltage while the ion bunch is inside the PDT. Therefore, the efficiency
is highly dependent on the switching time, and was found to be optimal at tP DT = 8.45 µs
for Ar13+ based on the extraction point from the EBIT. The voltage was switched form
UP DT = +450 V to UP DT = −400 V. An exemplary result is plotted in figure (3.19).
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Figure 3.19.: Deceleration of an Ar13+ ion beam. The first signal (black) shows the un-
decelerated bunch, which just passed by. The second signal (green) demon-
strates the effect of the PDT. It was switched from UP DT = +450 V down to
UP DT = −400 V, as described in section (2.2). It is delayed by about 2.8 µs.
From the shape it can be concluded that the bunch became elongated and a
plateau is not formed. The last signal (blue) shows the so-called ‘re-bunching’
effect, in which a voltage at the first trap electrode is used. The delay is
enlarged to about 3.8 µs and a plateau is again formed, hence a trapeze fit
can again be applied.

Three different signals picked-up by the CCL are plotted. The first one (black) shows the
undecelerated signal of the bunch which just flies through the setup. Based on this, the
important bunch properties like particle number, kinetic energy and bunch length can be
extracted by the trapeze fit, as presented in (3.4.1). The second signal (green) shows the
effect of the PDT. The signal is delayed by about 2.8 µs and deformed, so a plateau is
no longer present. The kinetic energy has therefore to be calculated by the time-of-flight
between the charge counter and the MCP detector and is about Eion ≈ 180 eV/q. To
compensate for that the first trap electrode (Capture electrode, CE) is used as second
deceleration and ‘re-bunching’ stage. The applied voltage for the CE was set to +100 V
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and switch-off was done with a delay time of tCE = 9.75 µs. Therefore, the shape can be
restored and the analysis based on the plateau can be applied again. The signal is further
delayed by 3.8 µs, which corresponds to an energy of Eion ≈ 90 eV/q by a time-of-flight
analysis. If the analysis procedure of the charge counter signal (fitted trapeze) is used, one
gets Eion = (89 ± 6) eV/q.

3.4.3. Ion storage: Penning trap and non-destructive detection system
After the previously described deceleration process of the ion bunch, the final step is the
capture and storage of the ions inside the trap. It was already depicted in the overview
picture of the magnet bore in figure (3.15), and in greater detailed now in (3.20).

Figure 3.20.: (Top) Picture of the Penning trap electrodes without electronics and detection
systems. (Bottom) Rendered CAD section view of the inside of the electrode
stack and a schematic of the applied trap potential with stored ions.

It shows the gold-plated copper electrode stack of the HILITE Penning trap as a real
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picture (top) and a CAD section view to show the inside (bottom). The trap consists
of two capture electrodes on the ‘ion’ and the ‘laser’ side (CI, CL) for the capture and
‘re-bunching’ process, see section (3.4.2), followed by two endcap electrodes (EC-I, EC-L)
for the creation of the trapping potential. A schematic of this potential is depicted in figure
(3.20) as well. The electrode on the ‘ion’ side is further split radially into two half-shells. By
doing so, one segment serves as an excitation electrode for the axial motion of the stored
ions, see section (2.3.4), while the second one works as a pick-up electrode as described in
section (2.4.2) for the resonant non-destructive detection by a tuned RLC-circuit. Since
both detection and excitation are AC-signals, the DC potential for the confinement in the
trap is unaffected and superimposed. The central electrode, called ‘ring’ is further divided
into eight segments (4 x 30◦ + 4 x 60◦) for radial excitation, mode coupling and resonant
non-destructive detection of the cyclotron motion (section 2.3.4, 2.4.2). For the resonant
detection in the trap, tuned RLC-circuits (resonators) in close vicinity to the corresponding
pick-up electrodes are needed. Two of such devices are implemented within HILITE, one
for the axial (ARES) and one for the cyclotron (CRES) motion. Figure (3.21) gives an
impression of that.

Figure 3.21.: (Left) Picture of the electrode stack placed inside the inner thermal shield
and the attached tuned circuits ARES + CRES. (Right) Additional cryogenic
electronics, like filterboard, amplifiers and varactor diodes are further imple-
mented.

Both resonators are attached close to their pick-up electrode to reduce the parasitic
capacitance and are thermally connected to the 4 K-stage of the setup. This ensures
a thermal equilibrium with the trap and the surrounding electronics. Therefore, the
background (thermal) noise can be reduced. The aforementioned electronics is depicted on
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the right hand side of figure (3.21). Each resonator is equipped with a cryogenic amplifier
and varactor board for tuning the resonance frequency of the circuit. All bias supply lines
of the trap and electronics are AC-filtered by a dual-stage RC-low-pass (νcutoff = 15 kHz)
cryogenic filter board. All signal lines (e.g. detection and excitation) are realised by coaxial
wires as short as possible to reduce parasitic capacitance and enhance noise robustness. In
the following both circuits will be briefly presented in terms of design and properties. A
more detailed description can be found in [73].

Tuned RLC-circuit for the axial motion (ARES)

The first resonator is the one for the axial motion of the ions (ARES). It is connected to one
of the half-shells of the split endcap electrode on the ion side (EC-I) to pick up the signal of
the ions while they oscillate in the trapping potential (section 2.4.2). The design frequency
of the circuit has to be chosen roughly beforehand based on the motional frequency of the
ions of interest (carbon and oxygen) and was found for HILITE to be at ω0 = 2π × 457 kHz.
Since ω0 depends on L and C which are highly sensitive to the manufacturing process,
material properties, temperature etc., the actual setup of such a device is quite challenging.
Therefore, the tuning towards the final frequency is later on achieved by adjusting the
voltage of an attached varactor diode board which changes the overall capacitance and
therefore the frequency as explained already in section (2.4.2).
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Figure 3.22.: (Top) Multilayer coil winding on the PTFE core. (Centre) CAD section view
of the ARES. The PTFE core placed in the centre of the copper housing is
shown. (Bottom) Picture of ARES attached to the trap including amplifier
and varactor diode board.

The ARES of HILITE has a helical geometry based on multilayer coil design with four
layers and 1200 turns in total on a PTFE (Teflon) core, see figure (3.22). The overall length
of the copper housing is 135 mm and has a diameter of 33 mm. From equation (A.3) the
inductance of such a coil can be calculated and is about LARES ≈ 4.5 mH. The capacitance
can be estimated likewise by equation (A.4) to be CARES ≈ 27 pF. A varactor diode board
equipped with three varactor diodes placed in parallel is connected to the coil, increasing
the total capacitance by Cvar = 6−24 pF depending on the applied voltage, (see figure 3.22).
Additionally, a low-noise cryogenic amplifier from Stahl electronics is capacitively coupled to
the ARES, see figure (3.22) before the signal is forwarded by a coaxial wire to an electrical
feedthrough flange. The overall properties of the ARES and more details about the varactor
board and the amplifier are given in table (A.1) in the appendix. From equation (2.8) it
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follows that the motional frequency of the ions, besides the intuitive
√

q/m-dependency,
has an additional dependency on the applied trap potential U0. The most common way
of operation is therefore to fix the resonance frequency ω0 of the circuit and change the
motional frequency of the ions ωz by ramping the trap voltage U0. Thereby, different ion
species with q/m-ratio corresponding to the applied voltage are successively in resonance
with the circuit, however the trap depth should not fall below a lower limit of around twice
the axial energy to avoid particle losses. Characteristic measurements regarding resonance
frequency ω0, quality factor Q (width at −3 dBm) and frequency tuning capability ∆ω0

due to the varactor diodes are presented in figure (3.23).

Figure 3.23.: (Left) Spectral response of the ARES circuit at 300 K for different varactor
voltages. (Right) Corresponding spectral response for cryogenic conditions of
5 K. The 300 K curves are still present as dashed lines. Exemplary Lorentz
fits are shown in both figures, as well as a response for an external magnetic
field of B = 6 T.

The measurements have been performed at room temperature (300 K) and cryogenic
temperature (5 K), respectively, for different varactor diode voltages (0 V, 3 V, 10 V). The
spectral response of the circuits have been picked-up by a spectrum analyser Keysight
N9000B CXA with an integrated tracking generator used for the excitation (−30 dBm).
For comparison, the intrinsic thermal noise of the system without excitation and amplifier
was measured as well. By fitting of a Lorentzian-shape function the frequency as well as
the quality factor can be extracted. The results are presented in table (3.5).

72



3.4. Inside the magnet bore: Detection, deceleration and storage

Table 3.5.: ARES characteristics.

T (K)
ω0 (2π × kHz)

∆ω0 (kHz) Q
Uvar = 0 V Uvar = 3 V Uvar = 10 V

300 344.1 395.9 430.9 86.8 42
5 351.2 401.7 436.7 85.5 122

Between 300 K and 5 K a slight overall increase of the resonance frequency ω0 is observed
mainly caused by small geometric displacements of the coil and the housing due to different
thermal expansion coefficients. The tunability is constant and around ∆ω0 ≈ 85 kHz. The
quality factor increases significantly by a factor of three to Q = 122. This is due to an
increase in electrical conductivity at lower temperatures and hence a smaller resistance
series resistance. Since the resonator acts as a parallel circuit (see equation 2.31), the
effective parallel resistance increases and therefore the quality factor increases as well. The
difference of the quality factor between different varactor voltages is negligible. In addition,
at T = 5 K a measurement including a magnetic field of B = 6 T was performed since at
room temperature an effect could not be observed. A small drop in signal strength, as well
as a slight increase in frequency towards ω0 = 437.3 kHz can be seen.

Tuned RLC-circuit for the cyclotron motion (CRES)

The second tuned circuit is the one for the perturbed cyclotron motion ω+ (see section
2.3.2) of the stored ions. From equation (2.9) and (2.10) it follows that the frequency is
mainly determined by the magnetic field and around two orders of magnitude larger than
in the axial case (ω+ ≈ 2π × 30 MHz) for the field strength of B = 6 T and target species
of carbon, oxygen and argon. Since the capacitance is somehow limited to several pF, the
inductance of the coil has therefore to be lowered significantly to increase the resonance
frequency of the circuit. This is achieved by a much smaller number of turns and hence a
more compact design as depicted in figure (3.24).
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Figure 3.24.: (Top) Coil winding on the PTFE core. (Centre) Picture of CRES housing with
coil placed inside. (Bottom) Picture of CRES attached to the trap including
amplifier and varactor diode board.

The CRES circuit is a helical, single-layer design with a total number of turns of 10 for
the coil. It is made out of silver-plated copper wire on a PTFE core placed in a 50 mm
long and 32 mm in diameter large copper housing (outer dimension). The inductance can
be calculated by using equation (A.2) to be LCRES ≈ 1 µH and likewise the capacitance
with equation (A.4) to be CCRES ≈ 17 pF. Like in the ARES-case a low-noise cryogenic
amplifier from Stahl electronics is directly attached to the CRES-housing (see figure 3.24)
to minimise the parasitic capacitance further. Additionally, a second varactor diode board
(Cvar = 6 − 24 pF) based on the design of the ARES is attached, to shift the resonance
frequency accordingly. Since the magnetic field cannot be changed that easily as the trap
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voltage, the applied voltage on the varactor diodes will bring the circuit into resonance
with the stored ions. In table (A.1) in the appendix, the overall details of the circuit are
mentioned. Like in the ARES-case, the same characteristic measurements of the spectral
response of the circuit have been performed and are shown in figure (3.25).

Figure 3.25.: (Left) Spectral response of the CRES circuit at 300 K for different varactor
voltages. (Right) Corresponding spectral response for cryogenic conditions of
5 K. The 300 K curves are still present as dashed lines. Exemplary Lorentz
fits are shown in both figures, as well as a response for an external magnetic
field of B = 6 T.

The fitted Lorentzian provides again the properties like resonance frequency and quality
factor. They are extracted and given in table (3.6).

Table 3.6.: CRES characteristics.

T (K)
ω0 (2π × MHz)

∆ω0 (MHz) Q
Uvar = 0 V Uvar = 3 V Uvar = 10 V

300 26.30 32.70 37.99 11.69 160
5 26.91 33.29 38.67 11.76 220

While like in the ARES-case the tunability is not affected by the temperature and stays
around ∆ω0 ≈ 11.7 MHz, the resonance frequency is slightly shifted towards higher fre-
quencies. The same argument of small geometric displacements due to thermal contraction
holds true here as well. Likewise the quality factor, although the overall increase is not as
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much as in the previous case. Adding a magnetic field has the same effect as for the ARES.
The signal amplitude drops a bit, while the frequency increases to roughly ω0 ≈ 38.70 MHz.

3.4.4. Ion detection: Non-destructive resonant detection
The previously described circuits fulfil two purposes at once. First, the non-destructive
detection of ions in the trap by induced and amplified image charges (see section 2.4.2),
and at the same time to cool those ions by damping the induced currents, called ‘resistive
cooling’ (see section 2.3.5). In our case, the ions (C2+) have been externally produced,
transported, decelerated and captured in the trap as described in the previous part of
the thesis. They have been trapped at a potential of U0 = 45 V. Since it is much easier
to scan for the axial resonance of the ions due to the trapping voltage dependency (see
equation 2.8), the ARES is mainly used for detection and cooling purposes. The expected
axial frequency of C2+ for U0 = 45 V is ωz = 2π × 416 kHz. So, ARES was tuned to be at
ω0 = 2π × 416 kHz. Therefore the varactor diode voltage was set to Uvar = 4.52 V. After
the capture process, a voltage ramp from U0 = 40 V to U0 = 52 V and backwards in steps
of ≈ 0.24 V was performed. Each ramp took about 100 s, and in total five of them have
been carried out. The results are depicted in figure (3.26).
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Figure 3.26.: Measurement sequence of C2+ ions in the trap. From left to right and top
to bottom five consecutive voltage ramps of the trapping potential between
U0 = 40 V and U0 = 52 V. The circuit was tuned to be in resonance with the
ions at ω0 = 2π × 416 kHz for a trapping potential of U0 ≈ 45 V by an applied
varactor voltage of Uvar = 4.52 V. The last graph (bottom right) shows the
corresponding ion signal of the MCP detector of the extracted ions for storage
times of 90 s and 510 s. Although the resonator does not show an ion signal
after the 5th ramp anymore, C2+ is still apparent.

For a trap voltage of around 45 V, a peak can be identified which is rather broad and
asymmetric (44 V − 50 V). This can be explained by an initial high axial energy of the
ions after trapping. Since they are externally produced and although they are decelerated,
the remaining energy can easily be still in the range of Ez = 10 − 20 eV which corresponds
to an amplitude of several millimetres. Therefore, they leave the harmonic region of the
confinement volume which results in higher axial frequencies than expected. This effect
causes the asymmetry of the resonance towards higher frequency and can clearly be seen
in the first plot. In addition, the energy distribution of the ion cloud leads to a generally
broad resonance. During the second and the third ramp, the peak becomes much narrower
(tails are gone) and the amplitude drops slightly. This can be explained by a cooling
process which occurs in the meantime. By a reduction of the mean axial kinetic energy, the
amplitude of the motion drops and the ions oscillate in the harmonic region of the trap.
Therefore their frequency is in the first order independent of the amplitude. During the
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next ramp the signal drops further and is gone for the last ramp, after about 500 s. A loss
of ions can be excluded, since they can still be detected after extraction onto a destructive
(MCP) detector as shown in the bottom right figure of picture (3.26). The disappearance
is mainly due to the spectral noise of the system (circuit, amplifiers etc.), indicated by a
red horizontal line at about −67 dBm. Once the ions have reached this level, they are in
thermal equilibrium with the circuit and cannot be distinguished from the background [48].

3.4.5. Ion detection: Destructive detection by time-of-flight analysis
The second option to characterise and determine the composition of the trap content is
to extract the stored ions and transport them onto a multi-channel plate (MCP) detector,
as depicted in figure (3.15). By a time-of flight (ToF) analysis as it was used for the
characterization of the EBIT content (3.1.2) one uses the

√
m/q-dependency (see equation

3.1) to identify the different ion species and charge states. Since the travelled distance is
much shorter than in the EBIT-case and the stored ions are basically ‘at rest’ in the trap,
the resolution can be quite challenging. Therefore one uses the concept of ‘floating ground’,
in which the complete trap is ‘floating’ at a potential of Ufloat = 50 V in relation to ground,
as shown in figure (3.27).

Figure 3.27.: Schematic of the ‘floating ground’ principle. The complete trap with all
electrodes is set to a floating potential (Ufloat = 50 V). Thereby, the extracted
ions gain an additional kinetic energy of Efloat ≈ q · 50 eV. Typically their
kinetic energy while stored is much less Ez ≪ Efloat, so their time-of-flight is
in first order given by Efloat and a time-of-flight analysis can be applied more
easily.

Once the extraction is performed, the ions gain an energy of those Efloat ≈ q · 50 eV in
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addition to their axial energy Ez. Since they have been cooled in the trap beforehand one
can assume Ez ≪ Efloat and their time-of-flight is in first order given by Efloat only. For
this measurement, C2+ ions have been stored inside the trap. Instead of detection by the
tuned RLC-circuit as described in the previous section (3.4.4), the ions have been extracted
onto the MCP detector after different storage times. The signals obtained are depicted in
figure (3.28).

Figure 3.28.: From top left to bottom right a measurement sequence of extracted ions from
the trap for different storage times. Previously, C2+ ions have been decelerated
and stored.

The signal after a storage time of 30 s is rather blurred and consists of many tiny ‘peaks’
distributed over a long time period. One can identify four areas with larger amplitudes
corresponding to the stored C2+ ions, and three hydrogen species (H+, H+

2 , H+
3 ,). Those

areas become more pronounced the longer the storage time. The blurriness vanishes,
especially C2+ becomes sharp and its amplitude increases until around 600 s of storage
before it becomes smaller. It is worth noting that although it seems to be that the amount
of C2+ increases this is not the case as the right picture in figure (3.29) shows. Due to a
cooling process, the total energy and energy distribution reduces, leading to narrow and
sharp peak. At around 300 s the decay towards C1+ can be identified together with other
residual gas components like N+, H+

2 and CO+. The amplitude of C2+ drops significantly
after 600 s and is almost gone after half an hour of storage time (1800 s). Once gone, the
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amount of other species drops as well, since their primary source (C2+) is gone. Hydrogen
overall is the most prominent residual gas present in the trap. It outgases from the chamber
walls (stainless steel) since most of them cannot be baked out (temperature-sensitive devices
like the magnet bore etc.). A typical appearance is the hydrogen molecule H+

2 . It becomes
dissociated to atomic hydrogen due to the high energy of C2+. H+

3 or ‘protonated molecular
hydrogen’, which is actually one of the most abundant ions in the universe, requires low
temperatures and pressures to form - as is the case in a typical Penning trap. The remaining
components are expected in a typical residual gas spectra, especially for a target gas of
CO2 used in the EBIT.
The identification of the species is then finally done by a time-of-flight analysis as already
explained and applied for the EBIT characterisation (section 3.1.2) and earlier in this part.
The results are presented in the left picture of figure (3.29) and show a good agreement
with the expectation and verify the assignment.
The evolution of the different species over time allows further to conclude about the residual
gas pressure in the trap. Typically stored ions collide with the residual neutral gas and
decay to lower charge states, as charge exchange occurs during the collisions. The lifetime of
the species can therefore be used as an estimation of the background pressure, since higher
background leads to more collision and hence a shorter lifetime. In our case the species of
interest is C2+, which collides with hydrogen being the most prominent background species.
The decay is expected to follow an exponential behaviour of the form

N1 = N0 · exp(−tion

t
) (3.2)

in which tion is the lifetime constant of the charge state and N1, N0 the number of ions at
time t and at the start t = 0. The ions’ lifetime tion is given by

tion = 1
σp

√
kBTµm

3 [32] (3.3)

with σ being the electron capture cross section, p the residual gas pressure, T the temperature
and µm the reduced mass of the target and residual gas. The simplest model describing
electron capture processes is the ‘Classical Over-the-Barrier Model’ (CBM) [32], in which
the cross section is expressed by

σ = 1
2πR2

C , (3.4)
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with the effective collisional radius RC given by

RC =
27.2a0(2

√
q/e + 1)

I
. (3.5)

Here, a0 is the Bohr radius given in metres, e the elementary charge and I the ionisation
potential of atomic hydrogen in eV. The results obtained for C2+ for different storage times
are presented in the right picture of figure (3.29).

Figure 3.29.: (Left) Peak position and corresponding linear fit to identify the ion species and
charge states presented in figure (3.28). (Right) Evolution of the C2+-signal
as a function of storage time and corresponding exponential fit. By that, the
lifetime of C2+ in the trap and the residual gas pressure can be estimated.

An exponential decay was fitted to the data to extract the ions lifetime to be

tion = (537 ± 73) s. (3.6)

By rearranging equation (3.3) the residual gas pressure in the trap can be estimate to be

p ≈ 1 · 10−10 mbar. (3.7)

assuming an ionisation potential I = 13.9 eV for atomic hydrogen and a temperature of the
residual gas of around 300 K. This pressure is one to two orders of magnitude lower than
the values the pressure gauges further away attached to the chambers are showing. This
can be explained by the cryogenic environment of the trap electrodes which improves the
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pressure by the so-called ‘cryogenic pumping’ technique in which most of the residual gas
freezes out at the cold surfaces of the trap.
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This chapter is about the first beamtime HILITE performed at a dedicated high-intensity
laser - the free electron laser FLASH at the DESY campus in Hamburg. I will give a short
overview about the facility itself, the measurement proposal for that beamtime as well
as the transport and operation of HILITE at FLASH. Finally, I will conclude with the
measurements and results we obtained during the beamtime and future aspects which have
to be incorporated.

4.1. FLASH @ DESY

Figure 4.1.: Schematic layout of the FLASH facility. Electron accelerator and the two FEL
lines FLASH 1 and FLASH 2 are shown. From [74] - modified. The position of
HILITE within the beamtime is highlighted.

The FLASH facility, in operation since 2005 was the first free-electron laser (FEL) worldwide
in the XUV and soft X-ray regime [74]. As described already in section (1.2), electrons in a
FEL are accelerated up to relativistic velocities and forced on sinusoidal-like trajectories
by a consecutive arrangement of dipole magnets with alternating polarity, which is called
undulator. It defines the energy of the thereby created synchrotron radiation. FLASH
consists of two individual FEL lines FLASH 1 and FLASH 2 with separated undulators as
depicted in figure (4.1). Both are fed by the same linear FLASH accelerator which can
provide electrons with energies up to Ee = 1.25 GeV at a 10 Hz repetition (burst) rate. The
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pulses of such bursts are shared between the two lines, which allows for a parallel operation
[74]. The major difference between the two lines is the variable gap of the undulators in
case of FLASH 2 . Thereby, the energy of the photons can be adjusted and tuned over a
wide range without influencing the operation of FLASH 1. Pulses shorter than 100 fs and
focal spot sizes smaller than 20 µm lead to peak intensities of up to 1016 W/cm2 [74].
In addition, both beamlines of FLASH 2 (FL24 and FL26) offer the possibility to scan the
photon energy by adjusting the gap between the undulators. Furthermore, at beamline
FL24 a KB (Kirkpatrick-Baez) active optics system is installed that allows a micro-focus
of the FEL pulses both vertically and horizontally [75]. This is of particular interest, since
ionisation experiments inside a Penning trap need the largest possible overlap between
ion cloud and laser focus in order to enhance the signal-to-noise ratio. Other important
parameters of FLASH 2 and beamline FL24 are given in table (A.4) of the appendix.

4.2. Beamtime proposal - Measurement goals
The beamtime proposals for FLASH are reviewed and rated. In this process the submitted
HILITE proposal to perform the ‘Background-free measurement of multi-photon absorption
and transition-isolated excitations in simple ionic systems, as shown by a cutout of the
original application in figure (4.2), was given the highest rating.

Figure 4.2.: Cutout of the beamtime proposal of HILITE for the FEL facility FLASH.

Two major objectives were pursued:
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• General feasibility of laser-ionisation processes of trapped ions at high laser intensities
and a subsequent storage and detection of the reaction products.

• Measurement of the energy-dependent photo-ionisation cross-section of highly charged
ions.

While the first one is a more technical objective, the second one is of high physical interest
since experiments in the XUV and soft X-ray regime have mainly been performed with
neutral atoms [76]. They typically have to deal with obstructions by background due to
interaction processes with outer electrons. Thus, the theoretical description is challenging
and not well understood either [77]. It can vary by orders of magnitude [78] depending on
the used model, target selection and laser system.

4.2.1. Ion target of interest - lithium-like oxygen (O5+)
The ion target of interest is lithium-like oxygen, O5+. It has a closed K-shell with two
1s-electrons and an open L-shell with a ‘single active’ 2s -electron with an ionisation potential
of IP = 138 eV. ‘Single active’ means that in order to access the inner K-shell by incident
photons a much higher potential of IP ≈ 700 eV, and hence photon energy is needed, so the
probability is strongly suppressed. This also results in an easier description by theory, since
effects by remaining electrons are of minor importance.

Figure 4.3.: (a) Expected interactions per laser pulse for different photon energies and
laser intensities, based on theoretical calculations [79]. (b) Scheme of possible
multi-photon interactions.

Based on strong-field approximation (SFA) [80] calculations performed by our colleagues
[79], the expected number of interactions per laser pulse as a function of photon energy
Eγ and laser intensity I can be estimated. The results are plotted in figure (4.3 (a)). The
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transition between a three-photon and two-photon ionisation is marked with a dotted red
line at Eγ ≈ 70 eV. The resonances occurring are due to inner-atomic transitions which are
addressed by the laser for specific photon energies, for instance the 1s-2s transition. Figure
(4.3 (b)) shows schematically those possible multi-photon absorption effects from left to
right two-photon, three-photon absorption and inner-atomic excitation with subsequent
absorption. All of them can be addressed by the FLASH FEL and are apparent in the
calculations presented in figure (4.3 (a)).

4.2.2. Ion target of interest - beryllium-like carbon (C2+)
The second ion target was chosen to be C2+ for the purpose of finding a good overlap
between the ion cloud and the laser focus. The reasons for C2+ were on the one hand the
experiences we gained during our ‘offline’-tests (only the Penning trap without a laser) back
at GSI, which have been presented in the previous chapter (section 3.4.4 and 3.4.5) and
the other hand the easy accessibility (high ionisation cross section) by the FEL. Thereby a
large fraction of the ion cloud is expected to be ionised by a single bunch and the signal of
created C3+ is supposed to be seen easily. A schematic of this process is depicted in figure
(4.4).

Figure 4.4.: (Left) Overlap between ion cloud and laser pulse. The position of the focal spot
of the laser has to match with the position of the ion cloud. (Right) Depending
on the intensity profile of the laser the probability of ionisation is a function of
the relative position between the laser and the ion cloud (right picture).

4.3. Transport and operation of HILITE @ FLASH
One, if not the most important feature of the HILITE Penning trap is its possibility
to be disassembled and transported rather easily to different laser facilities in order to
perform photo-ionisation experiments on site. In the previous chapter, a picture (3.1) of
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the assembled setup at GSI is shown. The whole process of disassembly, transport and
re-assembly of the experiment at FLASH was performed in roughly one month and one has
to emphasize that planning and execution was performed by ourselves without any external
support.
Once arrived, the reassembly of the setup and connection to the FL24 beamline of FLASH 2
was started. The overall process took about two weeks, in which the experiment was
pre-adjusted mechanically by adjustable feet in a way that the alignment laser of the
beamline (which is supposed to imitate the FEL pulse) is superimposed with the Penning
trap centre, both axially and radially. After that, the following parts (downstream - seen
from the perspective of the laser) like ions diagnostic chamber (section 3.3.2), 90°-deflector
(section 3.3.1), Wien filter (section 3.2) and ion source (section 3.1) have been installed.
After closing the whole setup, the pumps and cooling were started and the individual parts
were put back into operation. An impression of the final, assembled state is shown in figure
(4.5)

Figure 4.5.: Assembly of HILITE @ FLASH (left picture) and restart of the setup (right
picture).

Before the actual beamtime started, the operation of HILITE had to be verified and the
parameters for ion production, selection, transport, deceleration, capture and storage had
to be found for the targets of interest (C2+, O5+), based on the experiences and values
obtained back at GSI. Those parameters are given in table (A.5) in the appendix. The
results are presented in picture (4.6). The left part shows the signal obtained by the MCP
detector of an extracted and previously stored C2+ ion cloud, while the right one shows a
corresponding signal of O5+. The storage time for both ions clouds was 50 ms.
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4. HILITE beamtime at FEL facility

Figure 4.6.: First signals of extracted and previously stored (50 ms) ions for the relevant
species at FLASH. C2+ on the left side and O5+ on the right side.

4.4. Beamtime operation @ FLASH
The beamtime was divided into two separated slots. The first one with three days and a
second one with five days of operation. The idea was to tune the laser and the Penning
trap in the first slot to get an appropriate overlap between the ion cloud and the laser beam
(focal spot) and use the second slot for the ionisation measurements of O5+.
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Figure 4.7.: Scheme of the experimental procedure. Ions are stored in the Penning trap and
after the laser irradiation extracted onto an off-axis placed multichannel plate
(MCP) detector. The time-of-flight is recorded and by that an identification
of the ion species can be achieved. FEL pulses consist of a bunch train of
individual pulses, separated by 1 µs.

Since FLASH operates at a repetition of 10 Hz, this ‘base clock’ was most often used as
a trigger pulse for the operation cycle of HILITE. This means that the trigger signal of
FLASH was slightly shifted to earlier times (−10 ms) and was used to trigger our EBIT
ion source and the following deceleration and capture procedure. Therefore, the ion cloud
was prepared once the FEL pulses arrived. Each FEL pulse consists of a bunch train
of individual pulses (up to 400), separated in time by 1 µs, so that the laser irradiation
only takes place at the beginning of this 100 ms cycle. Depending on the experimental
conditions, one or more of those cycles have been used until the ions have been extracted
by an electrostatic deflection onto an off-axis placed multi-channel plate (MCP) detector,
as shown in figure (4.7). The flight time could therefore be evaluated to identify the ion
species and charge state.

4.4.1. Residual gas ionisation
The first measurements performed have been the ionisation of residual gas inside the trap.
The ‘offline’ (only Penning trap) measurements at GSI, as shown in section (3.4.5) had
revealed an expected residual gas pressure in the trap of pres ≈ 10−10 mbar and hence an ion
lifetime of about 10 min for C2+. The particle number density Nres is around ≈ 105 mm−3
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and in the same order of magnitude as plasma densities of an ion cloud in a Penning
trap. Hence, one can expect a background signal caused by those particles during the
actual ionisation experiment which has to be known in order to extract and distinguish
between interaction and background signal. Those measurements have been performed
in the following way. First, the trap was closed, i.e. a potential on the endcap electrodes
was applied. The ion source was not operated, so the trap was empty at the beginning
besides the presence of residual gas. Then, the FEL pulse was switched on and the trap
content was afterwards extracted onto the MCP detector as shown in figure (4.7). In order
to reduce the amount of background, the last beam-defining FEL aperture was reduced
from 10 mm diameter down to 3 mm in order to cut off the ‘halo’ of the FEL and by that
decreased the volume exposed to the laser, see figure (4.8).

Figure 4.8.: (Left) MCP signal of residual gas inside the trap, ionised by the FEL and
after a short storage time (50 ms) extracted onto the MCP. (Right) The focus
position was shifted vertically (V) and horizontally (H). 1000 steps correspond
to a shift of roughly 0.5 mm.

A scan of the focus position, both horizontally and vertically in 0.5 mm steps, was performed.
It revealed that the transport efficiency of stored ions onto the off-axis MCP detector,
as shown in the previous section (4.4), depends on the focus position of the FEL. Since
remaining residual gas or photo-ionised particles outside of the confinement volume of the
Penning trap leave the setup unaffected, the received signal can be related to the interaction
of the FEL with the residual gas inside the trap. A relative focus position with KB actuator
positions of (V = -6900, H = 2150 blue curve) revealed the lowest background.
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Figure 4.9.: (Left) MCP signal of residual gas inside the trap, ionised by the FEL and
extracted onto the MCP. The pulse energy was changed and the effect onto the
residual gas signal evaluated. (Right) Taking the integrated signal as a measure
of the relative particle number reveals a linear dependency, which is expected
for single-photon ionisation. Furthermore, a saturation of the detector could
be excluded for those amplitudes as well.

Additionally, at this position a scan of the pulse energy was performed and is shown in
figure (4.9). One would expect a linear behaviour dependent on the pulse energy and hence
intensity for a single-photon ionisation. This was verified and is shown in figure (4.9) as
well. Furthermore, this shows that a saturation of the detector, at least for this signal
amplitude, is not observed.

4.4.2. Overlap between FEL and ion cloud - C2+

As discussed in section (4.2.2), the overlap between the laser focus and the ion cloud is of
great importance in order to increase on the one hand the amount of ionisation products,
i.e. signal strength and on the other hand to enable the extraction of photo-ionisation
cross-sections. The focus geometry and intensity distribution within the ion cloud need
therefore to be known. The procedure for the measurements with C2+ was the same as
the previous one for the residual gas. A radial scan of the focus position by adjusting the
horizontal and vertical KB actuator settings was performed. By that, a total shift of the
focus position by 2.5 mm was achieved. In comparison to the results of the residual gas, no
dependency for C2+ was seen, so the position of lowest background for the residual gas (V =
-6900, H = 2150) from the previous section was therefore used for this measurement as well.
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Since the background signal cannot be neglected, a procedure to distinguish between the
background and the interaction signal of C2+ with the FEL has to be developed. Assuming
that the interaction between C2+ and the FEL is independent of the interaction between the
residual gas and FEL and the residual gas is equally distributed, a consecutive approach is
used to disentangle the two effects. One has to emphasize that performing a measurement,
if not otherwise mentioned, always implies the execution of several hundreds of individual
measurements in order to cancel out fluctuation effects, such as deviations of the average
stored ion number or laser intensity.
The first step was a measurement of the residual gas ionisation as described in the previous
section (4.4.1). The second step was then a corresponding measurement of a stored ion
cloud in the trap without interaction with the FEL. The third and last step was then the
merging of C2+ and the FEL. By the combination of the obtained signals one was able to
extract the so-called ‘interaction’ signal Sint given by

Sint = Scomb − Sstored − Sresidual, (4.1)

which represents the interaction of the stored ions by the superimposed FEL without the
residual gas interference. The results obtained for each measurement step are depicted in
figure (4.10) from top left to bottom right. The interaction signal, shown in green in the
bottom right plot represents the reduction of stored C2+ due to the interaction of the ion
cloud with the FEL pulse. The higher, the more of the previously stored ions have been
affected by the laser.
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Figure 4.10.: Measurement sequence for the ionisation of C2+ to find the overlap between
FEL and ion cloud. Trap content is extracted after laser irradiation onto an
external MCP detector. Ionisation signal of residual gas by the FEL (top
left). Stored ion signal of C2+ without the FEL (top right). Combined signal
of stored ions and the FEL (bottom left). Interaction signal extracted from
the previously shown individual measurements as explained by (4.1) (bottom
right). A positive signal corresponds to a reduction of previously stored C2+

ions that have interacted with the laser.

In order to identify the ion species and charge states, the same time-of-flight (ToF) technique
as presented in section (3.1.2) is used. The trap content, no matter whether residual gas or
ions of interest, are extracted onto the external MCP detector and further analysed. Since
the time of flight is proportional to the mass-over-charge ratio of the ion species

tT oF ∝
√

m

q
, (4.2)
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an assignment can be carried out and is supposed to follow a linear behaviour. A deviation
from that would mean that the assumption was wrong. Figure (4.11) shows such an
assignment (species, charge state and time of flight) for the performed measurements on
the left plot, while the corresponding linear fit is shown on the right hand side. Since a
deviation cannot be seen, the assumption can be considered correct.

Figure 4.11.: (Left) Trap content is extracted onto the MCP detector and the identification
of ion species and charge state is done by a time-of-flight measurement. (Right)
Linear behaviour verifies the correct assignment. Error bars are barley visible.

From the intersection and slope of the linear fit, the expected position of C3+ can be
calculated by

tT oF (C3+) =
√

12
3 · 2.16 µs + 4.08 µs = (8.4 ± 0.05) µs. (4.3)

Although an interaction between the FEL and the stored ion cloud of C2+ could be verified,
at the expected position for C3+ a signal could not be found.

4.4.3. Ionisation of O5+

The next ion target of interest was O5+. Therefore, the trapping parameters have been
adjusted accordingly as shown in table (A.2). The FEL was set to 400 bunches with an
energy of 70 eV and 330 µJ pulse energy. This photon energy corresponds to transition
between the two-photon and three-photon ionisation of O5+ as predicted by the calculations
and shown in figure (4.3). First, the same measurement as in the previous C2+-case was
performed. So a residual gas background signal created by the FEL and stored in the trap,
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a stored ion signal, and the combination of both have been performed as shown in figure
(4.12). According to equation (4.1), the ‘interaction’ signal was extracted and can be seen
in (4.12) in the bottom right plot in green.

Figure 4.12.: Measurement sequence for the ionisation of O5+. The procedure is the same
as for C2+. Trap content is extracted after laser irradiation onto an external
MCP detector. Ionisation signal of residual gas by the FEL (top left). Stored
ion signal of O5+ without the FEL (top right). Combined signal of stored ions
and the FEL (bottom left). Interaction signal extracted from the previously
shown individual measurements as explained by (4.1) (bottom right). Unlike
in the C2+ case, no evidence for interaction between the ion cloud and the
FEL could be found.

In comparison to the C2+ case, an interaction could not be seen. The lack of ‘interaction’
signal is unexpected, since one would expect at least a reduction of O5+ due to the FEL; an
absence of O6+ could in the first place be explained by a small cross section in this energy
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region. The transition from two-photon to a three-photon absorption results in a decrease
of expected interactions by four orders of magnitude, as depicted in figure (4.3).
The next measurement step was therefore a photon energy scan of the FEL from 70 eV -
90 eV with a step size of 2 eV. The results are presented in figure (4.13).

Figure 4.13.: Photon energy scan of O5+ from 70 eV up to 90 eV. As a reference, the signal
of stored O5+ without interaction with the FEL is additionally shown in green.

Again, neither an interaction of O5+ nor a signal of O6+ could be detected, although the
expected number of interactions should have been sufficient.

4.4.4. Background pressure estimation by life-time measurements
Due to the strong background signal caused by residual gas and the absence of the expected
C3+ and O6+ signals, an estimation regarding the vacuum conditions was performed. As
described in section (3.4.5), the residual gas pressure can be estimated by a determination
of the stored ions’ lifetime. Therefore, several storage time measurements (1 s up to 300 s)
for C2+ have been performed and the time evolution of the signal was detected. Since no
signal for storage times above 30 s have been observed, only five data points could be used.
The result is depicted in figure (4.14).
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Figure 4.14.: (Left) Exemplary signal of C2+ for a storage time of 1s including the extracted
integrated signal used for the lifetime measurement. (Right) Exponential fit
for five different storage times results in an ion lifetime of tion = (3, 15±0, 51) s.
Error bars are barley visible.

One obtains an ion lifetime constant based on those measurements of tion = (3, 15 ± 0, 51) s,
and hence by rearranging equation (3.3) a residual gas pressure of

pres ≈ 2 · 10−8 mbar, (4.4)

assuming hydrogen being the most prominent constituent in the cryogenic Penning trap
environment. This is at least two orders of magnitude higher than during the ‘offline’
commissioning at GSI, where lifetimes of several hundred of seconds and correspondingly a
pressure of 10−10 mbar have been achieved and can explain why the residual gas background
dominates and higher charge states are not visible in the spectra. The explanation for this
difference could not conclusively be found since neither did the vacuum gauges showed
relevant discrepancy from the values back at GSI, nor did the performed leak tests showed
a suspicious spot at the setup. The most probable reason from our perspective is a constant
‘gas flow’ from the beamline on the Penning trap axis which increases the local pressure
without being seen by the gauges.
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4.4.5. Lessons learned
The beamtime at the FLASH facility was the first ‘online’ commissioning (with laser) of the
HILITE experiment. Although the interaction between the FEL and the ion cloud for the
applied C2+ ion target could be shown, the physics case for O5+ remained unfortunately
unsuccessful. Two major points have to be addressed for future beamtimes.

Vacuum conditions
The most important quantity which made work challenging has been the residual gas
pressure in the setup during the experiments. Back at GSI it was in the range of
pres ≈ 10−10 mbar, while during the beamtime only pres ≈ 10−8 mbar was achieved.
Hence, a lot of effort is put into improving the vacua conditions in general. The goal is
to achieve a trap pressure of around pres ≈ 10−12 mbar which would result in storage
times in the order of minutes to hours depending on the ion species and charge state.

Ion cloud - laser overlap
The second topic that needs to be taken care of is the proper overlap between the
laser pulse and the ion cloud. Depending on the laser system (focal spot size and
Rayleigh length) this can be critical or less critical. The first step in this regard is
the mechanical alignment between the focus and the trap centre, both axially and
radially. In case of this beamtime, the FLASH alignment laser (optical laser, which
imitates the FEL beam) was used to align the setup. Even if the focus spot matches
the trap centre, an inefficient deceleration and capture process due to small offsets
of the ion beam trajectory from the central beam axis, for instance caused by field
imperfections, general emittance of charged ion beams, or imperfections of ion optical
elements can lead to stored ion clouds on large radii which are therefore outside of
the laser focus.

A last and not less important point, which belongs to both of the previous points is the
improvement of the ion cooling technique, mainly resistive cooling, see section (2.3.5), since
it allows to increase the target density by reducing the motional amplitude and hence helps
in terms of the laser overlap with the ion cloud, but needs longer storage times in order to
be efficient and therefore better vacuum conditions. The planned and partially implemented
changes will be addressed in the following chapter.
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The biggest challenges we faced during the beamtime at FLASH have been the poor vacuum
conditions. A background pressure of around ≈ 10−8 mbar is disadvantageous in several
ways. First and most obvious is the storage time of trapped ions, even for lower charge
states. Due to recombination processes it is too short for a proper target preparation in
terms of purity and density. Since the ions are lost quickly, a cooling process and hence an
increase of the target density cannot be efficiently applied. In addition, the non-destructive
detection, which is based on the same image charge effect as the cooling process is therefore
not applicable. The second consequence of having a high pressure is the residual gas itself,
since it can interact (and be ionised) with the FEL and cause a significant/predominant
background signal due to its high abundance.
A second part which we want to address in the future is the increase of transport, deceleration
and capture efficiency of the externally produced ions. An ion beam has a finite emittance,
hence it diverges the longer the trajectory is. Additionally, the Coulomb interaction further
increases the divergence, like space-charge effect or intra-beam scattering. Therefore, proper
ion optical elements have to be used in order to compensate for that.
Additionally, some further changes on the detector side will be presented in order to increase
the sensitivity and efficiency of the detection system.

5.1. Changes to the Penning trap
As mentioned several times throughout this thesis, for instance in figure (2.7) and (3.20),
or table (2.1) the HILITE Penning trap is an open-endcap design with 20 mm openings on
both sides for particle loading and laser access. In comparison to most other Penning trap
experiments, this is quite unusual. It opens the possibility for an easy laser access, but at
the same time for a high gas flow into the trap volume. The experiences gained during the
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beamtime at FLASH show that we have to limit the open access to a minimum. We address
this by the implementation of dedicated entrance and exit apertures on both trap sides
equipped with central holes with a diameter suited for the laser in operation. That means
that for instance in terms of an FEL with a long Rayleigh length a smaller diameter can be
used than for an Ti:Sa laser system in the optical regime. The experimental realization can
be seen in picture (5.1), as an example with a 4 mm aperture.

Figure 5.1.: (Top) Dedicated gold-plated copper apertures with a central hole adapted to the
corresponding laser to reduce the open access to the bare minimum. (Bottom
left) Trap opening without aperture and an opening of 20 mm. (Bottom right)
Trap with an implemented aperture with a diameter of 4 mm.

Those apertures work like a diaphragm in the sense that they act as a barrier for the
gas molecules and thus separate the trap volume from the magnet-bore volume. So the
pressure gradient is much larger and hence the pressure inside much lower compared to
the outside. Vacuum simulations have been performed in order to verify the benefit of the
implementation. The program used was MolFlow+, a test-particle Monte-Carlo simulator
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developed at CERN [81]. It allows to compute the vacuum conditions of a given setup
by creation of the geometry and definition of parameters like outgassing, desorption rates,
temperature distributions and pumping capabilities. Two different simulations have been
performed. First, a simulation of the current trap design with the full 20 mm opening, and a
second one including 2 mm apertures, which would be the smallest ones, that could be used
for the FEL. The central trap part was set to a temperature of 5 K and a sticking coefficient
α = 0.9 for hydrogen according to [82, 83] was used. The remaining parts were set to 80 K
and α was now assumed to be α ≈ 0.5, since the main constituent for a non-baked vacuum
system is water, which will be frozen out at this temperature. Furthermore, all parts beside
the trap have been configured in order to have an outgassing rate of 10−10 mbar · l/s/cm2,
which is according to [84] a typical value for non-baked metal surfaces. The two openings
on the left and right hand side have been set to 10−8 mbar · l/s/cm2 to simulate a large
residual gas flow from the outside of the magnet bore. The simulation results can be seen
in figure (5.2).

Figure 5.2.: MolFlow+ vacuum simulation of HILITE. The setup which is placed inside the
bore of the superconducting magnet is shown. The left side shows the case
without apertures, while the right hand side shows the effect of 2 mm entrance
and exit apertures. The central plots show the pressure distribution on axis,
while the coloured plot at the bottom depicts the overall distribution. The
colour scale used in shown in the top figure. Outgassing and desorption rates
have been the same for both simulations.

The differences in the outcome can be seen directly with the bare eye. While without
apertures the pressure in the trap decreases roughly by an order of magnitude in comparison
to the outside of the trap, in case of 2 mm apertures the decrease is about 3.5 orders of
magnitude, hence 2.5 orders of magnitude better than without the apertures. This can be
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explained by the smaller diameter of the opening and hence smaller gas flow. Additionally,
the stainless steel vacuum chambers attached to the left and right of the magnet will be
replaced by appropriate chambers out of a specific aluminium alloy (6000 series). The
achievable outgassing rates for this alloy is about one order of magnitude smaller than the
one of stainless steel [85].
Both changes in combination will allow us to improve the the vacuum conditions inside the
trap by around three orders of magnitude and therefore enable us to store low charge states
up to several hours, and highly charged ions for at least several minutes, both of which
sufficient for laser-ion interaction experiments.

5.2. Changes to the ion optics
The second part which has to be addressed as a consequence of the FLASH beamtime is
the increase of the transport, deceleration and storage efficiency. Effects like space charge,
ion beam emittance and stray fields (electric and magnetic) can lead to deviations of the
ion trajectory and hence an off-axis capture process. Therefore, a large effort is necessary
in order to provide an ion cloud of sufficient density for the laser interaction. This increase
in efficiency can be achieved in the first place by additional and specifically designed ion
optical elements which compensate for those effects. One of those elements is the newly
designed 90°-electrostatic deflector as depicted in figure (5.3). The overall working principle
is the same as for the old deflector, presented in section (3.3.1), i.e. double-focussing and
equipped with a hole in the outer electrode for the laser exit. Changes have been made
in mechanical stiffness and adjustability, since the electrodes of the old deflector were
made of thin plates, which could be bent easily while being assembled. Therefore, field
imperfections could occur and lead to distortions of the ion beam trajectory. Now, the
electrodes are manufactured from massive aluminium blocks and polished on the inner
surface. Additionally, two Sikler lenses have been attached on the entrance and the exit
ports. The advantage of a Sikler lens in comparison to a typical Einzel lens is the possibility
to focus and steer the passing ion beam at the same time [86]. Thereby, it is possible to
compensate for small misalignments of the ion beam which can occur on the way from
the EBIT due to space charge and stray field effect. Furthermore, the transmitted beam
after the deflector can be focused towards the next ion optical element, like the pulsed drift
tube (PDT), where a centrally aligned and focused ion beam increases the efficiency of the
deceleration process. The deceleration stage will also be updated in this context. In section
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Figure 5.3: New electrostatic 90°-deflector,
with an improved design in
terms of stiffness and adjusta-
bility compared to the previ-
ously used one. Furthermore,
two Sikler lenses at the en-
trance and the exit of the
deflector are used to address
beam misalignment and focus
the ion beam.

(3.4.2) the pulsed drift tube (PDT) was separated from the trap by a grounded electrode
and a charge counter (3.4.1) was placed several centimetres away from the entrance of the
trap. Additionally, it was electrically a single-electrode design which was switched from
a positive to a negative potential while the ion bunch was inside of the tube. In the new
design, it is located closer to the trap and is made of two serrated, interlaced electrodes
which in addition allows an axial bunch-compression due to a voltage gradient which can be
applied on top of the deceleration voltage [87]. A CAD section view of the design and the
real component can be seen in figure (5.4). Beside the PDT, the electrode stack consists of
another Sikler lens, placed right in front of the drift tube and an upstream charge counter
electrode to detect the incoming ion beam.
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Figure 5.4.: New pulsed drift tube with two serrated, interlaced electrodes which enables
beside a deceleration an axial bunch-compression. Upstream a charge counter
and a Sikler lens is placed in order to detect and adjust the ion beam if needed.

5.3. Additional changes - Detector changes
The last part which has to be addressed is the detection of the extracted particles. In
figure (4.7) of the previous chapter, the experimental scheme was depicted with an off-axis
MCP detector. From residual gas ionisation measurements, see figure (4.8), a position-
dependent extraction efficiency can be extracted. Therefore the approach is to use a MCP
detector with a central hole for future experiments, so that the deflection onto the MCP
becomes unnecessary. In addition, large signals, from a large number of particles hitting
the detector in a short time period, are an issue regarding saturation effects and associated
overshoot signals, as can be seen in figure (4.8). This will be addressed by a new, two-stage
amplification system provided by Roentdek, in which one of the stages is optimized for
large signals (small amplification) and the second one for small signals (high amplification).
Thereby, the signal-to-noise ratio can be improved once one has to distinguish between
small signals of interest, and large signals of background.
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Since the description of the photoelectric effect by Einstein in the early 20th century, the
study of interactions between light and matter has been advanced to a much wider range
of light intensities and energies, thus forming a much broader field of research. First,
limited by intensity, frequency and coherence, the study of experimental cases and the
applicability was restricted. With the introduction of lasers, the circumstances changed
severely and effects like laser-ionisation, -excitation, spectroscopy in terms of atomic physics,
or industrial applications became accessible. While intensity steadily increased, non-linear
effects like multi-photon ionisation or tunnel ionisation became experimentally accessible
and have been described by theory. Since the development of the free-electron laser (FEL),
the XUV and X-ray regime became available as well. Nowadays, intensities of the order of
1020 W/cm2 allow access to inner atomic shells (down to the last k-shell electron) of highly
charged ions to investigate single active electrons.
The HILITE experiment presented within this thesis aims for the investigation of such
ions under the influence of highly intense laser light. Due to its specific design in terms of
‘built-in’ ion production (EBIT), transportability and laser accessibility, it is not limited to
a certain type of laser system and can be attached to basically any of the large user facilities,
depending on the experimental case. HILITE is based on a Penning trap to capture, store
and detect ions and facilitates the possibility to control the target properties before the
laser irradiation takes places. By keeping the target properties known, the interaction
between the laser and the ions can be studied in more detail than previously with other
target techniques.
During the thesis, the complete experiment comprised Penning trap, ion production, ion
transport, deceleration, capture, storage, detection and extraction has been designed,
built and commissioned. The operation of our dedicated ion source (EBIT) to provide
several different ion species and charge states was performed and could be verified. The
selection of those ion species and charges states after extraction of the source as well as the
consecutive redirection of the ion bunch onto the beam axis by an electrostatic deflector
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could be achieved and verified. To this end, several ion optical elements, like Einzel lens
and deflection electrodes have been implemented and diagnostic systems like multi-channel
plate, fluorescence screen, Faraday cup have been installed to verify the intended operation
of the devices. Additionally, a single-pass non-destructive detection system called ‘charge
counter’, based on the principle of induced image charges [13], was developed by us [56]
and implemented and tested in the setup. Storage times of the order of several minutes
for lower charged ions have been achieved and could be detected with the non-destructive
tuned RLC-circuits. A first ‘laser-ion’ beamtime application was submitted and granted to
study the ionisation cross section of hydrogen-like carbon C5+ and lithium-like oxygen O5+

at the free-electron laser system FLASH @ DESY in Hamburg. An interaction between the
stored ions C2+ and the focused laser beam could be verified, although unfortunately an
unexpected high background pressure prevented the ionisation study of the proposed target
species.
To address this issue, several improvements of the setup, for instance apertures at the
entrance and exit of the trap specifically designed for the laser system supported by
vacuum-simulations have been installed to improve the inner-trap vacuum. Additionally, a
newly designed electrostatic beam deflector together with enhanced ion optical elements
(Sikler lens) will improve the possibility to guide the ions on axis and hence lead to better
deceleration and capture efficiency. After implementation and commissioning of the new
parts a second beamtime at the JETI laser in Jena is planned with a possible target of
hydrogen-like neon Ne9+.
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A.1. Inductance and capacitance of resonance circuits
The most important electrical properties defining a resonator circuit are the inductance and
capacitance of the coil and the housing. The calculation of those for ideal parts is rather
easy, but one struggles transferring them to real parts. Therefore, semi-empirical formulas
given in the following are used to design the circuits and to estimates their properties.
The inductance in units of µH for a helical single-layer air coil reads as [51]

L ≈ D2
1N2

18D1 + 40l1
(A.1)

with D1 and l1 being the diameter and length of the coil given in inches and N the number
of winding around the core as depicted in figure (2.14). Inside a housing as described above
and shown as well in figure (2.14), the inductance decreases and can be estimated by [32,
50]

LH ≈ L

1 −
(

D1

D2

)3
1 −

(
l1
2l2

)2
 (A.2)

with l2 and D2 being the inner dimensions of the housing. Two empirical ratios, l1 = 0.55D2

and l1/2l2 = 0.377 ensure a minimal decrease of the coils inductance. As mentioned briefly,
most often space limitations require the use of a multilayer winding technique for the coil.
For those cases, the inductance can be estimated by [32, 50]

L ≈ 0.2(D2
1N2)

3D1 + 9l1 + 10Dw

(A.3)

with Dw being the thickness of the layers (wire thickness times number of layers). The
quality factor for such a coil can be estimated by Q ≈ 20D2

√
ω0.

Likewise, the capacitance of a single-layer air coil can be estimated and described [32, 50] by
the ‘turn-to-turn’ capacitance CT T and the ‘coil-housing’ capacitance CT H , which account
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for the capacitance introduced by neighbouring wires and the housing of the coil. They are
given by

CT T ≈ π2D1ϵ0

ln(p/2r +
√

(p/2r)2 − 1)
, CT H ≈ 2π2D1ϵ0

ln(h/r +
√

(h/r)2 − 1)
, (A.4)

with the vacuum permittivity ϵ0, the wire thickness r, the distance between neighbouring
wires p and the distance of the wire from the housing h. Typical values obtained for the
inductance and capacity are several mH and pF. Based on those estimations the design of
such resonators is performed. Since small variations in the geometric design, for instance
the distance between adjacent wires may change, which can easily happen due to thermal
contraction while cooling the system to liquid helium temperature (4 K), could result in
values for the inductance and capacity which differs by a factor of two or three from the
estimated ones. Therefore the proper design is challenging and becomes basically a trial
and error process up to a certain degree.
Based on those guidelines, the axial and cyclotron resonators for HILITE have been
designed. Both circuits consists of a helical coil wound around a PTFE (Teflon) core placed
inside an OFHC copper housing. Impressions have ben shown in (3.22) and (3.24). In the
following table, the most important electrical and physical properties are given. Furthermore
picture (A.1) shows the implemented varactor circuit board, which was developed in close
collaboration with Stahl electronics to tune both resonance circuits. Three independent
diodes conneced in parallel increases the capacitance between 8 − 24 pF and allows therefore
a shift of the resonance frequency of the attached circuit.
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A.1. Inductance and capacitance of resonance circuits

Table A.1.: ARES and CRES electrical and mechanical properties.
Property Axial resonator Cyclotron resonator

Material (housing and wire) Copper Copper
Material (core) PTFE PTFE

Design frequency (MHz) 0.457 38.4
Inductance (µH) ≈4500 ≈1
Capacitance (pF) 27 17

Number of turns N 1200 10
Number of layers 4 1

Wire diameter (mm) 0.282 (incl.PTFE isolation) 1 (bare)
DC ohmic resistance (Ω) 120 0.1

Inner length of the housing l2 (mm) 130 40
Inner diameter of the housing D2 (mm) 33 30

Length of the coil l1 (mm) 86 22
Diameter of the coil D1 (mm) 24 20

Varactor diode capacitance (3x) (pF) 2 (10 V) - 8 (0 V) 2 (10 V) - 8 (0 V)

Figure A.1.: Custom-designed varactor board in collaboration with Stahl Electronics used
to tune the ARES and CRES circuits.

The amplifiers in operation are the ‘Cryogenic super low noise KC-05’ for the ARES and
‘Dual Cryogenic RF-Amplifier KA-AMP4’ for the CRES from Stahl electronics [88].
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A.2. EBIT and Wien filter settings

Table A.2.: Dresden EBIT settings for different ion species.
Source parameter max. typical

Electron current Ie (mA) 50 10 − 30
Electron energy Ee (keV) 15 3 − 5

Cathode potential Ucath (kV) -3 -3
Central drift tube Potential U2 (kV) 12 0.8 - 1.0
Extraction potential Uextr1,2,3 (kV) -6,-6,-6 <Ucath,≈ −2,≈ −2

Magnetic field strength (mT) 250
Ionisation factor αIF (e/cm2) ≈ 1021

Heating current Icath (A) 2.1 1.9 - 2.1
Operation pressure (mbar) 10−8 3 − 4 · 10−9

Breeding time tbreed (pulsed mode) (ms) 10000 10 − 500
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Table A.3.: Wien filter setting for argon and a magnetic field strength of B = 140 mT. The
kinetic energies per charge for carbon and oxygen have been the same, with
Ekin ≈ 900 eV, while the kinetic energy for argon was around Ekin ≈ 980 eV.
Therefore the potentials for argon cannot directly be compared with those for
carbon or oxygen.

Charge state Potential (V) Charge state Potential (V) Charge state Potential (V)
Ar1+ 28 O1+ 44 C1+ 50
Ar2+ 40 O2+ 60 C2+ 70
Ar3+ 50 O3+ 74 C3+ 86
Ar4+ 57 O4+ 86 C4+ 99
Ar5+ 64 O5+ 95 C5+ 110
Ar6+ 69 O6+ 106 C6+ 122
Ar7+ 76 O7+ - - -
Ar8+ 80 O8+ - - -
Ar9+ 86 - - - -
Ar10+ 90 - - - -
Ar11+ 94 - - - -
Ar12+ 98 - - - -
Ar13+ 102 - - - -
Ar14+ 106 - - - -
Ar15+ 110 - - - -
Ar16+ 114 - - - -
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A.3. HILITE beamtime operation parameters @ FLASH 2

Table A.4.: FLASH 2 and beamline FL24 operation parameters.
FL24 parameter used possible

Wavelength λ (nm) 14 − 18 4 − 90
Photon energy Eγ (eV) 70 − 90 14 − 295
Pulse energy Epulse (µJ) 2 − 400 1 − 500

# bunches per second (1/s) 10 − 4000 10 − 4000
Focus diameter (µm) 10 − 300 10 − ∞
Focal length (mm) 2000 2000 − 6000
Beam height (mm) 1705

Last beam defining aperture (mm) 3 (mainly) 3, 10, 16
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Table A.5.: HILITE parameters used during the beamtime at FLASH.

Device Parameter C2+ O5+

EBIT

Electron energy Ee (keV) 3.94 3.94
Cathode potential Ucath (kV) -3.0 -3.0

Central drift tube Potential U2 (kV) 0.94 0.94
Extraction potential Uextr1,2,3 (kV) -3.9, -3.7, -1.5 -3.9, -3.7, -1.5

Breeding time tbreed (ms) 11 25
Opening time topen (ms) 89 75

Wienfilter
Potential Uwien (V) 73 99

Magnetic field B (mT) 140 140

90°-deflector
pos. potential Upos (V) 227 225
neg. potential Uneg (V) -225 -225

Ion optics

Einzel lens potential Ueinzel (V) 485 150
Pulsed drift tube pos. potential UP DT (V) 600 750
Pulsed drift tube neg. potential UP DT (V) -245 -100

Pulsed drift tube timing tP DT (µs) 12.63 9.70
MCP deflection Udeflec (V) 70, -70, -70, -70 -400, 100, 100, -150

Trap

Capture electrode (ion side) potential Upos (V) 110 100
Capture electrode (ion side) potential Uneg (V) -50 -50
Capture electrode (ion side) timing tcap,ion (µs) 14.29 10.69
Endcap electrode (laser side) potential Uend (V) 90 60

Endcap electrode (laser side) timing tend (µs) 19.09 15.5
Endcap electrode (laser side) downtime tdwon (µs) 8.00 1.6
Capture electrode (laser side) potential Ucap (V) 150 130

Capture electrode (laser side) timing tcap,laser (µs) 13.76 11.8
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