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Abstract
Reliable in-vivo current density imaging (CDI) of currents impressed to the human head
would enable individual and spatially resolved conductivity mapping, much valuable for
neuroimaging, neuromodulation, and possibly other applications. Magnetic resonance
imaging (MRI) can be used for non-invasive CDI. However, conventional high-field MRI
can only detect one component of the magnetic field BJ, associated with a current
density J , hampering the reconstruction of the J -vector. MRI in the ultra-low-field
(ULF) regime offers unique possibilities for CDI. The use of non-persistent magnets
allows to switch all fields within a pulse sequence facilitating zero-field encoding, a
sequence where all components of BJ can be detected in the absence of the MRI fields.
Prior to this work, zero-field encoding could not be realized using ULF MRI due to
hardware limitations. Furthermore, the application of currents to a human is limited
by safety regulations demanding a high signal-to-noise ratio (SNR).

This thesis describes the development and characterization of an ULF-MRI setup that
enables in-vivo zero-field-encoded CDI. Key features are the defined manipulation of the
magnetization’s orientation, the ability to switch all MRI fields nearly instantaneously,
and an outstanding sensitivity. Moreover, modifications to the sequence include a
calibration procedure that decomposes phase effects due to BJ from those due to the
imaging fields. The method was successfully validated in phantom measurements. BJ

and J could be reconstructed reliably for 2 mA currents in different directions. This
demonstration of CDI represents the first reconstruction of the full J vector based on
a non-invasive method. However, the validation measurements also revealed a gap in
SNR required to image the low current densities expected in an in-vivo application.
The sensitivity of the method was further investigated by studying the relationship
between the image SNR and the uncertainty of the BJ-reconstructions. The insights
of the validation measurements and the sensitivity analysis prompted an upgrade of the
setup, ensuring sufficient SNR for reliable BJ- and J -reconstructions. MRI simulations
using a realistic head model verified that the sensitivity of the final setup is sufficient to
reconstruct the magnetic fieldBJ, associated with the current density J , intra-cranially
with an SNR[BJ] > 10. Finally, two demonstration measurements with both, a realistic
head phantom and a volunteer in an actual in-vivo application, were performed. With
some room for improvement of the setup pending, the reconstructions agreed well with
the simulations.



Zusammenfassung
In-vivo Stromdichtebildgebung (CDI) von Strömen, die dem menschlichen Kopf aufge-
prägt werden, würde eine individuelle und ortsaufgelöste Abbildung der Gewebeleitfä-
higkeit ermöglichen. Diese ist für eine zuverlässige funktionale Bildgebung neuronaler
Aktivität und für Neuromodulation von zentraler Bedeutung. Magnetresonanztomo-
graphie (MRT) ermöglicht CDI nicht-invasiv über die Erfassung des Magnetfeldes BJ,
welches aus der Stromdichte J resultiert. Die konventionelle MRT im Hochfeld ist bei
der Messung von BJ auf eine Raumrichtung limitiert, was die Rekonstruktion des vol-
len Stromdichtevektors deutlich erschwert. MRT im Ultra-Niedrigfeld (ULF) eröffnet
neue Möglichkeiten für CDI. Magnetfelder, erzeugt von Raumtemperaturspulen, kön-
nen innerhalb einer Pulssequenz beliebig geschalten werden. Dies ermöglicht zero-field
encoding, eine Sequenz bei der alle Komponenten vonBJ im Nullfeld detektiert werden.
Bisher konnte zero-field encoding mittels ULF MRT nicht realisiert werden, vorwiegend
wegen Schwierigkeiten beim definierten Schalten der Magnetfelder. Darüber hinaus ist
ein hohes Signal-Rausch-Verhältnis (SNR) erforderlich, weil die an einen Menschen
angelegten Ströme durch Sicherheitsvorschriften begrenzt sind.

Diese Arbeit beschreibt die Entwicklung und Charakterisierung eines ULF-MRT-
Aufbaus, der in-vivo CDI ermöglicht. Hauptmerkmale sind die Möglichkeit zur definier-
ten Manipulation der Magnetisierungsrichtung, die Fähigkeit alle MRT-Felder nahezu
instantan zu schalten und eine sehr hohe Sensitivität. Außerdem wurde die Sequenz
modifiziert, sodass durch ein Kalibrierverfahren Phasenverschiebungen, resultierend
aus BJ, von den Effekten der Pulssequenz getrennt werden können. Die Methoden
wurden erfolgreich in Phantommessungen validiert. BJ und J wurden für 2 mA starke
Ströme in verschiedenen Richtungen zuverlässig rekonstruiert. Diese Demonstration ist
die erste Rekonstruktion des vollen J -Vektors auf der Grundlage einer nicht-invasiven
Methodik. Bei Stromdichteverteilungen im Bereich der in-vivo erwartbaren Größen-
ordnungen zeigte sich jedoch eine weitere notwendige Verbesserung des SNR. Die Sen-
sitivität wurde zusätzlich theoretisch untersucht, wobei eine Beziehung zwischen dem
SNR im Bildbereich und der Unsicherheit der Feldrekonstruktionen zugrundegelegt
wurde. Die Erkenntnisse aus den Phantommessungen und der Sensitivitätsanalyse ver-
anlassten eine Weiterentwicklung des ULF-MRT-Aufbaus. In MRT-Simulationen mit
einem realistischen Kopfmodell konnte gezeigt werden, dass die Empfindlichkeit des
Systems ausreichend ist um BJ intrakraniell mit einem SNR[BJ] > 10 darzustellen.
Schließlich wurden zwei Demonstrationsmessungen durchgeführt, eine mit einem rea-
listischen Kopfphantom und die andere an einem Freiwilligen, in einer tatsächlichen in-
vivo Anwendung. Unter Berücksichtigung weiterer möglicher Verbesserungen stimmten
die Rekonstruktionen gut mit den Simulationen überein.
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Chapter 1

Introduction

1.1 Motivation

The study of human brain activity is an ongoing field of research with the primary
goal of understanding the brain function. This knowledge may help to find new ways
of treating neurological and psychiatric disorders. Brain activity comprises electro-
chemical processes inside a highly complex neuronal network. Several non-invasive
methods to record or image brain activity on a macroscopic level have been established
in the last decades. They vary substantially in the underlying physical principles and
have distinct benefits and drawbacks. None of these methods obtains both sufficient
temporal and spatial resolution to fully understand and interpret the networks behind
our actions and perceptions. Nevertheless, as we do know that "the brain [...] always
behaves according to the known laws of physics" [1, p. 2], there is a great potential for
improvement by gathering more profound and individual information on the electric
properties of head tissue, most importantly conductivity.

Accurate and individual knowledge of tissue conductivity is difficult to obtain in vivo
and non-invasively. Quantitative imaging of currents, impressed in the head via scalp
electrodes, possibly enables to derive conductivity distributions inside the head due to
a direct linear relation connecting electric field, conductivity, and current density. Con-
sequently, much effort in research is spent to exploit this relation. Based on magnetic
resonance imaging (MRI), methods have been established that pursue current density
imaging (CDI) via the magnetic field BJ associated with the current density J . The
spatial resolution of MRI machines in the order of millimeter promises conductivity
mapping at discretization levels, much valuable for functional brain research. How-
ever, in high-field MRI, the magnetic field detection is restricted to the BJ-component
parallel to the MRI main field, hampering a direct conversion from magnetic field to
current density without additional information.
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This thesis aims at non-invasive and in-vivo CDI using MRI in the ultra-low-field
(ULF) regime. ULF MRI offers new possibilities for CDI as the relative difference
between BJ and the MRI main field is orders of magnitudes smaller, facilitating the
detection of small phase changes in the MRI signal due to BJ. Furthermore, the use
of non-persistent magnets allows to switch all MRI fields within a pulse sequence,
potentially enabling the detection of all components of BJ. This flexibility is unique to
MRI in the low-field regime, but comes at the cost of inferior signal-to-noise ratio (SNR)
and lower spatial resolution due to the reduced magnetic field strength. Regarding CDI
in the human brain, the SNR is most crucial because the strength of applied currents
is limited by safety regulations to the low milliampère range [2, 3]. Furthermore, the
experimental realization of specialized sequences for CDI in the ULF regime requires
dedicated hardware.

So far, CDI could not be realized using ULF MRI due to hardware limitations of
existing setups. Preliminary research and experimental studies, such as [4, 5], have not
bridged feasibility investigation. Nevertheless, simulation studies imply that sequences
designed for ULF MRI have the potential to yield the information required for a recon-
struction of the full current density vector, without any additional information [6, 7].
Besides, continual advancements in sensor performance and noise reduction over the
last two decades have lifted ULF MRI to a state where it is worth pursuing in-vivo
CDI.

In this thesis, the focus will be on the demonstration of in-vivo CDI on the human
head. Evidently, reliable and non-invasive CDI would impact other medical applica-
tions involving electric and magnetic stimulation. Beyond medicine, non-destructive
battery diagnosis is a research topic of growing interest. MRI with it’s unique capabil-
ities for non-destructive CDI has recently been used for this purpose [8].

The remainder of this chapter expounds the potential of ULF MRI for non-invasive
and individual CDI and thereby conductivity imaging. To this end, a short intro-
duction on human brain anatomy and tissue conductivity is followed by a description
of the value of accurate information on electric properties for methods in functional
neuroimaging and neuromodulation. Subsequently, a short review on methods, mainly
based on high-field MRI, that potentially enable a non-invasive acquisition of individ-
ual information on tissue conductivity is given, before the benefits and challenges of
ULF MRI are presented. Finally, the aim and the outline of this thesis are set out in
detail.
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1.2 Human brain anatomy and tissue conductivity

The human brain forms the main part of the central nervous system. It is domi-
nated by two types of cells, neurons, which are electrically excitable cells responsible
for brain activity, and glia, providing support and electrical insulation for neurons,
and maintain homeostasis. The structure of the brain is commonly divided into three
parts: brainstem, cerebellum, and cerebrum. The biggest part is the cerebrum. It is
wrinkled, forming gyri (bulges) and sulci (grooves), and consists of the left and right
hemispheres. Each hemisphere is structured in lobes (compare figure 1.1), which yet
can be sub-divided into distinct functional areas. The outer surface of the cerebrum
is called the cortex, an up to 5 mm thick structure consisting of gray matter tissue
(GM). The inner part is formed by white matter tissue (WM). Meninges, consisting
of the three membranes pia mater, arachnoid mater, and dura mater, envelope the
cerebrum (compare figure 1.2). Blood vessels pass through the meninges, where their
distinct structures create a blood–brain barrier. Subarachnoid, the pia mater is sus-
pended in cerebrospinal fluid (CSF). The system of meninges and CSF protect the
brain from injury and mechanically damps shock motion. The skull (cranium) forms a
rigid protective structure and gives the head and the face its unique shape. The skull
is surrounded by the scalp, consisting of several layers, including periosteum, fat and
fibrous tissue, connective tissue, and the skin.

In terms of electric properties, the relatively low conductive skull divides the head
into three main compartments: intra-cranial, cranium, and extra-cranial. However,
large variations especially for measured or estimated bulk skull conductivities are re-
ported in the literature. Haueisen and Knösche [11] present compartment conductivity
ratios scalp:skull:brain based on literature values ranging in the extreme cases from

Figure 1.1: Lateral surface of left cerebral hemisphere of the human brain, viewed from
the side. The figure is modified from [9]. The colors were added to the figure and show
frontal lobe (red), parietal lobe (orange), temporal lobe (blue), and occipital lobe (green).
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Figure 1.2: Meninges of the central nervous parts. Extracted from [10].

1:1/180:1 (based on [12]1) to 1:1/8:1 (based on [13]2). They state that recent stud-
ies indicate that a ratio of 1:1/80:1, often applied in modeling studies, might be too
high. As these ratios do neither account for single tissue types, nor blood or CSF
compartments, intra- and extra-cranial tissue is treated equally, which is reasonable
in comparison to the large differences in skull conductivity. However, different intra-
cranial tissues also show conductivity differences with a rough ratio WM:GM:CSF of
1:4:18, where the WM and GM values show large variations [11]. The conductivity
value of CSF is most reliable and reported with approximately 0.179 S/m [14]. Con-
ductivity of the dura layer is reported approximately 0.04 times that of CSF [15, 16].
Modeling studies often simplify the space between skull and GM by only one CSF
compartment, which may be inaccurate [16, 17]. Figure 1.3 sketches such a model
qualitatively, based on the ratios presented above.

Figure 1.3: Qualitative visualization of bulk tissue conductivity

1In [12] skull conductivities were estimated in a calibration procedure using somatosensory evoked
potentials and fields.

2In [13] skull conductivities were measured from surgically removed skull using a four-point elec-
trode method.
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1.3 The relevance of tissue conductivity for human
brain research

Individual knowledge on electric properties of head tissue is of utmost importance for
neuroimaging and neuromodulation techniques that rely on accurate models of the
volume conductor.

Electromagnetic neuroimaging represents the only method that measures human
brain activity directly. Net effects of ionic currents flowing through the dendrites
of neurons are monitored either via the resulting electric field using scalp electrodes
in electroencephalography (EEG) or via the emanated magnetic field using sensitive
magnetic field sensors in magnetoencephalography (MEG) [18]. Thus, EEG and MEG
measurements reflect weighted superposition of brain activity, depending on tissue ge-
ometries and sensor arrangement [1]. Both methods are characterized by real-time
signal acquisition and a sub-millisecond temporal resolution. Spatial source localiza-
tion requires to solve an inverse problem based on a proposed transfer function between
a source model and the sensor array. This transfer function is commonly denoted as
the bioelectromagnetic forward problem and most accurate when geometries and elec-
tromagnetic properties of head tissue, most importantly conductivity, are included [11].
The inverse problem is ill-posed making source localization error-prone and ambiguous
yielding a high localization uncertainty of several millimeters [1, 18].

Neuromodulation on the other hand aims at manipulation of brain function, for
example, by suppression or enhancement of neuron excitability. Methods such as tran-
scranial electric stimulation, or transcranial magnetic stimulation are available to in-
fluence or evoke electric brain activity directly, without peripheral nerve stimulation.
The most popular variant is transcranial direct current stimulation (tDCS), which can
result in long-lasting changes in the excitability of the human cortex [19, 20]. This
feature makes tDCS feasible for the treatment of numerous psychiatric diseases, e.g.,
depression, schizophrenia, addiction, and dementia [21, 22, and references therein], as
well as for the treatment of several neurological disorders, e.g., epilepsy, post-stroke
motor rehabilitation, Alzheimer’s disease, and Parkinson’s disease [23, and references
therein]. Besides number, position, and shape of the stimulation electrodes, anatom-
ical characteristics such as tissue thickness and electrical conductivity have a signifi-
cant influence on the resulting electric field distribution and thereby the propagation
and effect of the impressed current. To target a specific brain region, models that
enable computational optimization of the stimulation parameters are utilized (e.g.,
[24, 25, 26, 27, 28]). Therefore, solving a bioelectromagnetic forward problem similar
to electromagnetic neuroimaging is required.
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In conclusion, individual information on tissue conductivity is key to electromag-
netic neuroimaging and neuromodulation techniques. However, these are difficult to
obtain in vivo and non-invasively. Besides, tissue conductivity is frequency-dependent,
and robust values for the relevant low-frequency range are scarce. Direction depen-
dent conductivity (anisotropy), as found for WM tissue, is even harder to quantify in
vivo. Therefore, most studies employ scalar bulk conductivity values based on in-vitro
samples of animal and human tissue. Literature values show large variations based on
the utilized measurement method and procedure. Gabriel et al. [29] give an extensive
literature review on tissue conductivity over a wide frequency range up to 1 MHz. In
a recent publication by McCann et al. [30], 3121 reports on conductivity were identi-
fied, where 56 were taken into closer consideration for data analysis. Due to the large
observed variations, they emphasize, that individually acquired conductivity estimates
are necessary for accurate volume conductor models. Haueisen and Knösche [11] assess
reported literature values and techniques by their relevance for neuroimaging. They
point out that extensive volume conductor models based on finite element method
(FEM) should incorporate inhomogeneity and anisotropy. Further, if these are not
available, there might be no superior results by the elaborate discretization in FEM
and Boundary Element Methods can be utilized. The relevance of anisotropy in tDCS
remains controversial [28, 31, 32, 33].

1.4 State of the art in in-vivo electric properties
estimation

Several methods have been presented, that pursue non-invasive and individual esti-
mation of electric properties, such as conductivity. Most, but not all, use spatially
encoded information acquired by MRI. They can be categorized as direct or indirect
methods, and by the frequency range at which the properties are determined. In the
following, the most relevant are explained briefly, considering only methods that are
non-invasive and potentially applicable in vivo.

1.4.1 Electrical impedance tomography

Electrical impedance tomography (EIT) is the only method discussed in this thesis
that is not supported by MRI. It provides dynamic measures of tissue conductivity
accessible by an inverse reconstruction based on potential measurements (e.g., [34]).
Therefore, multiple surface electrodes are positioned on the head. Resistive tissue
structures forming the current path yield a unique voltage pattern for each stimula-
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tion configuration. EIT has the benefit of relatively low-cost hardware and potentially
easy implementation in a clinical or non-clinical environment. However, the method is
suffering from low spatial resolution, a low sensitivity in deeper brain areas, and the
necessity to solve an ill-posed inverse problem.

1.4.2 High-field-MRI-based methods

MRI in the high-field regime at MHz Larmor frequencies can be used for non-invasive
CDI [35, 36, 37, 38]. In magnetic resonance current density imaging (MR CDI), the
local magnetic fields BJ generated by a current density J result in a measurable phase
change of the MR signal. The safe application of currents to the head is limited to
a few milliampère [2, 3], corresponding to magnetic fields in the nanotesla range. As
the MRI main field B0 is approximately 7–9 orders of magnitudes stronger than BJ,
MR CDI is insensitive to magnetic field components perpendicular to B0. Later in
this thesis, it will be shown that a full 3D-acquisition of the BJ-vector is required for
J -reconstruction. To image all components of BJ, a rotation of the subject inside the
scanner is necessary. Making use of a resonance phenomenon by alternating current
(AC) stimulation at the MHz Larmor frequency partly relaxes the constraint of only one
sensitive direction [39, 40]. However, not all components of J can be recovered and the
estimates are acquired at frequencies far beyond relevance for functional physiological
processes.

Although stand-alone applications for CDI exist, conductivity estimation based on
imaged current density distributions represents a strong objective in many studies from
the early stages of CDI [41, 42, 43]. Extensions to MR CDI are often referred to by mag-
netic resonance electrical impedance tomography (MREIT). The idea is that current
pathways obtained by MR CDI could be used a priori to stabilize the ill-posed inverse
problem in EIT. Another terminology was given by Hasanov et al. [44], who coined the
expression current density impedance imaging (CDII) and intended it for methods that
estimate conductivity based on current density without the use of boundary voltage
measurements as in EIT. Although this seems reasonable, most studies use the termi-
nology MREIT regardless of the reconstruction approach. Methods, that Hasanov et
al. refer to as CDII, estimate the conductivity based on J . Therefore, all components
ofBJ are required. The necessary subject rotation, however, is impracticable during an
in-vivo application and would further cause misalignment problems [45]. Additionally,
unique solutions require current injection from several directions such that the current
density at every point in the imaging slice is not collinear for at least two of the injec-

7



1. Introduction

tion currents [46]. Absolute conductivity determination requires the incorporation of
at least one potential measurement [46, 47], the algorithms in [48] and [49] need even
more. Due to the problem of only one sensitive direction in the MR measurements,
mathematical frameworks have been developed that pursue the estimation of 3D con-
ductivity images based on only one component of BJ [50, 51, 52, 53]. However, the
requirement of current impression from multiple directions remains. According to [44],
the solutions might not be unique and the computational effort is high.

Induced current MREIT (IC MREIT), presented by Özparlak and Ider [54], can
be considered as a modification to MREIT and CDII. Instead of impressing currents
via scalp electrodes, eddy currents are induced via excitation coils driven at kHz fre-
quencies. In theory, the method manages to reconstruct absolute conductivity values
without additional potential measurements, due to a change in the electromagnetic in-
verse problem [55]. However, an implementation of the method in an MR environment
is difficult with regard to the strong, pulsed magnetic field gradients. The usage of
the available MRI gradient coils for eddy current induction reduces the instrumental
effort. However, simulation studies revealed that the acquired signals are below the
noise level, and sufficient sensitivity for in-vivo conductivity reconstruction cannot be
achieved [56].

Electric properties tomography (EPT) [57, 58] uses a similar concept as IC MREIT,
although the frequency range at which electric properties are obtained is much higher.
Eddy currents due to the radio frequency (rf) field (B1) cause field distortions. In MRI,
these distortions result in false estimations of quantitative MR parameters, usually
taken care of by B1 mapping [59]. The eddy current distributions and thereby the
B1 distortions are highly dependent on permittivity and conductivity of the body
tissue. In EPT, B1 mapping forms the basis for the estimation of electric properties
[60]. However, the values are obtained at frequencies in the MHz range, far beyond
relevance for functional processes or tDCS.

Diffusion tensor imaging (DTI) [61, 62] measures the effect of molecular movement
on the echo intensity in MRI. Although diffusion of water molecules and conductivity
are physical independent tissue properties, an effective-medium approach showed that
diffusion tensors and conductivity tensors share the same eigenvectors [63]. Hence,
DTI can be considered an indirect method that estimates conductivity. However,
the relation between diffusion of water molecules and ion mobility is unclear [64] and
correlation seems to be originating in the cellular structures [65]. Off note, by means of
the tensor information on diffusion, DTI can be used to derive conductivity anisotropy
[63, 66].
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Recent developments pursue to gain more information based on a combination of
the before described methods. An approach called diffusion tensor CDII (DT CDII)
was proposed by Ma et al. [67] in 2013, combining anisotropy information from DTI
with conductivity reconstructions from CDII. One year later, a different approach was
presented by Kwon et al. [68], combing DTI with MREIT. Using this technique, called
diffusion tensor MREIT (DT MREIT), Chauhan et al. [69] recently reconstructed in-
vivo acquired cross-sectional conductivity maps at a frequency of approximately 10 Hz.

In conclusion, all the here presented methods suffer from distinct disadvantages
regarding their potential value for neuroimaging and neuromodulation. EIT relies on
an ill-posed inverse problem. The reconstructions in MR CDI and MREIT are more
stable, but the methods are impracticable due to a necessary rotation of the subject
inside the scanner. EPT provides reliable conductivity estimates, but the frequency
range at which the values are obtained is far beyond physiological processes. Finally,
the diffusivity obtained by DTI can be related to conductivity and yield even anisotropy,
but the correlation between the two measures is not clearly defined.

1.4.3 Methods using ultra-low-field MRI

Superconducting quantum interference device (SQUID)-based ULF MRI, working at
microtesla fields (kHz Larmor frequencies) offers new possibilities for CDI. The rel-
ative difference between BJ and the MRI main field is orders of magnitude smaller,
facilitating the detection of small phase changes in the MRI signal. Furthermore, not
only direct current (DC) impression, but also the exploitation of AC currents at the
Larmor frequency have the potential to provide conductivity estimates in the relevant
frequency range. Last but not least, the use of non-persistent magnets gives a new flex-
ibility in sequence design, potentially enabling to image the full vector of BJ without
the need of subject rotation. ULF MRI is comparably new and preliminary research
on MR CDI is scarce. Nevertheless, methods in the ultra-low-field regime have been
suggested for AC [4, 5] and DC [4, 6, 7] impression.

Lee et al. [5] measured the influence of impressed AC currents on 2D spin density
and phase images in phantom experiments. The current was applied at the Larmor
frequency during a defined time interval with only the main field of 34.3 µT present.
They report a lack of sensitivity in the direction of the main field, which could possibly
be overcome when expanding the experiment to 3D. Quantitative reconstruction of
current density could not be achieved. Kraus et al. [4, p. 218 ff.] showed influences of
DC currents on phase images in phantoms. In comparison to Lee et al., the current
was applied during phase encoding. The resulting DC magnetic field, superimposing
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the MRI fields, caused a phase shift in the MR signal. Similar to high-field MR CDI,
the sensitivity is limited to the main field direction. They propose an additional AC
current to employ resonant absorption for the detection of the orthogonal components.
Both, Lee et al. [5] and Kraus et al. [4], refer to their work as a step towards ULF
MREIT. Regarding that, both approaches have not yet passed the status of preliminary
experiments and it was not specified how the methods could be utilized to extract
conductivity information. Nevertheless, both experiments demonstrated qualitatively
that the effect of impressed currents in the milliampére range can be detected by ULF
MRI.

In 2014, Vesanen et al. [6] and Nieminen et al. [7] presented two sequences for ULF
MR CDI. These works were the first aiming at the quantitative detection of all compo-
nents of the magnetic field associated with the current density with a pulsed ULF-MRI
sequence, and without subject rotation. Both sequences were validated in simulations,
but could not be demonstrated experimentally, due to hardware limitations. The two
approaches are explained in more detail in chapter 3, including an evaluation of their
feasibility for in-vivo applications.

Despite the promising benefits regarding CDI, the small magnetization poses re-
strictions unique to ULF MRI. A pre-polarization pulse in the order of several tens of
millitesla is essential to gain sufficient SNR [70]. Besides, the method requires shielding
from the earth’s magnetic field and environmental noise, in most cases achieved by the
utilization of magnetically shielded rooms.

1.5 Scope of the thesis

It was described in the previous section, that MRI in the ULF regime offers unique
possibilities for CDI. Currently, it is the only modality that potentially enables imaging
all components of the current density vector. However, so far, CDI could not be realized
due to hardware limitations of the existing setups.

This thesis describes the experimental realization of CDI using ULF MRI. To this
end, an appropriate sequence is chosen based on previous work by Vesanen et al. [6]
and Nieminen et al. [7]. The development of an ULF-MRI scanner, that meets the re-
quirements for the sequence, is described. Phantom measurements are used to validate
the conducted methods. Furthermore, an investigation of the theoretical sensitivity is
presented, prompting an upgrade of the setup with regard to the necessary SNR in an
in-vivo application. Finally, measurements in phantom, and in vivo are shown that
demonstrate the achievements.
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Conductivity estimation, which is the primary motivation for the work on CDI, is
explicitly not covered in this thesis. Nevertheless, this work will pave the way for
in-vivo and individual conductivity mapping by demonstrating CDI.

1.6 Outline of the thesis

Following this Introduction, Chapter 2 provides the fundamentals to the methods con-
ducted in this work. First, the physical relations between current density and magnetic
field are reviewed, before the basics of nuclear magnetic resonance are briefly described.
Subsequently, spatial encoding for MRI is explained, followed by an overview of the
distinct benefits and requirements for MRI at ultra-low fields.

The third chapter focuses on sequences for CDI using ULF MRI. Based on the
requirements for an in vivo application, available sequences are assessed regarding fea-
sibility and practicability. Necessary modifications are identified, before the approach
that is pursued in this thesis is explained in detail.

Chapter 4 gives a description of the hardware developments necessary to perform
CDI. Starting with a comprehensive review on previous developments and the status
of the ULF-MRI facilities at the Physikalisch-Technische Bundesanstalt (PTB), the
specialized hardware for the CDI sequence is explained. This includes the generation
of all MRI fields, as well as the development a custom-built ultra-low-noise magnetic
field sensor based on a SQUID. The possible implementation of an in-vivo application
represents a strong focus during all development stages.

A proof of principle is presented in chapter 5. CDI measurements in phantoms and
structural in-vivo imaging of a human head demonstrate the feasibility of the method
and provide first insights into the performance of the setup.

An in-depth analysis of the theoretical sensitivity of the new method is given in
chapter 6. A linearization of the reconstruction algorithm gives an approximate rela-
tion between image SNR and reconstruction uncertainty. Furthermore, Monte-Carlo
simulations are employed to quantify effects of the non-linearity.

Chapter 7 describes the efforts towards an in-vivo application of the method. Based
on the findings in the chapters 5 and 6, the system is upgraded for improved perfor-
mance. Accompanied by simulations using a realistic three-compartment head model,
measurements in phantom and in vivo are utilized to demonstrate the feasibility of the
final setup.

Finally, the achievements of this thesis are summarized and discussed with regards
to potential future developments in chapter 8.
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1.7 Related publications of the author
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Chapter 2

Fundamentals

The methods applied in this thesis require multi-disciplinary fundamental background.
This chapter briefly describes the physical principles behind the used procedures. For
more detailed information, I refer to the literature that is referenced at the beginning
of each section.

2.1 Impressed currents

This section gives an introduction to the electrodynamics behind MR-based CDI. The
physical principles are presented in many textbooks, e.g., [76], which was consulted for
this section.

The impression of currents to the head is realized through scalp electrodes connected
to a current source and closely related to the field of transcranial electric stimulation. A
potential difference ∆U between anode and cathode causes a current flow. The current
density distribution J depends on the geometry and electric properties of the under-
lying medium following the electric field. In MR CDI, the current density distribution
is examined via the associated magnetic field BJ.

In classical electrodynamics, the electric and magnetic field, E and H respectively,
as well as the electric and magnetic flux densities, D and B respectively, are linked in
Maxwell’s equations. In differential form, these are:
1. Gauss’s law: charge ρ is a source of an electric field

divD = ∇ ·D = ρ, (2.1)

2. Gauss’s law for magnetism: there are no magnetic monopoles

divB = ∇ ·B = 0, (2.2)
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2. Fundamentals

3. Faraday’s law of induction: A changing magnetic field induces an electric field

rotE = ∇×E = −dB
dt
, and (2.3)

4. Ampere’s law (with Maxwell’s extension of electric flux): Current density and chang-
ing electric flux densities both generate magnetic fields

rotH = ∇×H =
dD

dt
+ J . (2.4)

Further, a set of material properties link electric field and electric flux density, current
density and electric field, and magnetic field and magnetic flux density:

D = ϵ0ϵrE = ϵE, (2.5)

J = σE, (2.6)

B = µ0µrH = µH . (2.7)

Here, ϵr and µr represent material-specific values for permittivity and permeability,
respectively, and ϵ0 and µ0 denote the values for free-space. The electric conductivity
is given by σ.

For the low-frequency case, equations (2.1–2.4) can be reduced to a quasi-static
form, where all time variant terms can be neglected. Now, Faraday’s law (2.3) simply
states that the electric field is curl-free

∇×E = 0. (2.8)

Taking into account (2.5) and assuming permittivity and charge density are not func-
tions of position r (ϵr(r) = ϵr, ρ(r) = ρ), Gauss’s law can be rewritten as:

∇ ·E =
ρ

ϵ0ϵr
. (2.9)

Further, knowing that any vector field can be described by curl and divergence, and
that the divergence is equivalent to the gradient of a scalar potential, the electric field
can be described by:

E = −gradU = −∇U, (2.10)

where U is the position dependent scalar potential.
The combination of (2.9) and (2.10) finally yields Poisson’s equation

∇2U = − ρ

ϵ0ϵr
, (2.11)

which forms the basis for the solution to the boundary-constraint, discrete, electrostatic
problem. A practical requirement to a numerical solution to Poisson’s equation is the
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2.2. Nuclear magnetic resonance

formulation of boundary constraints usually employed by a combination of Dirichlet
and Neumann conditions. The Dirichlet condition forces a fixed potential at the bound-
ary of a discrete grid, whereas the Neumann condition forces a fixed gradient of the
potential in the direction normal to the boundary. In the case of tDCS, the electrode
surfaces would be characterized by a fixed voltage using Dirichlet condition and the
head surface fulfills Neumann condition. Loosely spoken, this defines the source of the
electric field at the electrodes and bounds the field to the head volume.

As mentioned before, in MR-based CDI the magnetic field BJ due to J is measured.
Since the quasi-static approach to the electromagnetic problem fulfills the original
version of Ampere’s law and under the assumption that the material is non-magnetic
(µr = 1), (2.4) can be rewritten as

1

µ0

∇×BJ = J . (2.12)

Having J , it should be possible to extract quantitative information on tissue-dependent
conductivities using the formalism in (2.6). However, it should be kept in mind that
using a current source does not result in a fixed potential at the electrodes, but rather
in a fixed current flow through the electrode area. As mentioned before, this thesis
focuses on the demonstration of CDI and does not further evaluate methods to extract
conductivities from the obtained data.

2.2 Nuclear magnetic resonance

Quantum mechanical descriptions can gain a thorough understanding of nuclear mag-
netic resonance (NMR) principles. More often, phenomenological approaches are pre-
sented, as employed in this thesis. For a deeper understanding of the theory, I refer
the reader to e.g., [77]. The matrix representation of spin evolution in section 2.2.2 is
based on the notations in [4].

2.2.1 Nuclear spin, magnetic moment, and magnetization

Several atomic nuclei and elementary particles possess a fundamental quantum me-
chanical property called spin angular momentum. The total angular momentum ~I1

is connected to the magnetic moment of the nucleus µ by

µ = γ~I, (2.13)

1In this section I and I denote the nuclear spin and the spin quantum number, respectively. Please
note that in the rest of this thesis I represents electric current, or the identity matrix (I).
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2. Fundamentals

where γ is the isotope-specific gyromagnetic ratio and ~ is Planck’s constant over 2π.
It is characteristic, that ~I is quantized in discrete values, where the spin quantum
number I can take either integer or half integer values depending on the spin system.
The angular momentum ~I is connected with I by

I2 = I(I + 1). (2.14)

Exposed to a magnetic field |B|ez, ~I is quantized in the z-direction and given in
terms of the magnetic quantum number mI= −I,−I + 1, ..., I − 1, I:

Iz = mI . (2.15)

In a magnetic field B, each state possesses a specific energy level E associated with
the magnetic moment

E = −µB = −mI~γ|B| = −~mIω, (2.16)

where ω = γ|B| is the Larmor angular frequency associated with |B|. In medical imag-
ing 1H nuclei are usually employed, where γ is 26.7513 · 10−7 rad s-1 T-1, corresponding
to 42.576 MHz T-1.

1H atoms are characterized by spin-one-half (I = 1/2). Here, the energy splits
into two states so that mI can take values of +1/2 or −1/2, corresponding to spin
alignment parallel and anti-parallel to B, respectively. This is called Zeeman splitting
and illustrated in figure 2.1. According to equation (2.16), an energy difference ∆E =

~γB between the two states exists, where anti-parallel spins possess the higher energy
level. The energy gap results in a population difference ∆N , also called spin excess,
towards the lower energy level. In thermal equilibrium, the proportion is governed by
Boltzmann statistics,

N ↓
N ↑

= exp
(
−∆E

kT

)
, (2.17)

where N ↓ and N ↑ are populations at higher and lower energy level, respectively, T is
the temperature, and k represents Boltzmann’s constant. It can be shown that if ∆E
is much smaller than the thermal energy (~γB << 2kT ), which is the case at human
body temperature and/or at low magnetic fields, the spin excess is given by

∆N ≈ N
~γB
2kT

, (2.18)

where N refers to the total number of protons in the sample. The spin excess is forming
a net magnetization. Taking into account the proton magnetic moment component
γ~/2 and the number of protons per unit volume Nvol, the equilibrium magnetization
M 0 is given by Curie’s Law:

M 0 = B
Nvolγ

2~2

4kT
. (2.19)
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2.2. Nuclear magnetic resonance

Figure 2.1: Nuclear Zeeman splitting for a spin-one-half system in a magnetic field
B = Bz.

2.2.2 Precession

For the following descriptions it is convenient to consider a macroscopic magnetization
M =

1

vol
∑Nvol

n=1 µn. In the presence of a magnetic field B, M precesses about B,
according to

dM

dt
= γ [M ×B] , (2.20)

with the specific Larmor frequency fL=
ω

2π
=

γ

2π
|B|. This basically describes a

rotation, as shown by Kraus et al. [4], and equation 2.20 can be written in matrix
notation

dM

dt
= A×M , (2.21)

where A× is a rotation generator2 defining the rotation about B:

A× = γ


0 Bz −By

−Bz 0 Bx

By −Bx 0

 . (2.22)

For a given duration t and a constant B, the rotation matrix is given by the matrix
exponential of the rotation generator and the solution to (2.21) is:

M (t) = eA
×tM (0) = RM (0). (2.23)

Here, M (0) = M (t = 0) and R denotes the rotation matrix. Utilizing the unit vector
in field direction b = B/|B| and it’s infinitesimal generator b× a relation called General

2Following the notations in [4], in this thesis rotation generators are denoted by ×. A rotation
generator matrix associated with a unit vector is called infinitesimal generator [4, 78]. For example,
the corresponding infinitesimal generator to the unit vector a= (a1, a2, a3)

T is the skew-symmetric
cross product matrix a×:

a× =


0 −a3 a2

a3 0 −a1
−a2 a1 0



17



2. Fundamentals

Formula of Rodriguez can be utilized to derive R from B at t:

R = eA
×t = eφb

×
= I + sin ·(φ)b× + (1− cos(φ)) · (b×)2. (2.24)

Here I is the identity matrix and φ = γ|B|t represents the rotation angle.

Precession forms the basis for signal detection in any NMR experiment. Receiver
coils pick up magnetic flux from the rotating magnetization vectors through magnetic
induction. However, if M is aligned with B, precession does not occur. Hence, ma-
nipulation of the spin system, in the best case 90◦ to B (transverse magnetization),
is required. An rf pulse, tuned to the Larmor frequency, can be utilized to apply a
torque, tipping M out of the longitudinal axis defined by B. The initial Boltzmann
distribution is hereby preserved. Figure 2.2 visualizes this process for a B0-field in the
x-direction and a circularly-rotating tipping pulse B1 in the yz-plane. In many cases,
it is convenient to describe spin evolution in a rotating frame3, where the coordinate
system rotates about the longitudinal axis at the Larmor frequency. In this rotating
frame, precession of M ′ about B0 does not take place (see figure 2.2(d)). In addition
to rf -induced tipping, the orientation of magnetization can be manipulated by rapid
field switching or an adiabatic field change. The two processes differ in the slopes of the
magnetic field ramps and require magnet systems that can be switched flexibly. Please
note that the usage of superconducting magnets, as realized in conventional high-field
MRI machines for medical imaging, strongly limits this requirement.

The change in the magnetic field B(t) can be described in matrix form by a rotation

B(t) =
ω(t)

γ
R(t)b, (2.25)

where R(t) is the underlying rotation matrix, i.e., R(t = 0) is the identity matrix I

and b is a unit vector associated with B. For the magnetization follows
dM

dt
= ω(t) (R(t)b)× M . (2.26)

To distinguish the dependencies of dM/dt with B(t) and R(t), equation (2.26) can be
transferred to the rotating frame, where the coordinate system moves along with the
instantaneous effective field [4]. Consequently, the magnetization transforms as

dM

dt
=

d

dt
(RM ′) (2.27)

and equation (2.26) becomes:

dM ′

dt
=

(
ωRT(Rb)×R+RTdR

dt

)
M ′. (2.28)

3In this thesis, the rotating frame occurs only in this section and is explicitly indicated when used.
Quantities associated with the rotating frame are denoted by ′.
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2.2. Nuclear magnetic resonance

As the rotation is ideal (RT = R−1, det(R) = ±1), a general relation

(R · b)× = R · b× ·RT · det(R),

can be applied. Furthermore, substituting

dR

dt
with ψa×R,

where a describes a unit vector of the instantaneous rotation and ψ is the angular
velocity of the field change, equation. (2.28) reduces to:

dM ′

dt
=

(
ωb× + ψa×)M ′. (2.29)

Figure 2.2: Representations of a π/2 resonant spin flip. The time course of the co-
rotating field B1 is displayed with respect to the main field B0 in a), and b) gives the
evolution of the magnetization. The corresponding trace of the magnetization is shown
in the laboratory frame in c), and in the rotating frame in d). In the rotating frame, B1

is parallel to z′.
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Considering b and a are unit vectors it is easy to see, that if one of the quantities ω
or ψ is much greater compared to the other, it governs spin evolution.
The authors in Kraus et al. [4] yield for |ω| >> |ψ|

M ′ = eφb
×
M ′(0) (rotating frame),

and M = R · eφb×M (0) (laboratory frame),

where φ = φ(t) =

∫ t

0

ω(t)dt.

(2.30)

Hence, the magnetization M precesses aboutB(t) at a constant angle and this is called
adiabatic field change.
For the case of |ω| << |ψ| they constitute:

M ′ = eθa
×
M ′(0) = RTM ′(0) (rotating frame),

and M = RRTM (0) = M (0) (laboratory frame),

where θ = θ(t) =

∫ t

0

ψ(t)dt.

(2.31)

It follows that the magnetization is not affected by rapid field switching.

The question remains of how big the difference between ω and ψ should be to obtain
adiabatic or non-adiabatic behavior. Kraus et al. [4] present a formalism to derive the
most efficient, i.e., the fastest, waveform for an adiabatic field change. Nieminen et
al. [7] suggest a practical approach to generate waveforms for the same purpose. The
methods presented by [7] are described in detail in section 3.2.1.

At this point, an example shall be presented that utilizes adiabatic field switching
and rapid field switching consecutively. This is visualized in figure 2.3. A magnetization
built by an arbitrarily oriented field B2 and an x-directional detection field B0 is
assumed. To measure the precession signal, transverse magnetization in the yz-plane is
desired. Using a y-directional guiding field B1, B2 can be turned off slowly allowing an
adiabatic field change between B2 and B1. Thereby, B1 can be orders of magnitudes
smaller than B2, as long as the slope of B2 is chosen such that |ω| >> |ψ|. The
magnetization follows the effective field and ends at ey. Now, turning off B1 rapidly
and at the same time turning on B0, precession about B0 starts instantaneously. This
example is applicable for MRI scanners that do not use persistent magnets to create
magnetization. As explained later, in ULF MRI, magnetization is built by a millitesla
polarization field while readout is conducted at microtesla B0-fields.

20



2.2. Nuclear magnetic resonance

Figure 2.3: Adiabatic turn-off of an arbitrarily-oriented fieldB2 into a y-directional field
B1 and subsequent rapid field switch between B1 and B0 (x-directional). Equilibrium
magnetization along B2 is assumed at t = 0. a) displays the time course of the applied
magnetic fields and b) the corresponding evolution of magnetization. c) shows the trace
of b) in the laboratory frame. Note that |B2(0)| >> |B1| and |B1| ≈ |B0|.

2.2.3 Relaxation

Starting with a magnetization transverse to a static magnetic field B0, without relax-
ation, precession could be measured indefinitely. In fact, MR signals decay with time,
subject to different relaxation processes.

Energy exchange of the spin ensemble with its surrounding lattice will cause relax-
ation of the transverse component of the net magnetization while obtaining a regrowth
towards it’s initial equilibrium M 0 in the longitudinal direction. Consequently, this
process is called spin-lattice relaxation. The governing material-dependent time con-
stant is called T1 relaxation time.

Another (non-dissipative) relaxation process arises from dephasing of the single mag-

21



2. Fundamentals

netic moments within a spin ensemble. Random field alterations superimposing B0 on
a local (nuclei-position) level cause small differences in the Larmor frequency between
nuclei. Also resulting in a decaying net magnetization, this process is called spin-spin
relaxation. It obeys the specific T2 relaxation time constant. External fields can also
cause spin dephasing according to T ′

2. The combined relaxation time constant T ∗
2 is

given by:
1

T2
+

1

T ′
2

=
1

T ∗
2

. (2.32)

It should be mentioned that the instrumental effects due to T ′
2 can be reversed by

refocusing pulses.

Bloch [79] presented a phenomenological approach to describe spin evolution includ-
ing relaxation:

dM ∥

dt
= γ [M ×B]∥ +

1

T1
(M 0 −M∥),

dM⊥

dt
= γ [M ×B]⊥ − 1

T2
M⊥.

(2.33)

M 0 represents the equilibrium magnetization as derived by equation (2.19) and ∥ and
⊥ represent the components along and transverse to B, respectively.

2.2.4 The signal equation

In this thesis, the NMR signal is acquired using receiver coils at a relatively far distance.
Hence, the weighted sum of all precessing proton spins, form the measured signal s(t).
The signal equation can be written as

s(t) =

∫
V ol

C(r)TM (r, t)dV, (2.34)

where r is a position vector and C(r) defines the coupling to the sensor. For the simple
experiment measuring the decay of the precessing transverse magnetization this signal
is called the free precession decay (FPD). Figure 2.4 displays the FPD signal decaying
with exp(−t/T ∗

2 ). The signal strength is proportional to the transverse magnetization.
After a time of t = 3T ∗

2 , approximately 95 % of the transverse magnetization are gone.

As the receiver is only sensitive to the transverse components of the precessing
magnetization vectors, the matrix notation introduced in section 2.2.2 can be utilized
to describe the signal equation. Assuming a homogeneous B0-field, this becomes:

sFPD(t) =

∫
V ol

C(r)TRdet(t)M 0e
−t/T ∗

2 (r)dV. (2.35)
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Figure 2.4: Illustration of a free precession decay

Here Rdet(t) is a rotation matrix corresponding to the phase evolution φ = γ|B0|t of
the precessing signal.

In most MRI experiments, the sensor coupling C(r) can be neglected, as quantities
such as frequency and relaxation are independent from signal amplitude. Theoretical
examinations of SNR and realistic NMR simulations, however, require accurate knowl-
edge on sensitivity including the sensor coupling coefficients. It has been shown that
these can be derived from the principle of reciprocity, stating that a flux through a
loop wire Φ emanated by a magnetization source M (r) at point r can be related to a
flux due to the loop that goes through the magnetization. In other words, the sensor
coupling is equal to the magnetic field per unit current Bs(r) emanated by the receiver
coil, replacing the problem of a surface integration over the receiver coil area with a
volume integration over the sample:

Φ =

∫
area

BdS ≡
∫
V ol

d3rBs(r) ·M (r). (2.36)

A complete derivation of the relation via the vector potential A using Stokes’ theorem
is given in, e.g., [77, p. 97 ff.]. MRI simulations over a larger field of view (FOV)
can easily involve millions of field calculations. A computationally efficient calculation
based on elliptical integrals, or numerical integration over filamentary line segments, is
presented in the Appendix in section D.1.

2.3 Magnetic resonance imaging

MRI describes the process of spatially encoding the NMR through magnetic field gra-
dients. Again, for more information on the underlying principles, I refer the reader
to, e.g., [77]. The extraction of adequate imaging parameters for a desired FOV and
resolution is nicely described in [80].

2.3.1 The Fourier gradient-echo signal

In MRI, magnetic field gradients modulate the Larmor frequency as a function of
space. A frequency gradient Gx= (dBx/dx) in the direction of |B0|ex, applied during
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readout, encodes one dimension. The other two dimensions can be encoded using
gradient pulses Gy= (dBx/dy) and Gz= (dBx/dz), applied before readout, that cause
a defined spatially-depended phase offset.

During gradient application, the gradient fields dominate the T ∗
2 relaxation time

(compare (2.32)), and the signal amplitude decreases quickly. In a gradient-echo se-
quence, the phase accumulation due to the frequency gradient is reversed, forming an
echo signal. Dephase and rephase can be repeated until the transverse magnetization
has vanished. A typical gradient-echo sequence is shown in figure 2.5, illustrating the
generation of two subsequent echos. It is visible that the echo time tE is two times the
gradient time tG, where M has a maximum at tE/2.

The precession due to the gradient fields can be explained by further rotations which
can be included in the signal equation as:

sEcho(t) =

∫
V ol

C(r)TRE(r, t)RG(r)M 0e
−t/T ∗

2 (r)dV. (2.37)

Here, RG(r) represents the spatially-dependent phase accumulation during the gradi-
ent time tG. RE(r, t) stands for the spatially-, and time-dependent phase accumulation
in the echo time tE.

Figure 2.5: Typical sequence for gradient-echo imaging. The application of phase
gradients Gy and Gz causes a quick dephasing of the spin ensemble during the time
tG. Subsequent inversion of the frequency gradient Gx causes rephasing which partly
recovers the net magnetization.
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2.3.2 k-space

For 3D spatial encoding, the sequence displayed in figure 2.5 has to be repeated with
different gradient strengths in Gy and Gz, corresponding to unique spatial frequencies
along the axes y and z, respectively.

The collection of data points is called k-space, which is visualized in a 2D-representation
in figure 2.6 taking into account only the phase-encoded axes. The number of points
in this representation equals the number of pixels in the displayed dimensions and con-
sequently also the number of sequence runs necessary. Since the frequency gradient
is active during readout, the third dimension of k-space (x) is filled with each echo,
where each sample represents one point in k-space.

It is important to understand, that points in k-space do not match voxels in the im-
age, although both contain the same information and can be transferred to one-another
by discrete Fourier transform (DFT) and discrete inverse Fourier transform (DIFT).
Generally, points in k-space close to the center represent low spatial frequencies, cor-
responding to overall shapes and forms in the image, whereas points in the periphery
of k-space represent higher spatial frequencies, corresponding to edges in the image.

In figure 2.6, points are equidistantly distributed, which is the case for all images
presented in this thesis. The trajectory through k-space is not very important in
this work. However, using the presented spiral-shaped trajectory, equal sets of spatial
frequencies are obtained for both dimensions with each round of the spiral. If the

Figure 2.6: 2D-representation of k-space. Displayed are only the phase-encoded di-
rections. The blue dots represent the samples in k-space and the green line shows the
trajectory. The figure was adapted from [80, p. 85]
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Figure 2.7: 1D-Illustration of the Tukey kernel with different shape parameters α. The
function resembles a Dirichlet kernel for α = 0 and a Hanning kernel for α = 1.

measurement has to be interrupted for any reason, the image might still be usable even
though the higher spatial frequencies are missing. This might be especially helpful for
long in-vivo measurements.

After applying the 3D-DFT, and considering only the frequency components close
to the Larmor frequency, the complex voxel value corresponding to the MR signal
generated close to r can be approximated by:

vn =

∫
V ol

SRF(r − rn)β(r)
∗M̃(r)dV. (2.38)

Here, β= Cz+iCy
4 is the coupling profileC converted to complex representation, where

i is the imaginary unit, and M̃=Mz+ iMy corresponds to the complex integral form of
the rotating magnetization, including relaxation. The unique spatial response function
(SRF) results from finite k-space sampling. In an ideal case the SRF would be defined
by a Dirac peak, i.e., each voxel value vn(rn) reflects exclusively the MR signal generated
at the position r [81]. However, the frequency truncation is equivalent to a convolution
of the image with a sinc kernel, also known as Dirichlet kernel. The resultant SRF
picks up signal from a volume around r and leakage from distant areas. It causes a
truncation artifact, also known as Gibbs ringing, which appears most prominent at
sharp contrast edges and in the phase-encode directions.

Multi-dimensional k-space filtering helps to attenuate the side lobes, but broadens
the main peak and thereby reduces image resolution. Mäkinen et al. [82] surveyed the
SRF for the unmodified k-space (Dirichlet kernel) and for a Hanning-windowed k-space.
They pursued automated spatial registration, not structural or functional imaging, and
concluded that the Hanning kernel provides the best compromise between attenuation

4B0 is considered x-directional, thus precession occurs in the yz-plane. The sensor is sensitive in
the z-direction.
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Figure 2.8: Visualization of k-space windowing. k-space was truncated to 40 spatial
harmonics and multiplied with a Dirichlet kernel in b), a Tukey kernel with α = 0.5

in d), and a Hanning kernel in f). Panels c), e), and g) show the corresponding image
reconstructions.

of side lobes and main-peak broadening for their purpose. An intermediate function
is given by the Tukey window. This comprises a cosine lobe of width α(Nf + 1)/2

convoluted with a rectangular window of width (Nf + 1) − α(Nf + 1)/2. Here, Nf is
the number of Fourier terms after truncation and α is a shape parameter, enabling
flexible attenuation of the side lobes. The Tukey window is illustrated for a 1D-example
in figure 2.7 using different shape parameters. It results in a Dirichlet kernel for α=0
and a Hanning kernel for α=1.

The effect of windowing the truncated k-space is demonstrated in figure 2.8 using a
2D-example, emulating the two phase-encoding directions. Panel a) shows a box shaped
object. The panels b), d), and f) visualize the k-space representation after truncation
to 40 spatial harmonics. The data were generated, using 2D-DIFT of the box signal
and multiplication with a Dirichlet kernel (b), a Tukey kernel where α=0.5 (d), and
a Hanning kernel (f). The reconstruction using 2D-DFT is presented in figures 2.8(c,
e, g). The Dirichlet kernel yields a ringing inside and outside of the box object,
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expanding the signal up to the margins of the FOV. This ringing is attenuated by the
Tukey kernel but still visible. The Hanning kernel results in the closest approximation
of the amplitude showing negligible ringing inside and outside of the box. However,
the reconstructed edges appear gradually smoothed, hindering an accurate estimation
of the object boundaries.

2.3.3 Imaging parameters

Imaging parameters such as FOV and voxel size are defined by coverage of k-space.
Knowing that sampling points in k-space represent spatial frequencies, it becomes clear
that the lowest sampled frequency determines the FOV, which corresponds to exactly
one cycle of the harmonic sine wave:

FOV =
1

∆k
. (2.39)

To avoid aliasing, the Nyquist criterion in k-space has to be met. Image information
from outside the FOV are folded into the reconstructed data, thus sampling density
below the Nyquist density yields aliasing artifacts. Loosely spoken, the sampling den-
sity ∆k needs to be chosen such that the FOV exceeds the object to be imaged. For
the frequency-encoded direction, the spatial sampling period depends on the gradient
amplitude |Gx| and the sampling period of the echo signal ∆t:

∆kx =
γ

2π
|Gx|∆t. (2.40)

For the phase-encoded directions, this transfers to the incremental gradient amplitudes
|Gyi| and |Gzi| and the gradient time tG:

∆ky =
γ

2π
|Gyi|tG. (2.41)

The spatial discretization of an image is determined by the width of k-space Wk given
by:

Wk = 2kmax +∆k. (2.42)

In line with the number of k-steps equaling the number of voxels in the image, the
voxel size vd amounts

vd =
FOV
N

=
1

Wk

, (2.43)

where N represents the number of readout samples. In [80, p. 89 f.] it is explained
how points in k-space are functions of gradient area, therefore kmax can be expressed
for the frequency-encoding domain as

kx,max =
γ

2π
|Gx|

tE
2
, (2.44)
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and for the phase-encoding domain as:

ky,max =
γ

2π
|Gy|tG. (2.45)

Now, the voxel size can be determined by (2.43), using (2.40)/(2.41), and (2.44)/(2.45).
For the frequency-encoding direction this is

vdx =
1

γ

2π
|Gx|(tE +∆t)

, (2.46)

and for the phase-encoding in y-direction:

vdy =
1

γ

2π
(2|Gy|+Gyi)tG

. (2.47)

vdz is determined similarly using (2.47) with Gz.

2.4 Ultra-low-field magnetic resonance imaging

The terminology "ultra-low field" that is used in this thesis refers to Larmor fields up to
100 µT, corresponding kHz Larmor frequencies. NMR experiments in the ULF regime
have been performed at fields as low as some nanotesla [83, 84]. The measurements
conducted in this thesis were recorded at 38.64 µT, corresponding to 1645 Hz.

NMR and MRI in the ULF regime obey the same physical principles as in the high
field. However, there are important differences in parameters and instrumentation,
resulting in distinct benefits but also disadvantages compared to the high-field regime.
A great overview of methods and applications for ULF MRI is given by Kraus et al. [4].

2.4.1 Instrumental requirements for ULF MRI

The operation at or below the earth’s magnetic field requires magnetic shielding, usu-
ally realized by a combination of magnetically shielded rooms, eddy current shields, rf
shields, and possibly active compensation [85]. It should be noted, that NMR experi-
ments in the earth’s magnetic field have been performed without shielding, where the
earth’s field served as the Larmor field [86].

One of the biggest challenges in ULF MRI is the low signal strength. Inferring from
equation (2.19), the equilibrium magnetization is directly proportional to the magnetic-
field strength. Therefore, virtually all ULF-MRI sequences contain a pre-polarization
period, where magnetization is built in a field of several tens of millitesla. Figure 2.9
visualizes an exemplary ULF-MRI sequence, including the polarization period, based
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Figure 2.9: Gradient-echo sequence modified for ULF MRI. The sequence is divided
into three stages: 1–polarization, 2–gradient time, and 3–echo time.

on the previously described gradient-echo sequence. Several polarization systems have
been presented, that reach field strengths of 100 mT or higher [88, 89].

Previous to spatial encoding in the microtesla field, the polarization field is switched
off adiabatically or non-adiabatically depending on the application [4, p. 91 ff.]. This
process is critical as eddy currents and magnetization, induced in the conductive walls
of the shielded room, cause transient decaying magnetic fields. Dynamic cancellation
[90], as well as self-shielded coil designs [91] have been developed to reduce these
transients. Further, exploiting symmetry by placing the system centrally in the room
effectively cancels some of the room responses [92].

In addition to a strong magnetization, signal acquisition with sufficient SNR requires
highly sensitive magnetic field sensors. In most systems this is realized by means
of low-TC dc superconducting quantum interference devices (dc-SQUIDs), coupled to

Table 2.1: Relaxation times in the microtesla regime, as reported by Zotev et al. [87]
and Inglis et al. [88].

T 2(ms) T 1(ms)

Tissue 46 µT [87] 46 µT [87] 130 µT [88] 80–150 mT [88]

GM 106± 11 103± 5 — —
WM 79± 11 75± 2 — —
Brain — — 85± 3 453± 117

CSF 355± 15 344± 9 1770± 130 4360± 600

Scalp 120± 7 124± 7 96± 2 223± 45

Blood 190± 39 450
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Figure 2.10: T1 relaxation dispersion of GM and WM. The curves were generated using
the relaxation model by Fischer et al. [101].

superconductive receiver coils [93, 94, 95, 88, 6, 96]. ULF MRI using high-TC SQUIDs
[97] and optically pumped magnetometers [98, 99] have been demonstrated as well, but
superior noise performance over a wide frequency range can be achieved with low-TC
SQUIDs [100, 71]. Section 2.4.3 gives a short introduction to dc-SQUIDs that are
usable for MRI.

As mentioned before, relaxation influences the signal strength and thereby the SNR.
This needs to be considered when planning adequate polarization times and sequences.
Relaxation times of head tissue in the microtesla regime were determined by Zotev et
al. [87] and Inglis et al. [88], using B0-fields of 46 µT and 130 µT, respectively. The
findings of both studies are listed in table 2.1. Zotev et al. surveyed both T2 and T1
relaxation times, which converge at microtesla fields. They even report slightly shorter
T1 times for some tissue, but clarify that this is not significant. Except for CSF, the
relaxation times of all tissue types are close to 100 ms. T1 and T2 of CSF were measured
at approximately 350 ms. This value is smaller compared to other literature findings,
which the authors attribute to partial volume effects. T1 values obtained by [88] at
130 µT generally agree with the values in [87], except for a much larger T1 relaxation
of CSF, which is closer to other literature values obtained at higher field strengths
(e.g., [102]).

Tissue relaxation rates show a dispersion visible towards higher fields. T1 values for
different tissue types obtained by Inglis et al. [88] at 88–130 mT are approximately 2–5
times longer, compared to the microtesla regime. This generally agrees with dispersion
curves presented by Fischer at al. [101] and Bottomley et al. [103] for GM and WM
tissue. Figure 2.10 shows the T1 dispersion over Larmor fields from 100 µT to 130 mT,
as derived from [101, Equation 1, Table 5]. It can be observed that T1 relaxation times
become longer towards higher field strengths.

The relevance of T1 and T2 relaxation for the timing in an ULF-MRI sequence
is visualized in figure 2.11, approximately for the brain relaxation times. To obtain
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Figure 2.11: T1 relaxation of magnetization in polarization field (mT) and T2 relaxation
in imaging field (µT).

sufficient SNR, polarizing times of approximately 3T1 (here 1.2 s) should be realized.
Signal encoding and detection should take place as fast as possible.

2.4.2 Benefits and applications for ULF MRI

Despite the mentioned challenges, MRI in the ultra-low-field regime offers distinct
advantages by means of flexibility, contrast mechanisms, safety, portability, and cost,
all with restrictions [104]. The latter two are more or less constrained to an operation
in a non-shielded environment, e.g., [105].

The utilization of SQUID sensors for signal acquisition facilitates a hybrid MEG-
MRI device [106, 107, 108]. Here, co-registration between MEG and MRI coordinates,
a central part of MEG source localization, is obsolete [82].

The low magnetic fields enable safe imaging in the presence of metal [109, 110]. In
high-field MRI, susceptibility differences between metallic objects and tissue can cause
field distortions, resulting in local changes of the Larmor frequency. The so-called
susceptibility artifact scales with the strength of the applied main field and appears
negligible in the microtesla regime [4, p. 184 ff.].

The insensitivity to susceptibility changes might also promote neuronal current
imaging (NCI), which is referring to methods that try to detect changes in local spin
dynamics caused by magnetic fields generated by neuronal activity [111, 112, 113, 114,
115]. Reliable NCI measurements would enable direct, spatially resolved, and possibly
real-time localization of neuronal activity. In high-field MRI, artifacts arising from sus-
ceptibility changes in oxygenated and deoxygenated hemoglobin mask the frequency
shift generated by neuronal currents [116].

A benefit of ULF MRI, most important for the methods employed in this thesis,
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is given by increased flexibility in sequence design. Unlike superconducting magnets,
room-temperature coils enable the application of arbitrary MRI fields. In section 3.2,
it is explained how this feature is key for CDI as proposed by [6, 7].

2.4.3 SQUID sensors for ULF MRI

SQUIDs are the most sensitive, wide-band magnetic field sensors to date, and therefore
the number one choice for signal acquisition in ULF MRI. This subsection gives a brief
overview of the working procedure of a dc-SQUID used in ULF MRI. A very detailed
description of SQUIDs and applications is presented in [117, 118]. A short overview is
given by, e.g., [119, 104].

The dc-SQUID is a superconductive ring interrupted by two small normal-resistive,
or insulating barriers, the Josephson junctions. In the superconductive state, electrons
form so-called Cooper pairs that can tunnel these barriers, the Josephson effect. If
the SQUID is biased appropriately with a current Ib, the voltage across the junctions
changes periodically with the applied flux, forming a characteristic U -Φ curve. The
period is given by the magnetic flux quantum Φ0. The bias current Ib, together with
a bias voltage Ub, set a defined working point on the U -Φ curve. External feedback
is used to compensate the flux inside the SQUID loop with a counter flux, effectively
linearizing the U -Φ characteristic. This is called flux locked loop (FLL), where the
feedback current becomes a measure of the flux. Optimal noise performance is given,
when the working point is at the steepest point of the U -Φ curve. Here, the noise
contribution of the room-temperature electronics is minimal. Figure 2.12 shows a
measured U -Φ curve of a dc-SQUID. Additional positive feedback (APF) is applied
to form asymmetric U -Φ characteristics, yielding a steeper slope around the working
point [120].

Figure 2.12: Exemplary U -Φ curve of a dc-SQUID with APF. For this sensor the slope
at the working point was measured at approximately 600 µV/Φ0.
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Often, the SQUID is inductively coupled to a receiver coil via an input coil Lin.
In this configuration, the SQUID is called current sensor, as the SQUID loop itself
amplifies the current in the pick-up loop. Feedback can be applied directly to the
SQUID loop or with a feedback transformer to the input circuit. The chip carrier
holding the SQUID with its input coil and the feedback loop can be placed in larger
distance and shielded using superconductive shields (for instance niobium capsules)
[100]. This is especially helpful in ULF MRI, where the sensor is exposed to strong
magnetic fields during the pulse sequence.

Figure 2.13 sketches a current-sensor SQUID with APF. The pick-up coil, in this
case an axial 1st-order gradiometer, connected to the on-chip input coil Lin form a
superconducting flux transformer. Within the input circuit, a current limiter consisting
of 16 unshunted SQUIDs in series and a feedback transformer formed by LFin and LF

is realized. As the name says, the current limiter restricts the current in the input
circuit to a value below IC (nominally 20 µA). Significantly larger currents would
cause trapped flux in the SQUID structure and thereby worsen SQUID performance.
The figure displays a simplified scheme of a sensor as used for instance in [100].

The design of the pick-up coil is critical for SNR as it defines the sensor coupling.
Generally, an increase in the pick-up-loop area improves the sensitivity to external fields
[119]. Körber [121] examined optimum pick-up-loop sizes in dependence of different
noise sources. Taking into account external noise, such as thermal noise originating in

Figure 2.13: Schematic of current-sensor dc-SQUID with inductively coupled pick-up
coil, both in liquid helium (lHe) bath, and room-temperature electronics for FLL. The
figure was adapted from [120].
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the cryostat material, yields substantially different optimum pick-up-loop areas.

The pick-up-loop arrangement should be optimized for the application. Magnetome-
ters cover one surface and respond linearly to the field integrated over the surface area.
Gradiometers form a closed path over two or more surface areas and give 1st- or higher-
order derivatives of the field. This attenuates homogeneous (far-field) components and
gradients, depending on the order. An overview for different sensor geometries in ULF
MRI is given by Zevenhoven et al. [122], who computationally examined existing and
potential sensor arrangements regarding their sensitivity. They conclude that gra-
diometers yield less image SNR, but potentially attenuate transient fields from eddy
currents in the shielded walls. It will be shown later in this thesis, that a 2nd-order
gradiometer can also be used to supress noise associated with the MRI gradients.
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Chapter 3

Sequence design based on
specifications for in-vivo CDI

In this chapter, sequences for CDI in the ULF regime are evaluated regarding their
feasibility in a possible in-vivo application. Two sequences, namely adiabatic current
density imaging (aCDI) by Nieminen et al. [7] and zero-field-encoded current density
imaging (zCDI) by Vesanen et al. [6], have been identified that promise the reconstruc-
tion of all components of the magnetic field BJ associated with the current density J .
Both sequences have not been validated experimentally due to hardware limitations.

This chapter starts with an analysis of the requirements for in-vivo CDI in section
3.1. Subsequently, the two sequences are explained in detail, followed by an assess-
ment based on the before specified requirements. Finally, necessary modifications are
identified, before the sequence applied in this thesis is explained in detail.

The methods and results presented in this chapter have partly been previously published

in [72]. Parts of the text and figures are extracted from that publication.

3.1 Requirements for in-vivo CDI

In this thesis, the demonstration of 3D-CDI is pursued. Thereby, a possible in-vivo
application of the method poses a strong focus in all development stages. Consequently,
methods and sequences have to be capable of imaging weak magnetic fields, related to
the impressed currents.

Several simulation studies present quantitative information on electric field and cur-
rent density distribution J due to DC-stimulation via scalp electrodes, e.g. [27, 28, 123].
Depending on the accuracy of the underlying head model, the utilized conductivities,
and the electrode montage, current densities of 0.1–0.2 A/m2 are reported in the brain
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tissue for 1 mA applied current [27, 124]. Scalp values are approximately ten times
higher. The magnetic field BJ, due to J , is not important for applications in transcra-
nial electric stimulation, therefore, usually not investigated. MR CDI and MREIT on
the other hand, rely on accurate measurements of at least one component of BJ. How-
ever, studies reporting on in-vivo acquired head images are scare. Chauhan et al. [69]
show measured (but optimized) Bz maps, with values between 2–3 nT intra-cranially,
for 1.5 mA applied current via scalp electrodes. The results of an earlier study by the
same group largely agrees with these values [125]. The values reported by Göksu et al.
[126] are slightly lower. Based on these numbers, and assuming a safe application of 4
mA current, BJ strengths below 10 nT are expected. Later in this thesis, in chapter
7, FEM simulations based on a three-compartment head phantom are presented that
reach BJ values of approximately 12 nT in the intra-cranial cavity.

In addition to the sensitivity for weak magnetic fields, it should be kept in mind
that relaxation times for brain tissue in the microtesla regime range at approximately
100 ms, as described before in section 2.4.1. To obtain adequate SNR, signal encoding
needs to be sufficiently fast.

Last but not least, current density reconstruction from BJ using Ampere’s Law
(compare equation (2.12)) requires an adequate imaging resolution with voxel side
lengths smaller than the tissue thickness. A high imaging resolution is in conflict with
a low overall measurement time, which is required for in-vivo measurements. The
measurement time is also connected to the FOV, which should be sufficiently large to
prevent aliasing.

In conclusion, the following requirements have been identified for a successful in-vivo
application of CDI:

• sensitivity for weak magnetic fields < 10 nT,

• encoding within T2 (≈ 100 ms) for optimum SNR, and

• a reasonable overall measurement time to obtain a fine resolution sufficient for
J -reconstruction.

In the following, two sequences for CDI using ULF MRI will be presented in sec-
tions 3.2.1 and 3.2.2, and assessed in section 3.2.3 based on the above listed require-
ments.
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3.2 Sequences for CDI in ULF MRI in a detailed
review

3.2.1 Adiabatic current density imaging (aCDI)

Nieminen et al. [7] presented the aCDI sequence in 2014. By making use of the physical
principle of adiabaticity (compare section 2.2.2), aCDI possibly enables the detection of
the full BJ-vector. Considering a pre-polarized pulse sequence, Nieminen et al. suggest
to decrease the polarizing field BP slowly into a static BJ-field, where the condition

ω(t) >> ψ(t) (3.1)

has to be satisfied. Here, ω(t) is the Larmor angular frequency defined by γ(BP(t)+BJ)

and ψ(t) is the angular rate at which the orientation of the field changes. Hence, the
slope of the ramp-down of BP is the critical parameter that has to be defined precisely.
A polarizing waveform that fulfills the requirements in equation (3.1) can be obtained
using a practical approach, fixing the ratio between Larmor frequency and angular rate
of field change to a constant p >> 1:

p =
ω(t)

ψ(t)
. (3.2)

Now, the polarizing turn-off can be obtained by

BP (t) =

√
(p− ωJt)

2

p2 − (p− ωJt)2

BJ
, (3.3)

where ωJ= γBJ is the Larmor angular frequency associated with BJ. The time dura-
tion (0 – tend) is given by:

tend ≈ p

ωJ
. (3.4)

After the adiabatic turn-off of BP, the magnetization M is aligned with BJ. Subse-
quently, spatial information can be encoded employing frequency and phase gradients.

Nieminen et al. [7] give the details on the quantitative reconstruction of BJ. Besides
measuring BJ, it involves a sequence run with an additional, well-known, external
field Bext. Furthermore, the authors clarify that additional fields, such as a static
background field BB, will superimpose BJ and Bext and have to be subtracted by a
full reconstruction of BB only.

The aCDI sequence was validated in simulations, under the idealized assumption
of no present background field. Equation (3.3) was utilized to create a 250 ms long
waveform for the BP turn-off, where a constant BJ = 5 µT was assumed. The ratio

39



3. Sequence design based on specifications for in-vivo CDI

p can be approximated to 335 using equation (3.2). The polarizing field strength was
set to 100 mT, the main field to 50 µT, and the external field Bext to 1 µT. Spatial
encoding was simulated for 20 k-space lines in each of the phase-encoding directions to
derive 1 mm3 voxels. The sample was constructed as three orthogonal tubes (6 mm in
diameter), each carrying a current of 40 mA.

3.2.2 Zero-field-encoded current density imaging (zCDI)

Similar to aCDI, zCDI by Vesanen et al. [6] promises imaging the full BJ-vector, where
the encoding of the magnetic field is performed using different principles. BJ is applied
in the absence of all MRI fields, including the B0-field. Hence, the precession axis and
frequency are set only by BJ:

dM

dt
= γM ×BJ. (3.5)

During the zero-field time τ , the precessing magnetization vector can be described by
a rotation in matrix notation, as introduced in section 2.2.2:

M (τ) = eτA
×
J M 0 = ΦM 0. (3.6)

Here the rotation generator A×
J to the rotation matrix Φ is given by:

A×
J = γ


0 BJ,z −BJ,y

−BJ,z 0 BJ,x

BJ,y −BJ,x 0

 . (3.7)

When the elements of Φ are known, all components of BJ can be derived from a
non-linear inversion of the matrix exponential:

τA×
J =

φ

2 sinφ
(Φ−Φ⊤) (3.8)

where φ= arccos[(tr(Φ)− 1)/2] represents the rotation angle of Φ.

Applying a gradient-echo sequence, Vesanen et al. [6] give the details, how the
elements of Φ can be derived from the real and imaginary parts of detected signals
from three different measurements with starting magnetizations M0 in the three basis
directions ex, ey, and ez, respectively. For the case of a z-directional BP, M 0 after
the polarization appears as |M 0|ez. The three measurements can be described by

M 1 = ΦR1M 0,

M 2 = ΦR2M 0,

and M 3 = ΦM 0,

(3.9)
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where R1 and R2 represent π/2 rotations of M 0 to ex and ey, respectively. As in
aCDI, a background field superimposing BJ during τ needs to be acquired separately.
That gives a total of six full images, i.e. six sequence runs per k-step, required for a
full-vector BJ-reconstruction.

The sequence was validated in a simulation setup, similar to the one for aCDI [7],
with no present background field. 20 k-space lines were acquired, resulting in voxel-
side-lengths of 4 mm. The polarizing field strength was set to 100 mT, the main field to
50 µT. The sample comprised three orthogonal tubes (24 mm diameter) each carrying
a current of 12 mA, corresponding to a current density of 27 A/m2. An experimental
validation could not be realized due to technical difficulties with switching the low-noise
currents in the B0-coil and the frequency-gradient coil.

3.2.3 Assessment of feasibility

The simulations by Nieminen et al. [7] using the aCDI sequence were performed at a
mean current density of approximately 1415 A/m2. Based on literature values, real-
izable current densities in the brain range around 0.5 A/m2, thus around 2800 times
smaller compared to the values in [7]. In the discussion of [7], it is mentioned that
imaging weak current density requires long turn-off times of BP. In detail, it is esti-
mated that tend for |BJ| of 1 µT must be greater than 200 ms. Inserting these numbers
into equation (3.4), a corresponding ratio p ≈ 53 can be estimated, which is about five
times lower than what was used in the simulations. An appropriate value for p was
not further evaluated, but the error angle between M and BJ at tend was obtained for
the simulated data and presented as a function of |BJ|. They found that their ramp
was adiabatic for most voxels with |BJ| > 1µT. However, they also found that the
orientation of BJ has a strong effect on the alignment. Assuming a constant BJ of
10 nT, as estimated from literature values, and choosing a p-ratio of 50, the slope of
the BP turn-off would have to be 18 s long according to equation (3.4). Even if the
p-ratio is reduced to two, where the adiabatic condition hardly holds, a turn-off time
of 750 ms is required. Recalling the relaxation time constants of brain tissue in the µT
regime of approximately 100 ms, the feasibility of aCDI for an in-vivo application can
be safely ruled out.

The simulations of Vesanen et al. [6] using the zCDI sequence comprised a current
density of 27 A/m2, which is approximately a factor of 55 higher than realistic in-vivo
values. The noise level matched that of their ULF-MRI system with sensor noise levels
as low as 2–4 fT Hz1/2 [108]. Again, assuming a BJ of 10 nT and choosing τ=100 ms
according to the relaxation time constants, a rotation angle of the precession due to
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BJ during τ can be estimated to φ = γτ |BJ| ≈ 15◦. Based on these estimations and
provided the SNR is substantially higher compared to the system examined by Vesanen
et al., the zCDI sequence seems feasible for in-vivo application. A detailed examination
of the theoretical sensitivity of the sequence as a function of SNR follows in chapter 6.

3.3 Towards an experimental implementation

3.3.1 The zCDI reconstruction in detail

In the last section, it was evaluated that zCDI by Vesanen et al. [6] is most promis-
ing regarding an in-vivo implementation. To provide a better understanding on the
procedure, the reconstruction is explained in detail using an idealized case.

After the zero-field time, the magnetization has been rotated to M 1, M 2, or M 3

by the magnetic field during τ as

M 1(r) = Φ(r) (|M 0(r)|ex) ,

M 2(r) = Φ(r) (|M 0(r)|ey) ,

M 3(r) = Φ(r) (|M 0(r)|ez) ,

(3.10)

where, |M 0|ei is the starting magnetization rotated to one of the three basis directions
i = x, y, or z. Ideally, the rotation matrix Φ is solely determined by the magnetic field
BJ, associated with J and τ . The traces of the magnetization during τ are visualized
in figure 3.1.

Following τ , the main field B0 is turned on, and the magnetization is manipulated
by gradient fields to encode spatial information in the phase and frequency of the
resulting signal. From now on and for all experiments described in this thesis, the
main field B0 is x-directional and the frequency gradient Gx encodes in dBx/dx and
the phase gradients Gy and Gz in dBx/dy and dBx/dz, respectively. According to
equation (2.37) and ignoring relaxation, the magnetic signal recorded at a sensor during
the echo, exemplary for M 1, can be written as

s(t) =

∫
C(r)⊤RE(r, t)RG(r)M 1(r)dV. (3.11)

As before, the matrices RG and RE represent rotations during the gradient time tG
and the echo time tE, respectively, and C defines the coupling to the sensor.

The precession signal contains information on two components of the magnetization.
Therefore, six values (2 rows) of Φ can be extracted from the real and imaginary parts
of the three measurements after applying the Fourier transformation. Since rotation
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Figure 3.1: Rotation of magnetization about BJ during zero-field time. Displayed are
magnetization vectors and traces for three measurements with starting magnetizations
M0 in ex (purple), ey (red), and ez (green).

matrices are orthogonal, the last row is given by the cross-product of the two measured
rows. Assuming a receiver coil sensitive in the z-direction, the z-component and the
y-component of M correspond to the real and imaginary parts of the signal converted
to complex representation (M̃ = Mz + iMy). For now ignoring the effects of RG, RE,
C, and relaxation, two rows of the rotation matrix Φ are included in the magnetization
vectors as:

Φ


|M 0| 0 0

0 |M 0| 0

0 0 |M 0|

 =


− − −

Im(M̃1) Im(M̃2) Im(M̃3)

Re(M̃1) Re(M̃2) Re(M̃3)

 . (3.12)

Therefore, Φ can be recovered by a normalization of the real and imaginary parts with
|M 0|. Having Φ, the components of BJ can be reconstructed using (3.8) and (3.7).
A practical requirement in zCDI is limiting the angle φ to −π < φ < π, effectively
avoiding ambiguity. This can be achieved by choosing τ accordingly.

3.3.2 The zCDI reconstruction under realistic conditions

In the idealized case, as explained in section 3.3.1 and simulated by Vesanen et al. [6],
the reconstruction of BJ is straight forward. The only unknown, affecting the recon-
struction, is measurement noise. Since rotation matrices are orthogonal by nature,
matrix orthogonalization can be utilized to stabilize the reconstruction. As proposed
by Vesanen et al. [6], this could be done, for instance, using Löwdin’s transformation,
which yields the closest orthogonalization in the least-squares sense [127, 128]. The
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singular value decomposition gives a simple implementation

Φ = UΣV T ,

UV T = Φ̃,
(3.13)

where Φ̃ represents the orthogonalization of Φ [129]. U and V are unitary matrices
containing left and right singular vectors, respectively. Σ is diagonal and contains the
singular values.

A realistic setting, however, is more difficult. First of all, a superposition of a static
background field and transient fields due to pulsing (combined in the term BB) are
present. Therefore, BB needs to be detected without BJ, where the reconstruction of
BB is subtracted from the reconstruction of (BB+BJ).

Furthermore, the effects of RG, RE, C, and relaxation, are included in the measure-
ments M 1, M 2, and M 3, and hamper the determination of Φ using equation (3.12).

As the relaxation profile is unknown, its influence given by |M 0| exp
(
− t

T1,2

)
is also

unknown and could only be measured in a true zero-field. With regard to the always
present background field, this is not achievable. Nevertheless, as rotation matrices have
row-norm one by definition, a normalization of the rows in the right term of (3.12) gives
the correct magnitude reference. It should be noted that this works on the assumption
of T1 = T2, which is reasonable in the nanotesla regime (compare section 2.4.1).

More difficult to derive are the influences of the MRI fields on the phase of the
complex voxel values. The rotation matrices RG and RE correspond to rotations in
the yz-plane and result in a spatially dependent phase offset δ in the MR signal. This
can be best explained using a simple example, where all imaging fields, as well as
BB, and BJ are purely x-directional. In this scenario, the magnetization precesses
about the x-axis in each part of the sequence, where information on the field strengths
of BB and BJ is encoded solely in the phase of the resulting signal. Figure 3.2(a)
visualizes the evolution of the magnetization in the yz-plane for the measurements
with starting magnetizations in ey (M 2) and ez (M 3). The measurement with starting
magnetization in the x-direction (M 1) would not yield a precessing magnetization and
is therefore not visualized in the figure. Both, M 2 and M 3 are displayed for the case
where only BB is present (B1) during τ and for the case of BB+BJ (B2). It can be
observed, that all measurements are subject to the same phase offset δ, which originates
from the imaging fields. In the case of figure 3.2(a) where |M 0| = 1 and relaxation is
ignored, the rotation matrix yields:

Φ =


1 0 0

0 Im(M̃2) Im(M̃3)

0 Re(M̃2) Re(M̃3)

 .
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Now, recalling equation (3.6), M (τ) = ΦM 0 = eτA
×
M 0, with

A× = γ


0 Bz −By

−Bz 0 Bx

By −Bx 0

 ,
one can see that Bx is probed twice.

Figure 3.2: Single-voxel example for phase accumulation in zCDI, displayed in a 2D-
plane. All fields (BB, BJ, G, B0) are assumed purely x-directional. Each panel shows
four measurements (B1 and B2, with starting magnetizations in ey (M2) and ez (M3),
respectively). Since the rotation axis is ex, the z- and y-components of the magnetization
vectors correspond directly to real and imaginary parts of the resulting MR signal, con-
verted to complex representation. The associated phase is given by ρ. All measurements
are subject to the same phase offset δ, originating from the imaging fields. The panels
visualize the three cases for phase offsets δ, so that phase wrapping does not occur (a),
phase wrapping occurs for measurements of B2, but not for B1 (b), and phase wrapping
occurs equally for all measurements (c).
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3. Sequence design based on specifications for in-vivo CDI

In this example, where Re(M̃2) = Im(M̃3), one of the two measurements would be
sufficient to extract the amplitude of Bx, which can be derived from equation (3.8).
The phase offset δ causes overestimation of B1 (BB) and B2 (BB+BJ). Nevertheless,
subtraction of the two reconstructions gives the correct estimation of BJ:

B̂J = B̂2− B̂1. (3.14)

Here, theˆsymbol stands for the reconstruction of B. Since ρ1 and ρ2 are smaller than
π, no phase wrapping occurs.

However, the phase offset δ could range anywhere between −π and π, easily pushing
the phase ρ into a critical range. This scenario is illustrated in figure 3.2(b), where
the large δ results in an overall phase ρ2 above π, causing incorrect reconstruction
in the negative amplitude range. As ρ1 still ranges below π, the subtraction using
(3.14) cannot compensate for the phase offset. If the phase offset is π < ρ < 2π, the
reconstruction after (3.14) yields the correct result again, as shown in figure 3.2(c).

At this point, it should be noted that a realistic case is not subject to all fields being
purely x-directional. The information on B is encoded in the phase and amplitude
of the resulting signals and ρ(M̃1) ̸= ρ(M̃2) ̸= ρ(M̃3). In addition, the phase shift δ
depends on the gradient parameters and non-ideality; hence is spatially-dependent and
unpredictable. In conclusion, to obtain reliable reconstruction results, the phase offset
δ should be eliminated beforehand, effectively preventing phase wrapping. Therefore,
a reference phase is required. In the next section, it is explained how this reference
phase can be determined using a calibration measurement.

3.3.3 Correct referencing in presence of a background field
using a calibration measurement

The unknown phase shift δ hinders the correct interpretation of the amplitude and
phase data acquired in the three measurements with starting magnetization in the
three basis directions. As δ depends on the gradient parameters and timing, this
reference should cover the same image space as the reconstruction. Recalling the
sequence diagram in figure 3.4, the most obvious way to take a reference covering
all phase shifts due to imaging fields would be to set τ = 0 s. However, one has to
keep in mind that the BP turn-off causes a transient room response. In the case of
τ = 0 s this transient would superimpose tG and tE, instead of τ , thereby falsify the
reference. Therefore, the reference phase cannot be measured conventionally, but must
be constructed from the measurements.
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In conclusion, a method extracting δ from the measurements of M 1–M 3 is desired.
I suggest a practical approach involving a calibration procedure. A well known, ho-
mogeneous magnetic field Bcal could be used instead of BJ to adjust the phase in the
referenced reconstruction, such that Bcal is recovered correctly. Thereby the operating
procedure would be as follows:

• Measure M 1, M 1, and M 3, for the fields B1 (BB) and B2 (BB+Bcal).

• Convert to complex representation M̃1, M̃2, and M̃3, by Fourier transform.

• Extract the phase ρref of M̃3(BB). This phase comprises δ and the phase accu-
mulation due to the background field ρ1.

• Reference all measurements M̃ by: M̃referenced = |M̃ |e(ρ−pref+pcal).

• Now, ρcal is an additional phase, used to calibrate the reference phase pref. pcal
needs to be adjusted until δ = pref + pcal, such that the reconstruction B̂cal =

B̂2− B̂1 gives the correct amplitude of Bcal.

Later, when imaging BJ, the same procedure is executed, but with the fixed value pcal
from the calibration step.

The calibration procedure effectively decomposes the phases ρ and δ, enabling to
compensate phase offsets from the imaging sequence, individually for each voxel. Nev-
ertheless, the method is subject to some limitations. First, the calibration field should
not be x-directional (or the direction of the main field for other setups). As one can
see from figure 3.2, there are several sets of offset phases δ, that allow sufficient re-
construction even without calibration. Recalling equation (3.6), it becomes evident
that y- and z-directional fields are more vulnerable to phase offsets. Secondly, the
method relies on a reproducible phase offset, gained during the imaging sequence. In
other words, non-ideality in the imaging fields should be stable. Fluctuations in the
field ramps and amplitudes will cause errors, as the calibration phase causes under- or
over-compensation.

3.3.4 Modifications to zCDI due to instrumental limitations

The reliable preparation of the magnetization to the three basis directions ex, ey,
and ez, before the zero-field period is essential for successfull BJ-reconstruction. To
manipulate the magnetization, Vesanen et al. [6] suggest to pulse B0ex and B1ey,
after the polarization field BPez is turned-off. Here, the precession due to the pulses
describes a rotation with the angle γt|B| = π/2. To be less sensitive to non-ideal
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3. Sequence design based on specifications for in-vivo CDI

pulse ramps, t should be relatively long. On the other hand, fast spin manipulation
is desired to prevent from magnetization losses due to relaxation. It can be estimated
that small deviations of a few percent in the pulse length or amplitude cause error
angles of some degree. Hence, this method is susceptible to non-ideal pulsing, thus
difficult to implement experimentally. Furthermore, if the polarization field BPez is
not perfectly homogeneous, there will be an additional spatially-dependent error angle.
In conclusion, pulsed fields as proposed by Vesanen et al. are not suitable to manipulate
the orientation of the magnetization reliably.

The use of an adiabatic field switch between polarization field and defined guid-
ing fields, as introduced in section 2.2.2 would be more stable. In this case, guiding
fields oriented ex, ey, and ez, define the magnetization orientation after the turn-off.
Figure 3.3 visualizes that a magnetization vector generated, for instance, by a 30 mT
BPez can be manipulated to ey within 15 ms using a guiding field Bgey of approxi-
mately 30 µT. The data were generated solving equation (2.20) numerically. Therefore,
a differential equation solver was implemented based on the notes in [130], using the
standard 4th-order Runge-Kutta method with a fixed step size of 0.1 µs. Please note,
that the technical realization of the BP waveform depends on the coil characteristics,
mainly the coil inductance. Therefore, it might be necessary to increase the length of
the waveform slightly. Besides, one might deal with angles between BP and Bg that
are larger than 90◦, also requiring longer turn-off times. Nonetheless, waveform lengths

Figure 3.3: Adiabatic turn-off of BPez (30 mT) into Bgey (30 µT). a) displays the
magnetic field waveform of BP and Bg, where BP consists of a linear decay at the
beginning, turning into an exponential decay after approximately 1.4 ms. b) shows the
corresponding evolution of the magnetization vector. Note, equilibrium magnetization
at t = 0 is assumed according to BP.
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of approximately 20 ms have proven sufficient for many sets of conditions, tested in
simulations.

A modified sequence including the adiabatic turn-off ofBP is illustrated in figure 3.4.
It can be divided into five different periods, the polarization time tP, the interval tM for
the manipulation of the orientation of M , the zero-field period τ , the phase-encoding
time tG, and the echo time tE. At first, magnetization is built up by a polarization
field active during tP. As mentioned before, to achieve equilibrium magnetization, tP
should be approximately three times the T1 relaxation time constant in the millitesla
regime. In the second stage, during tM, the magnetization is manipulated into ex, ey,
or ez by an adiabatic field switch of the polarization field into defined guiding fields
Bg. This takes approximately 15–20 ms depending on the strength of the polarization
field. Subsequently, all MRI fields are turned off, and the current density J is applied
during a defined zero-field time τ . When choosing the length τ , the trade-off between
SNR-loss due to relaxation and SNR-gain due to an increasing rotation angle φ needs to
be taken into account. Vesanen et al. [6] state that the optimum length of τ is given by
the T2 relaxation time, provided that phase wrapping can be excluded. In section 2.4.1,
it was elaborated that the T2 relaxation time of brain tissue in the microtesla regime
can be expected at around 100 ms.

Figure 3.4: Fourier gradient echo sequence for zCDI. The sequence is devided into five
stages (tP – polarization, tM – manipulating the orientation of the magnetization, tZ –
zero-field encoding, tG – spatial encoding, and tE – echo time).
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3.3.5 Challenges towards the technical realization of zCDI

The successful realization of the zCDI sequence requires all field ramps to be sufficiently
fast to satisfy a non-adiabatic field change (with the exception of BP). In that regard,
Vesanen et al. [6] reported switching the low-noise currents in the B0-coil and the
frequency-gradient coil most challenging.

As both coils are active during readout, they are usually driven by current sources
with heavily filtered output stages, limiting bandwidth and slew-rate. Vesanen et al. [6]
state that ULF-MRI setups, able to pulse all MRI fields sufficiently fast, exist (e.g.,
Zotev et al. [107]). However, in [107], field switching was limited to current reversal
to obtain gradient echos. Zotev et al. do not clarify how field switching was realized,
but it seems like current reversal can be easily achieved by switching the polarity of
the coils, e.g., using solid state relays [95]. This way, the current source itself would
not be involved in the switching procedure at all. Turning the current off, as required
for the zero-field period, is more difficult.

Shortly after [6] was published, a concept of a fast and low-noise current ampli-
fier was presented by the same group [131], potentially overcoming the difficulties in
field switching. The amplifier features a kHz-bandwidth and an ultra-low-noise mode,
where current feedback is disabled during the short period of readout (tE). This is
effectively freezing the output current, providing a noise performance of approximately
60 pA/Hz1/2. A potential drawback of this method is that the source is not regulating
the current during the time interval of the readout. Especially during gradient-echo
sequences, where the current in the coils needs to be reversed, this method’s reliability
appears questionable.

A more simple approach, that is pursued in this thesis, involves a dummy load and
a switching circuit that bypasses the coil current during the zero-field time. If the
dummy load is chosen carefully to mimic the coils ohmic resistance, and if the switch-
ing times are sufficiently fast, the current source does not have to regulate the current.
The technical realization of this procedure is presented in the following chapter, sec-
tion 4.2.3.

3.4 Chapter summary and discussion

In this chapter, requirements for in-vivo applicability of CDI have been formulated
based on literature values for BJ, J , and relaxation times. Three demands on a
potential sequence have been identified: sensitivity for weak magnetic fields < 10 nT,
BJ-encoding within 100 ms, and a reasonable overall measurement time to obtain
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sufficient resolution and SNR. Two sequences, namely aCDI by Nieminen et al. [7], and
zCDI by Vesanen et al. [6] were assessed with regard to the formulated requirements.

It has been found, that aCDI is not suitable to detect magnetic fields as low as
expected during the in-vivo impression of currents to the human head. The turn-off
times for BP required to satisfy the adiabatic condition are too long with respect to
the relaxation times of head tissue.

The zCDI sequence seems feasible. However, approximated rotation angles of 15◦

due to precession according to BJ during τ = 100 ms are relatively small. Full ex-
ploitation of the sensitivity would require much longer zero-field times. However, this
is impracticable regarding the short relaxation times of brain tissue. Hence, a sensor
setup with an extraordinary noise performance and a strong polarization field is desired
to compensate for the sensitivity losses. Section 4.3 gives a detailed description of the
sensor developed during this work. A survey of the sensitivity as function of SNR is
presented in chapter 6.

Due to hardware limitations, Vesanen et al. [6] validated zCDI in simulations.
Experimental issues, such as the preparation of the magnetization’s orientation, or
defined field switching, were not covered in detail. In this chapter, an adiabatic field
change between polarization fieldBP and defined guiding fieldsBg was proposed for the
preparation of the magnetization. The technical realization is explained in section 4.2.2.
Flexible switching of all MRI fields will be realized by switching circuits and low-noise
current sources. This issue will be revisited in section 4.2.3.

A slightly modified sequence was presented, including a calibration procedure that
compensates for phase shifts due to the imaging fields. A drawback of the proposed
operation is the substantial requirement of reproducible magnetic field ramps and am-
plitudes. Fluctuations will cause reconstruction errors, manifesting either as increased
noise, if the fields are constantly changing, or as systematic offsets, if the setting changes
between calibration and measurement. In any case, the calibration procedure seems
unavoidable in a realistic situation.
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Chapter 4

Development of the ULF-MRI
setup for zCDI

The experimental implementation of zCDI requires an ULF-MRI scanner that enables
3D-MRI, provides high sensitivity, and allows the necessary flexibility in field switching.
The developed scanner is a joint project of the working group 8.25 (Ultra-Low-Field
MRI) of the PTB. In this chapter, all hardware necessary for the implementation of
zCDI are listed and explained in detail. Besides zCDI, the scanner is intended to be
used for NCI and possibly other ULF-MRI or ULF-NMR experiments. The sensor
itself is also used as a stand-alone device.

The methods and results presented in this chapter have partly been previously published

in [71, 72, 74]. Parts of the text and figures are extracted from those publications.

4.1 Status of the PTB-ULF-MRI scanner

The concept of the coil system for zCDI is based on the development of Ingo Hilschenz
[95]. For his doctoral thesis, he designed a prototype 2D-ULF-MRI setup for structural
imaging based on proton density. The setup comprised a Helmholz coil for the genera-
tion of a main field in the x-direction, a Maxwell coil to provide a gradient field dBx/dx,
and bi-planar coils for phase gradients dBx/dy or dBx/dz. The pre-polarization, nec-
essary for sample magnetization, was generated using a small solenoid coil. Transverse
magnetization was generated by a non-adiabatic field change of BPez into B0ex. Gra-
dient echoes were acquired using a switching circuit, as displayed in figure 4.1, that
changes the polarity in the frequency gradient. Using this system, Hilschenz et al.
[132] were able to perform 2D imaging at Larmor frequencies down to 100 Hz.

Based on that prototype a more sophisticated ULF-MRI setup was designed by
Hilschenz, where computerized numerical control (CNC) manufacturing ensured de-
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4. Development of the ULF-MRI setup for zCDI

Figure 4.1: Schematic of the swithing circuit designed by Ingo Hilschenz to change the
polarity in the frequency-gradient coil. The figure was modified from [95].

fined geometries. In addition to the Helmholz coil that generates the main field in the
x-direction, two Helmholz coils for homogeneous fields in the y- and z-directions were
installed. Although not used at this stage, these coils could potentially be employed
to generate rf pulses that tip the magnetization in 90◦ or 180◦ which would relax the
constraint of a polarization field perpendicular to the main field. A picture of the
setup is shown in figure 4.2. It was operated inside a custom-designed magnetically
shielded room, the ZUSE chamber, which is based on the commercially available AK3b
(Vacuumschmelze GmbH & Co. KG, Hanau, Germany). This room consists of two
layers of MUMETAL®, one eddy current shield, and it is situated inside a rf-shielded
room made of 2 mm thick zinc-plated steel panels. Outside the magnetic shield, sev-
eral power amplifiers and current sources drove the MRI coils. Switching circuits were
installed that decouple the amplifiers from the coils during readout. In-house-built
low-noise current sources operated the main field and the frequency gradient which are
active during readout.

The sensor system comprised a one-channel 1st-order axial gradiometer, inductively
coupled to a current-sensor SQUID. The lHe dewar holding the sensor was modified for
low noise performance and from then on called "low-intrinsic-noise dewar (LINOD)".
Therefore, mylar foil, commonly used as a radiation heat shield, was replaced by alu-
minum vaporized polyester, resulting in reduced thermal noise. The white noise level
of the sensor system was reported at approximately 0.5 fT Hz-1/2.

Coil setup and data acquisition were controlled via a PXI™ (National Instru-
ments™ (NI™), Austin, Texas, USA). A multi-input/output card (NI™ 6289), an
RS 232 connector (NI™ 8432/2), and an analogue-output module (NI™ 6733) was
used to control the various hardware components. A dynamic-signal-acquisition card
(NI™ 4462) allowed simultaneous sampling of four channels with 24-bit resolution and
a maximum sampling rate of 204.8 ksps. A counter module (NI™ 6602) was employed
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Figure 4.2: ULF-MRI setup, designed by Ingo Hilschenz, that served as basis for this
work. The picture was extracted from [95].

for the timings, and a multi-system-extension interface (NI™ MXI-4) was used to con-
nect the PXI™ chassis to a control computer outside the rf room via an optical link.
LabVIEW™-based control software was developed to initiate pulse sequences.

Körber et al. [113] and Höfner et al. [133, Chapter 6] used the setup with modi-
fications in the polarization setup for phantom studies on NCI. Later, a self-shielded
Helmholz-type pre-polarization coil, similar to [91], was designed by Jaakko O. Niem-
inen. This coil enables the generation of nearly homogeneous polarizing fields in the
x-direction while reducing the magnetization of the MUMETAL® walls and thereby
additional transient fields to a minimum. As the polarization is now in parallel to the
main field, a subsequent spin flip is required to record FPDs.

The described developments formed a basis for the ULF-MRI scanner that was
optimized for zCDI. Therefore, the system needed to be upgraded for 3D-imaging
and equipped with additional coils and switches to realize different orientations of
the magnetization and the zero-field period. The hardware components were chosen
based on the requirements for each specific section of the zCDI sequence. A detailed
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description is given in section 4.2. The zCDI sequence was implemented in the existing
LabVIEW™ framework by Hilschenz. Furthermore, the sensor was modified for ultra-
low-noise operation, as described in section 4.3. A validation using phantoms is given
in chapter 5.

4.2 The coil setup for zCDI

This section describes the hardware chosen to realize zCDI. Please refer to figure 3.4
for a sequence diagram.

4.2.1 Stage 1: The polarization period

The most substantial requirement regarding the polarization field is the generation of a
strong magnetization. However, the zero-field period in zCDI poses unique restrictions
to the polarization setup. Transient room responses, as present after BP-turn-off, will
superimpose BJ and have to be treated as part of the background field BB. BJ and
BB both contribute to the phase φ accumulated during the zero-field time τ . To avoid
phase wrapping (−π < φ < π), the length of τ needs to be chosen carefully. At the
same time, a large phase accumulation due to BJ is required, thus BB should be on
the order of BJ or smaller. Consequently, a self-shielded polarization setup is desired,
reducing magnetization and eddy currents in the shielded walls.

The self-shielded coil designed by Nieminen is well suited for this purpose, albeit
it possesses several limitations. The overall wire length of the Helmholtz-type coil,
including the shield, is long compared to a non-shielded design, resulting in relatively
high resistance of approximately 7.5 Ω at 293 K. Furthermore, the compact design
with many windings limits the heat dissipation to the surrounding air-conditioned
environment. An increased resistance that is proportional to the temperature rise (at
least up to temperatures of ≈ 470 K) is the consequence, which can be estimated by
a linear approximation taking into account the temperature coefficient of pure copper
α = 3.93−3 K−1 at 293 K [134]:

R(T ) = RT0 [1 + α(T − T0)]. (4.1)

The high resistance demands for a power reserve of the amplifier driving the coil. The
available amplifier, HERO®POWER PA2032A (Rohrer® GmbH, Munich, Germany),
enables the application of 4.5 kW; either 30 A and 150 V or 60 A and 75 V. Figure 4.3
illustrates the estimated coil resistance in a range between 293 K and 393 K and the
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Figure 4.3: Estimated change of resistance with temperature T in self-shielded polari-
zation coil (blue – left y-axis) and corresponding polarization current at 150 V (red –
right y-axis).

corresponding current at 150 V. Exemplary for a current of 17 A, the increase in
temperature must be limited to a maximum of 45 K. A sufficient duty cycle and
possibly longer measurement breaks need to be planned accordingly. In measurements,
monitoring the amplifier output voltage, it was determined that a current of 17 A at a
polarization time of 0.5 s requires a duty cycle ≈ 1/3 and a longer break after approxi-
mately 1600 polarization runs. Please note, the zCDI sequence accompanied by a
structural image with 30× 30 k-steps requires 30× 30× 7 = 6300 runs.

Balancing the benefits and limitations, I decided to use the self-shielded coil for a
demonstration of zCDI in phantoms. Subsequently, the need for a possible modification
of the setup towards in-vivo measurements could be assessed based on the conducted
measurements and simulations.

During readout, the power amplifier needs to be decoupled from the polarization coil
to eliminate noise interference. Figure 4.4 visualizes the utilized decoupling scheme,
which is based on a development by Hilschenz [95]. The circuit is controlled by the
PXI™ system via five digital inputs using transistor-transistor logic (TTL). To initiate
the polarization, the amplifier is set to current mode via TTL 1 and TTL 2. After the
polarization period, the switches S1–S3 disconnect the coil from the amplifier. Simul-
taneously, the switches S4 and S5 set one side of the coil and intermediate elements
in the circuit to ground potential. Additionally, the power amplifier is switched to a
voltage-source mode via TTL 3. Modifications to the setup include the transient volt-
age suppression (TVS) diodes Ds and the resistor R, which set a defined turn-off slope
for the coil current. As explained in the next section, the slope, combined with defined
guiding fields, is key to the adiabatic field change intended to manipulate the orienta-
tion of the magnetization prior to the zero-field period. For a detailed visualization of
the timing in the zCDI sequence, please see figure A.5 in the appendix.
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Figure 4.4: Decoupling Scheme for polarization setup. The switches S1–S3 disconnect
the coil from the power amplifier, while S4 and S5 set the coil and intermediate circuits
to ground potential. S6 activates the parallel resistor R, that sets a defined waveform for
the turn-off of the polarization current. The circuit is controlled by the PXI™ system
via the digital control signals TTL 1–5.

The switches S1–S6, and all further switching circuits presented in this thesis, repre-
sent bipolar potential-free solid state relays based on either metal oxide semiconductor
field effect transistors (MOSFETs) or insulated gate bipolar transistors (IGBTs), as
explained in appendix A.1. They feature electrical isolation from the signal input
ensuring a low-noise operation of the circuit.

4.2.2 Stage 2: Manipulating the orientation of the magneti-
zation

The polarizing field is turned off adiabatically into defined guiding fields Bg to ac-
complish the different magnetization orientations. In section 3.3, it was shown that an
adiabatic field switch can be achieved using a 30 mT polarization field and a 30 µT
perpendicular guiding field within 15 ms. In this setup, the polarization setup can
only generate 17 A polarization current, yielding approximately 17 mT polarization
field. The guiding field strength can be lowered due to the reduced current, possibly
decreasing transient room responses due to guiding-field switching.

Figure 4.5 illustrates the adiabatic turn-off of a 17 mT polarizing field in the x-
direction into a 20 µT Bg in the y-direction. The slope of BP is shown in figure 4.5(a)
on a logarithmic scale. It was generated using a hardware-realistic calculation, simu-
lating a parallel network of ohmic resistors and TVS diodes. The corresponding circuit
is sketched in figure 4.4. At TTL-level input, the switches S1–S3 decouple the polar-
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Figure 4.5: Simulation of magnetization reorientation via adiabatic turn-off during tM.
a) shows the time dependence of the simulated turn-off of a 17 mT polarizing field in the
x-direction and a 20 µT guiding field in the y-direction. b) displays the time dependence
of the simulated evolution of the magnetization (left y-axis). The alignment between M

and the guiding field is displayed in red (right y-axis).

ization coil from the power amplifier. The resulting induction voltage U in the coil is
limited by the TVS diodes Ds to the breakthrough voltage UDs causing the current in
the coil to discharge, following a linear regime:

dIP
dt

=
−UDs

LP
. (4.2)

Here, LP is the inductance of the polarization coil, and IP the polarization current.
Once the current falls to a value at which the resulting voltage across R would be
below UDs,

U(t) =

(
IP(0) + t

dIP
dt

)
R < UDs, (4.3)

Ds become highly-resistive, and the energy is dissipated only via the ohmic resistor R.
This causes an exponential decay with the time constant LP/R. The current discharge
IP(t) can finally be estimated by

IP(0) + t
dIP
dt

, when IP(t)R > UDs, and

−UDs

R
exp

(
− tR
LP

)
, when IP(t)R < UDs.

(4.4)

After the coil is fully discharged, the closed circuit is disconnected via S6 (compare
figure 4.4) preventing noise interference.

The values LP = 173 mH, R = 270 Ω, and UDs = 1090 V yield the waveform
shown in figure 4.5(a) and were implemented in the hardware. The simulated spin
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Figure 4.6: The influence of transients generated by the guiding fields on spin dynamics
during τ = 70 ms. a) shows a fluxgate measurement of the transient magnetic field
in the y-direction after turn-off of Bgey and approximation by combination of several
exponential decays. b) displays the simulated evolution of magnetization during the
zero-field encoding period for BJex (light blue), and BJex plus the transient field in ey

(red). The time scale is given by bold dots in 4-ms steps. The angles ρ and α represent
the evolution of magnetization due to BJ and the error angle due to the transient field,
respectively. Please note the x-axis is blown up by three orders of magnitude.

dynamics corresponding to the field change are given in 4.5(b). They show that a Bg of
approximately 20 µT is sufficient for spin reorientation within 15 ms and an alignment
error of approximately 0.5◦. Unlike in figure 3.3, this simulation incorporates relaxation
T1 = T2 = 100 ms, hence visualizes a realistic evolution of the magnetization.

Enlarging the guiding fields would reduce the alignment error. However, they could
induce magnetization and eddy currents in the MUMETAL® walls yielding transient
decays after turn-off parallel to Bg. Therefore, setting the strength of Bg is a compro-
mise between an alignment error of the starting magnetization and influences of the
transient fields on spin dynamics during τ . Using a three-axis fluxgate with a 3 dB
bandwidth of 3 kHz (Mag-03MS, Bartington), the transient fields during τ after ramp-
ing downBgey were recorded as shown in figure 4.6 (a). A fast decay due to the current
ramp down in the coil within 1 ms and the slower MUMETAL® response decreasing
from about 90 nT down to less than 1 nT in 15 ms were observed. An approximation
of the field transient by several combined exponential decays was used to simulate the
influence on the evolution of the magnetization in the presence of a perpendicular BJ

varying between 1 and 50 nT. An illustration for the case of BJ = 10 nT is given in
figure 4.6 (b). The transient in parallel to the starting magnetization influences spin
dynamics only slightly, yielding an error angle smaller than 0.13 %. For reasons of
illustration, these simulations were performed ignoring relaxation.
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4.2. The coil setup for zCDI

Table 4.1: Parameters of the guiding-field coils

Windings B/I
Dimension d per coil arm Resistance Inductance in center

Coil (mm) (mm) [layers, rows] (Ω) (mH) (µT/A)

Bg,x 947 (∅) 472 [1, 3] 0.6 0.07 5.7
Bg,y 670× 484 640 [1, 3] 0.4 0.04 4.2
Bg,z 1047 (∅) 522 [1, 3] 0.9 0.08 5.3

∅ – diameter; d – distance between coil arms;
B/I – field-to-current ratio

The reconstruction of all three components of a magnetic field using zCDI requires
three different measurements with starting magnetizations in ex, ey, and ez, respec-
tively. Theoretically, perfect alignment in the three directions is required. Misalign-
ment will result in systematic reconstruction uncertainty, where the relative error de-
pends on the total rotation angle due to B during τ . In reality, the systematic mis-
alignment will cause an error field, which will be assigned to the background field,
thereby compensated by background field subtraction. Nevertheless, the misalignment
should be minimal, to prevent phase wrapping and ensure stable reconstruction.

The Helmholtz coils in the coil setup from Hilschenz, oriented in the x-, y-, and z-
direction, could be exploited to generate guiding fields for the manipulation of the spin
orientation using adiabatic turn off of BP. The field orientations and strengths were
evaluated in measurements using a 3-axis fluxgate to detect a possible misalignment.
The methodology and the results are explained in detail in appendix A.2. Including
measurement uncertainty, the total sum of error angles in the system comprising Bgex,
Bgey, and Bgez was estimated to be below 0.9◦, corresponding to an error field of
0.59 nT. Hence, the coil system by Hilschenz fulfills the orthogonality requirements
for zCDI using adiabatic turn-off for manipulating the magnetization orientation. The
reconstruction uncertainty due to the orthogonality error of the coil system is well
below 1 nT and poses no risk for phase wrapping.

However, the reliable operation of the coil setup required some practical modifica-
tions. To yield sufficiently fast switching times for the guiding fields Bgex, Bgey, and
Bgez, the coil inductances and resistances were lowered as listed in table 4.1 (compare
table A.1 for the original parameters). The number of windings in each coil was re-
duced to three. In addition, the size of the y-coil required modification, as transient
room responses of several tens of nT superimposed the zero-field time after the turn-
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4. Development of the ULF-MRI setup for zCDI

Figure 4.7: Switching circuit to discriminate between two different loads (Y-Switch)

off of Bgey. The coil was replaced by a quadratic 3-turn coil arrangement, yielding a
sufficiently low chamber response, which is illustrated in figure 4.6. The same CNC-
manufactured coil arms were utilized, which is why the orthogonality was not inspected
again.

Since the guiding fields in ex, ey, and ez are operated sequentially and only during
the time of the BP turn-off, they can be driven by one power amplifier, which can also
be shared with one of the phase-gradient coils. For this purpose, the precision power
amplifier Hubert® A1110-16 (Dr. Hubert GmbH, Bochum, Germany) is employed. My
colleagues Nora Höfner and René Bösel developed a decoupling scheme that allows
one to choose between two different loads on a millisecond time-scale. An internal
logic based on a processing unit was realized that ensures sequential activation of both
outputs.

For the zCDI sequence, four coils shall be driven by one power amplifier. Therefore,
the decoupler was expanded by two additional Y-switches (see figure 4.7) that enable
choosing between two different loads, respectively, on TTL-level input. Four bipolar
relays (compare figure A.1) connect or disconnect both ends of the coils. In principle,
this operation could have been realized by two relays, but disconnecting both ends of
the coils prevents potential disturbances. TVS diodes in parallel to the coils ensure
fast discharge of the coil currents and protect the circuit from high induction-voltage
peaks.

The entire switching circuit, including the logic for the TTL input, is sketched in
figure 4.8. Here, the switches S1–S10 decouple the coils and require two TTL inputs
ensuring sequential activation. The Y-switches Y1–2 can be controlled with one TTL
level to discriminate between two outputs, respectively. Two of the guiding-field coils
are not set to ground potential, when inactive. As this is usually avoided to prevent
floating potentials, it also means lower complexity of the circuit, which already consists
of 36 power MOSFETs in total. Since all coils but the Gy-coil can be activated well
before piloting the power amplifier, switching under load is not required and switching
times are not critical.
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4.2. The coil setup for zCDI

Figure 4.8: Circuitry and decoupling scheme for the guiding fields and one phase gra-
dient. The switches S1–S10 decouple the coils and discriminate between phase gradient
or guiding fields. An internal TTL-logic (upper right) ensures sequential activation. The
Y-switches Y1–2 discriminate between the three guiding-field coils.

4.2.3 Stage 3: The zero-field period

After the magnetization is oriented in ex, ey, or ez, all MRI fields are turned off and the
spins evolve in BB+BJ, or just in BB. The polarization coil is fully discharged during
the adiabatic turn-off and the guiding fields can be quickly turned off and decoupled, as
presented in the previous section. The B0-field and the frequency gradient, however,
need to be switched off as well. During a conventional ULF-MRI sequence, these fields
are persistently active, allowing the use of low noise current sources. These usually
exhibit heavily filtered output stages, limiting bandwidth and slew-rate. The resulting
response times make fast switching impracticable.

Two in-house-built current sources, are available for the main field and the frequency
gradient, respectively. The feedback circuits of the current sources, in combination with
the coils, have a 3 dB small-signal bandwidth of approximately 10 kHz. The current
noise was measured to be approximately 360 pA Hz-1/2. Fast switching is pursued via
dummy circuits, mimicking the coils’ ohmic resistances. Here, the current is switched
between coil and dummy load. Figure 4.9 illustrates the dummy circuit connected to
the frequency gradient. During the zero-field time, a TTL-voltage level switches S1–
S4, where S1–S3 redirect the current between coil and dummy and S4 fixes the coil
potential to ground. The dummy load is carefully chosen to match the nominal ohmic
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Figure 4.9: Circuitry for fast switching of low-noise currents. S1–S3 switch the current
between the coil and a dummy load RD that can be tuned precisely via potentiometer.
During active dummy load, the coil is simultaneously grounded via S4. All switches
are controlled via TTL-level. S5–S8 represent the field switching circuit by Hilschenz
(compare figure 4.1) that reverts the polarity of the current in the coil.

resistance of the coil, ensuring the current sources level out quickly when switching
between the loads. The TVS diode DS protects the circuit from voltage peaks due to
induction voltages. S5–S8 represent the circuit designed by Hilschenz (compare figure
4.1) that reverts the current in the frequency gradient coil, to generate a gradient echo.
This circuit was included in the new setup without modification.

Figure 4.10 shows time courses of measured currents in theB0-coil and the frequency-
gradient coil, as applied in the zCDI sequence. The currents are turned off well before
the zero-field time τ , before the BP ramp-down starts. After τ , the currents are redi-
rected to the coils and stay constant during the phase encoding (tG). Subsequently, to
initiate the echo time tE, the current in the frequency-gradient coil is inverted. The
inset to figure 4.10 shows that recovery times of the current range well below 1 ms. The
stability of the current in the B0-coil during readout was determined to about 10 ppm
within one sequence run, and to approximately 80 ppm over entire measurements of
several hours.

The B0-coil and the frequency-gradient coil were equipped with a similar switching
circuit. In principle, both, B0 and Gx could be reversed to generate echo signals. This
would be beneficial as inhomogeneity in both fields would be compensated. However,
reverting the B0-field also causes larger transient room responses in the center of the
MRI setup, as symmetry effects cannot be exploited. Therefore, for the zCDI sequence,
an inversion of the B0-field was not pursued.
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4.2. The coil setup for zCDI

Figure 4.10: Step response of current in B0-coil and frequency-gradient coil during
the zCDI sequence (starting at the end of the polarization period). The inset shows a
zoom-in at around 118 ms.

4.2.4 Stage 4: The gradient time

After the zero-field time, spatial encoding is initiated during tG by activating the
B0-field, the frequency gradient Gx (dBx/dx), and the phase-encoding gradients Gy

(dBx/dy) and Gz (dBx/dz). The operation of the B0-coil and the frequency gradient
is performed via the switching circuit illustrated in figure 4.9. The switch-on times,
presented in figure 4.10, are sufficiently fast.

Commercial power amplifiers switch the currents in the phase-gradient coils. It
has been shown in the previous section, that the Gy-gradient coil is operated via the
switching network illustrated in figure 4.8, which also decouples the coil during readout
in the subsequent echo time tE. TheGz-gradient is operated simultaneously. Therefore,
a separate power amplifier and a corresponding decoupling scheme are required. For
this purpose, an AE TECHRON® (Elkhart, Indiana, USA) Model 7548 is employed.
This precision amplifier features a stand-by mode which is automatically activated
during read-out, effectively preventing noise interference.

4.2.5 Stage 5: The echo time

The echo time tE is initiated by a current inversion in the frequency-gradient coil.
Therefore, the circuit sketched in figure 4.9 is utilized. Additionally, the SQUID sensor
is set to FLL mode, enabling to read the echo signal. The timing can be reviewed in
figure A.5, where the digital signals TTL 15 and TTL 16 reset the SQUID-current-
limiter and set the SQUID-feedback-loop to FLL, respectively.
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4.3 The sensor system for zCDI

4.3.1 Description of the sensor system

The sensor system consists of a single-channel SQUID sensor, inductively coupled to a
wire-wound pick-up loop. It comprises a low-noise, single-stage current-sensor SQUID
with additional positive feedback [120, 135]. On-chip within the input circuit, a current
limiter consisting of 16 hysteretic SQUIDs is implemented (compare figure 2.13). The
SQUID is housed inside a niobium capsule to shield it from the MRI fields [100].

As mentioned before, the SNR is most crucial regarding the successful realization of
CDI. Several steps were taken to achieve an outstanding sensitivity of the sensor setup.
The lHe dewar, holding the SQUID sensor, was modified to exhibit negligible thermal
noise which is described in the next section 4.3.2. Furthermore, the pick-up loop design
comprises a 2nd-order axial gradiometer. It was optimized for cortical magnetization
sources and minimal mutual inductance to the MRI coils as explained in the subsequent
section 4.3.3.

4.3.2 The low-noise liquid helium dewar

The SQUID probe is operated inside a custom-built ultra-low-noise fiberglass dewar.
The lHe vessel holds 6.5 l and is surrounded by a vacuum space containing insulation
material. A radiation shield comprising several layers of aluminized mylar foil, the
so-called superinsulation, and two heat exchangers made of copper mesh are inserted.
The distance between the lower loop of the gradiometer and the outside of the flat
bottom dewar was measured to be 12.9 mm at 4.2 K, as explained in appendix A.3.

As both, the radiation shield and the heat exchanger, are electrically conductive,
they are subject to thermal agitation of charge carriers resulting in Nyquist-Johnson
noise. In the proximity of the pick-up loop equivalent magnetic field noise couples to
the sensor and decreases the overall noise performance.

Thermal noise increases with the radius of the conducting paths. Therefore, an often
applied practice to reduce cryostat noise is to break metalized radiation shields into
small electrically isolated areas, e.g., by manual wrinkling. Seton et al. [136] intro-
duced an ultra-low-noise cryostat making use of aluminized polyester for the radiation
shield near the sensor. Using a commercialized process, they report metalized areas
approximately two-to-three orders of magnitude smaller than achievable with wrinkled
aluminized foil. Besides, they used aluminum oxide (Al2O3), instead of copper, for the
heat exchanger material near the sensor. At 77 K, Al2O3 has a thermal conductiv-
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Figure 4.11: Remodeling of the low-intrinsic-noise dewar (LINOD). The final version
(LINOD2) comprised aluminized polyester and stripes of Al2O3 in the proximity of the
sensor loop, ensuring negligible thermal noise.

ity slightly lower than pure copper, but exhibits negligible electric conductivity. The
design proved to be successful for a tuned system operated at 414 kHz.

In a first attempt by former colleagues, aluminized polyester was partly used as
superinsulation in the finger- and the cone-section of the dewar (compare figure 4.11).
This improved the sensitivity of the system to the sub-femtotesla level. However, the
heat exchangers, made from copper mesh, were left untouched, leaving an equivalent
field noise of 0.5 fT Hz1/2 for a 45-mm diameter pick-up loop. [137]

In a second upgrade, we replaced the copper mesh in the finger- and cone-section
with commercially available strips and plates of Al2O3 (LCP GmbH, Hermsdorf, Ger-
many), as proposed by Seton et al. [136]. The separate plates were connected via
strips of copper mesh, glued with GE Varnish to ensure good thermal contact. The
remaining parts comprised the original assembly with structured aluminized mylar foil
and copper mesh. Figure 4.11 sketches a cut through the dewar, showing the helium
vessel and the surrounding vacuum space, including the different layers of heat shields.
On the right, the photograph shows the inner heat exchanger made of copper-mesh in
the neck- and belly-section, and the connection to the Al2O3 stripes in the cone- and
finger-section. With the SQUID system installed, the dewar’s hold-time is about four
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Figure 4.12: Noise performance of a 45-mm-diameter magnetometer in the LINOD2
dewar in the magnetically shielded room BMSR2. The three curves show the total
noise density SB,m, noise density with amplifier contribution SB,amp subtracted, and the
intrinsic SQUID-noise-density SB,i.

days, which is equal to before the modification. The average boil-off rate in the first
3.5 days is 1.45 l per day measured with a vibrating-membrane dip stick.

The improved noise performance was verified by field-noise measurements in the
center of the Berlin magnetically shielded Room 2 (BMSR2), a magnetically extremely
well-shielded environment comprising seven layers of MUMETAL®, one electrically
conductive eddy current shield, and all enclosed in a large rf room [138]. Figure 4.12
visualizes the result. A white-noise-level of approximately 150 aT Hz-1/2 was measured
using a 45 mm magnetometer pick-up loop. The subtraction of the noise component
of the room-temperature SQUID electronics shows that the intrinsic SQUID noise
is reached, proving there are negligible noise contributions from the dewar material.
Between 20 Hz and 20 kHz, the noise density shows a 1/f behavior. By comparison
to a gradiometer-pick-up-loop, it could be shown that this results from a far-field
noise source. In FEM simulations, employing the fluctuation-dissipation theorem, my
colleague Jan-Hendrik Storm could show that this noise source originates in thermal
noise in the conducting walls of the shielded room. For more information on the
simulations and the utilized SQUID sensors, I refer the reader to [71].

4.3.3 The receiver coil

The receiver coil is one of the main components determining the sensitivity of the
ULF-MRI setup. The design has to enable a good coupling to cortical magnetization
sources while ensuring ultra-low-noise performance. Therefore, several design para-
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meters must be considered, such as diameter, mutual inductance to the MRI coils, and
self-inductance. Hence, figure of merit should be the SNR.

The signal strength is given by the amount of flux picked up by the receiver coil. For
a given source depth d, the optimum diameter of the pick-up loop is 2

√
2d, according to

Storm et al. [100]. However, the loop diameter also determines the amount of picked-
up extrinsic noise and indirectly affects sensor noise. For instance, in the presence
of thermal noise in the Dewar material, Körber [121] derives substantially different
optimum pick-up-loop diameters. The field noise S1/2

B,i , equivalent to SQUID intrinsic
flux noise SΦ,i

1/2, is given by

S
1/2
B,i =

S
1/2
Φ,i Ltot

2MiAS
, (4.5)

where AS is the effective pick-up-loop area, Ltot is the total inductance of the input
circuit comprising the pick-up-loop inductance LS and the SQUID inductance Li, and
Mi is the mutual inductance between the input coil and the SQUID. It becomes evident,
that increasing AS reduces S1/2

B,i . For the case of circular, single-turn loops and perfect
matching (Li = LS), S1/2

B ∝ 2a−3/2, where a is the pick-up-loop radius. If the pick-up
loop comprises an axial gradiometer, Ltot is increased in comparison to a magnetometer
design with equal radius. The effective area on the other hand is mostly determined
by the lowest loop, most sensitive to the desired magnetization sources below the
sensor. According to equation (4.5), this results in a higher equivalent field noise for
the gradiometric pick-up loop design.

Another parameter influencing SNR is extrinsic noise due to the MRI fields. One
of the key features for ultra-low-noise performance of our setup is minimal mutual in-
ductance between sensor loop and MRI coils, ensuring low equivalent magnetic noise
due to the current noise from the current sources, measured at 360 pA Hz-1/2. This
concerns the main-field coil and the frequency gradient Gx, as these are active during
readout and cannot be decoupled. An axial sensor loop oriented in ez ensures negligi-
ble mutual inductance to the main-field coil B0ex. The frequency gradient dBx/dx,
however, exhibits concomitant terms dBy/dy and dBz/dz, where the latter couples
directly to the pick-up loop. A 2nd-order gradiometer can be used to compensate the
flux due to Gx picked up by the lowest loop. Such a pick-up loop was developed by my
colleagues Rainer Körber and Jan-Hendrik Storm for the purpose of NCI. It comprises
a 2nd-order axial gradiometer with 45 mm diameter and 125 mm overall baseline. The
diameter was optimized for source depths corresponding to the cortex [121] while re-
ducing mutual inductance to the MRI fields, mainly the frequency gradient Gx. In the
following, I will briefly explain the reasoning for the gradiometric design and show that
the sensor arrangement is also suitable for CDI.
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Figure 4.13: z-component of the field generated by 1 A in the frequency-gradient coil
at the sensor position.

Figure 4.13 visualizes the z-component of the field generated by 1 A in the Gx-coil at
the sensor position. Numerical integration of the flux over the pick-up loop area reveals
that the coupling between Gx-coil and sensor is attenuated by approximately 97%
by the gradiometer, compared to a magnetometer in a similar arrangement. Taking
into account the current noise of 360 pA Hz−1/2, originating in the current source
driving the Gx-coil, the equivalent field noise picked-up by the sensor is approximately
60 aT Hz−1/2, compared to approximately 2 fT Hz−1/2 for the magnetometer.

However, the intrinsic equivalent field noise of a gradiometer is higher, compared
to a magnetometer, due to the increased total inductance. Figure 4.14 shows that we
reached a white noise level above 1 kHz of approximately 350 aT Hz−1/2 with the 2nd

order gradiometer in LINOD2, with the MRI fields in operation. The noise level with
the MRI coils disconnected is also shown and appears similar in the frequency range
above 100 Hz. The data were taken in the ZUSE chamber, the magnetically shielded
room consisting of two layers of MUMETAL® and one eddy current shield. Since the
coil setup is installed in this room, all ULF-MRI experiments shown in this thesis were
performed here.

For SNR comparison, the coupling should be taken into account as well. The gra-
diometer attenuates the signal from a dipolar magnetization source depending on the
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Figure 4.14: Noise performance of the 2nd-order gradiometer in the LINOD2 dewar
and inside the ZUSE chamber.

baseline. In the NCI experiment, my colleagues aimed for cortical sources at approx-
imately 30 mm depth. Considering the warm-cold distance of LINOD2, the overall
distance to the lowest loop of the pick-up coil amounts 47.9 mm. Here, the coupling
of a magnetization vector centrally below the pick-up coil is approximately 20% lower
for the 2nd-order gradiometer, compared to a magnetometer setup. Increasing the gra-
diometer baseline would increase the coupling. However, due to geometrical constraint
of LINOD2 this is not possible.

Figure 4.15 visualizes the sensor coupling in a cross-sectional plot for sources starting
directly below the dewar bottom (z=0.035) down to depths of 35 mm (z=0) and over an
area xy of (150×150) mm2. The values resemble the magnetic field per unit current in
the receiver coil, as required by reciprocity (see section 2.2.4). The highest sensitivity
is found centrally and directly below the dewar, both for the 2nd-order gradiometer
(panel a) and the magnetometer (panel b). Panel c) displays the ratio between the
two, showing that the gradiometer sensitivity decreases slightly stronger with depth.
Both, magnetometer and gradiometer exhibit two directions of very low sensitivity,
diagonally oriented in the xz-plane. As the magnetization vectors rotate about B0ex,
the sensor is only sensitive to y- and z-components which results in distinct blind angles
in the xz-plane. In the case of the gradiometer, the blind angles are closer to the center.

In conclusion, the increase in SNR due to reduced mutual inductance to the Gx-coil,
and the decrease in SNR due to a reduced coupling to magnetization vectors, should
be balanced. For a representative voxel at [0,0,0] (x,y,z), this combines to a 4.6-fold
SNR in case of the 2nd-order gradiometer.
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Figure 4.15: Coupling field for a 2nd-order gradiometer with overall baseline of 125 mm
and 45 mm loop diameter (a), magnetometer with the same diameter (b), and the ratio
between the two (c).

4.4 The final assembly of the ULF-MRI setup for
zCDI

Figure 4.16 illustrates the final assembly of the ULF-MRI setup used for zCDI. Three
different coil pairs form the polarization setup, where the inner pair creates the mag-
netization. Directly attached, a shielding pair with a larger diameter canceling the
magnetic moments of the inner pair is realized. This self-shielded coil was designed by
Nieminen (compare section 4.1). The outer pair was added, as in the original setup a
fast BP turn-off caused large induction voltage peaks in the collinearly arranged B0-
coil. The voltage peaks hampered the control of the constant current in the B0-coil
due to the high response time of the low-noise current source. The outer coil pair
effectively reduces mutual inductance between the polarization setup and the B0-coil.

The guiding fields are realized by three Helmholtz-type coils oriented in x-, y-, and
z-direction. Please note, the Bg,x-coil is not visible in the figure, as it shares the same
geometry with the B0-coil. As mentioned before, the large y-coil in the system of
Hilschenz had to be replaced by a smaller quadratic-shaped coil, to reduce transient
responses from the walls of the shielded room. Originally, the inner door cover of the
shielded room was made of a thin aluminum panel resulting in eddy-current transients
after switching the y-coil. After removal of the door cover, I did not revert back to
the larger coil arrangement since the quadratic Bg,y-coil proved sufficient, as will be
shown in chapter 5.

The B0-coil for the main field and the gradient coils were adopted without modifi-
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Figure 4.16: Illustration of the coil setup for zCDI in an overview including the lHe
dewar (a), in a topview (b), and the two sideviews xz (c), and yz (d).

cations from the setup designed by Hilschenz. All coils were connected to the previ-
ously described current sources and power amplifiers via the introduced switches and
decouplers. The zCDI sequence was implemented in the LabVIEW™ framework by
Hilschenz, using the existing PXI™ setup for timings and data acquisition. A diagram
of the timings is given in figure A.5.

4.5 Chapter summary and discussion

The existing PTB-ULF-MRI setup was evaluated and updated for zCDI. The coil sys-
tem comprises a Helmholtz-type self-shielded polarization coil enabling BP pulses of
about 17 mT. Compared to other ULF-MRI studies, the achievable polarization is low.
Fields around 100 mT have been reached using water-cooled [88] or liquid-nitrogen-
cooled [89] coil arrangements. However, these setups have lower homogeneity and
expectedly higher transient room responses after pulsing, possibly causing severe prob-
lems for the defined manipulation of the magnetization and the zero-field requirements
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in zCDI. Besides, both systems described in [88] and [89] operated at Larmor frequen-
cies > 5 kHz, due to excess low-frequency noise after pulsing. Although expecting that
the SNR requirements for in-vivo zCDI cannot be met using the existing self-shielded
coil arrangement, this setup is employed for a proof of principle using phantoms (chap-
ter 5). The results will point to a necessary improvement in SNR and thereby facilitate
the design of a polarization setup sufficient for in-vivo zCDI.

Guiding-field coils were installed that tip the magnetization to ex, ey, or ez during
an adiabatic turn-off of BP. The orthogonality, switching times, and effects of transient
room responses were evaluated in fluxgate measurements and simulations. Error angles
are expected below 0.9◦, corresponding to magnetic-field errors below 0.6 nT. The
misalignment errors are systematic, which is why their effects on BJ-reconstruction
are canceled in the background-field subtraction.

The zero-field time was realized by dummy circuits that bypass the current in the
B0-coil and the frequency-gradient coil. Turn-off and recovery times well below 1 ms
could be achieved. A field switch enables inversion of the frequency gradient and
thereby generation of gradient echoes. Besides, spatial encoding is realized by means
of phase-gradient pulses.

The sensor system comprises a single-channel 2nd-order SQUID gradiometer housed
in a lHe dewar modified for ultra-low-noise operation. With the MRI fields on, noise
levels as low as 350 aT Hz−1/2 were measured in the relevant frequency range around
the Larmor frequency. The performance is approximately 10–20 times better than
commercially available SQUID systems and 2–15 times better than ULF-MRI studies
reported so far [88, 89, 108].

In a magnetometer setting and without operating additional magnetic fields, we
were able to measure noise levels as low as 150 aT Hz−1/2 [71], implying there is still
room for improvement. Therefore, ultra-low-noise current amplifiers, for instance, as
suggested by [131], need to be employed for the MRI fields. As elaborated before, it
needs to be determined if such amplifiers are suitable for gradient-echo sequences.

A natural limit for noise improvement is given by body noise, the thermal agitation
of charge carriers in conductive human body tissue. Using a 1st-order gradiometer in
LINOD2, we were able to give an upper limit for body noise in the human head of
80 aT Hz−1/2 and an expected value of 55 aT Hz−1/2 based on a phenomenological
approach. Recent developments in SQUID design using sub-micron-sized junctions
could lead to sensors that are body-noise-limited in the near future [73, 139, 140, 141].
For more information on the measurement of body noise using SQUIDs, I refer the
reader to [74].
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Chapter 5

Proof of principle

In this chapter, a demonstration of the successful operation of the ULF-MRI setup
for zCDI is presented. At first, the 3D-imaging capabilities are evaluated performing
in-vivo imaging of a human head. 3D-imaging forms the basis for CDI as the recon-
struction of J using Ampère’s law requires complete information on the vector-field
BJ. The obtained images verify that the setup is suitable for spatial encoding of
the MR signal and further allow determination of the image SNR. Subsequently, the
implemented zCDI sequence is validated in phantom measurements.

The methods and results presented in this chapter have partly been previously published

in [72]. Parts of the text and figures are extracted from that publication.

5.1 3D structural imaging

5.1.1 Image parameters

To verify that the ULF-MRI setup is sufficient for spatial encoding of the MR signal, a
structural image was acquired of a human head. The applied sequence resembled the
zCDI sequence with τ = 0 s. The guiding field Bg was always z-directional, creating
transverse magnetization after the polarization. The strength of the polarization field
was 17 mT, and the polarization time 500 ms. The B0-field was set to 38.64 µT,
corresponding to a Larmor frequency of 1645 Hz. The frequency gradient Gx was set to
125 µT/m, and the maximum phase-encoding gradients Gy and Gz to ± 95 µT/m with
a phase-encoding time of 30 ms. 35 k-steps for each y- and z-direction were acquired,
resulting in a voxel volume of (4.1 × 3.9 × 3.9) mm3. The total measurement time
for the 1225 combinations of encoding steps amounted to approximately 40 minutes,
including a duty cycle of one-third for the polarization.
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5.1.2 Data processing

Data handling was entirely performed using MATLAB® (©1994–2020 The MathWorks,
Inc.). The echo signals, converted to magnetic flux density, are superimposed by tran-
sients, low-frequency vibrations, and external low-frequency interferences. Subtraction
of a lower-order polynomial, fitted to the data, yields the mean- and trend-adjusted
echo signal. Figure 5.1 shows the bias removal for an echo signal where no phase gra-
dients were applied during tG. The echo is not perfectly centered at 1/2 tE, which is
probably subject to additional time-varying x-directional background fields.

Besides bias removal, the time-domain data were tapered using a Tukey window
with α = 0.1 (compare figure 2.7) and sorted in a 3D-array, according to the phase
gradients. Now, also the phase-encoding directions were windowed using a Tukey kernel
with α = 0.1 (compare section 2.3.2). Subsequently, the array was transformed into
the image domain applying 3D-Fourier transform. As the frequency-encoded direction
obtains a larger FOV, the transformed array was cut according to the FOV given by the
phase-encoding parameters. Finally, the derived complex voxel values were rearranged,
moving the lowest spatial frequencies to the center.

Images were computed by the magnitude of the complex voxel values. Further, the
complex image SNR was calculated as

SNR =
|u|

SD[e]
, (5.1)

where u represents the complex image values, and e a complex noise estimate taken
from a noise-only region in the image. SD is the standard deviation.

Figure 5.1: Pre-processing of the echo signals. Superimposing transient fields are
removed by subtraction of a polynomial.
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5.1.3 Results

Figures 5.2(a, b) show how the subject is placed in a lateral position in the scanner.
The sensor is located above the temporal lobe. The panels c)–e) give the reconstructed
magnitude images, not corrected for the sensitivity profile of the sensor. Therefore, the
voxel values are weighted by the coupling profile, visualized in figure 4.15(a). Three
different slices are displayed in 5.2, a central yz-slice (c), and two xy-slices at distances
of 18.3 mm (d) and 10.6 mm (e), respectively to the dewar bottom. Note, the dewar
bottom was positioned at z = 30 mm, centrally in the MR-coordinate system, resulting
in a position of the lowest loop of the gradiometer of approximately 42 mm. Signal
above noise level could be observed down to depths of approximately 5 cm below the
dewar bottom, and about ± 8 cm in the x- and y-direction depending on the depth.
Anatomical structures like scalp, skull, and intracranial tissue could be distinguished.
CSF, which should obtain a much longer T2 relaxation time, could not be distinguished
from the other tissue.

Figure 5.3(a) shows the calculated image SNR, corresponding to the slice in fig-
ure 5.2(c). In the scalp, SNR values up to 71 could be observed. Intra-cranially, peak
SNR ranged around 35. Figure 5.3(b) shows the same data as 5.3(a) but scaled ac-
cording to the approximate relaxation during a possible zero-field time τ = 100 ms.

Figure 5.2: Structural image of the human head. Displayed is the positioning of the
subject in a) and b), an MR amplitude image in the central yz-slice in c), and in two
xy-slices in d) and e).
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Figure 5.3: SNR of structural head image (a), corresponding to figure 5.2(c). Panel
b) shows the SNR when the image is scaled according to an additional zero-field time
τ = 100 ms, assuming a T2 relaxation time of 100 ms over all tissue. Pixels with SNR
below five in a) were excluded from the visualization in b) (gray area).

Therefore, the figure represents an estimate of the image SNR during a CDI experi-
ment, with the same image parameters. The scaling factor was calculated using a
relaxation time T2 = 100 ms for all tissue, yielding |u|e−(τ/T2) = |u|e−1 ≈ |u|0.37. Since
noise was also scaled by the operation, voxels with SNR below five in panel a) were
excluded from the illustration.

5.2 Current density imaging on phantoms

5.2.1 Phantom development

For the demonstration of 3D-zCDI, phantoms with different geometries (figure 5.4(a–
c)) were produced using additive manufacturing. Each phantom has supports for flat
electrodes of the dimension (50×70) mm2, which were fabricated from fiber-reinforced
plastic with a 35 µm copper-coating. Figure 5.4(d) shows how the copper coating
was slit in a fish-bone shape, effectively reducing thermal noise within the electrode
material. Thin rubber-insulated copper stripes connect the electrodes to the leads that
were bound to a twisted pair below the phantom. The leads were positioned such that
their emitted magnetic field is lowest in the region below the sensor.

For the experiments, the phantoms were filled with an aqueous solution of CuSO4

(0.079 wt%) tuning the relaxation time T1 = T2 to approximately 100 ms [142], a
value similar to relaxation times of brain matter in the microtesla regime (compare
section 2.4.1). Phantom 1 has the dimensions (140 × 100 × 110) mm3 and contains
a small current pathway with a cross-sectional area of 357 mm2, yielding a nominal
current density of 2.8 A/m2 for 1 mA applied current. During experiments, it appeared

78



5.2. Current density imaging on phantoms

Figure 5.4: Pictures of the phantoms used for the experimental demonstration of zCDI.
Phantoms 1 (a) and 2 (b) possess a current path at the top and at a depth of 30 mm,
respectively. Phantom 3 (c) is a container allowing current flow through the entire
volume. All phantoms have supports for (50× 70) mm2 electrodes (d).

practical not to fill the phantom up to the top. When leaving a one-millimeter gap,
the cross-sectional area amounts approximately 340 mm2, corresponding to a mean
current density of 2.97 A/m2 for 1 mA applied current. Phantom 2 with the same
outer dimensions possesses a similar pathway (cross-sectional area of 315 mm2, nominal
current density 3.2 A/m2 per mA applied current) 30 mm below the surface. Phantom 3
is a container with the dimensions (140× 64× 70) mm3, allowing current flow through
the entire volume (nominal current density 0.22 A/m2 per mA applied current).

A battery-powered, constant-current source was developed to drive the phantom
currents. This source is based on a design by my colleagues Nora Höfner and René
Bösel, which is visualized in figure 5.5. A voltage transformer scales the input voltage
Ue by ≈ 1

19
, before a difference amplifier is used for common-mode rejection. Finally,

an inverting amplifier scales the output voltage such that the output current Ia is given
by:

Ia =
Ue

19R8

(
1 +

R9

R10

)
, (5.2)

yielding approximately Ia = −100 µA Ue

1 V
.

Figure 5.5: Scheme of voltage-to-current converter to drive the phantom current.
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For a demonstration of CDI, this source was modified, in order to obtain currents
in the low milliampere range. Therefore, the circuit was equipped with an optional
resistor ROpt = 5.6 Ω in parallel to R10, tuning the transfer function to obtain

Ia = −1 mA Ue

1 V
.

A monitor resistor RM = 1 kΩ was included in series to the load RL, i.e., the phantom,
to record the applied current with a transfer coefficient of

UM = 1 V Ia
1 mA

.

Furthermore, the input was equipped with a switchable resistor RT that terminates the
input to 0 V during readout, effectively eliminating noise from the voltage input. Due
to the parameter adjustments, the original voltage supply was changed from ± 9 V to
± 18 V. This enables total current strengths up to approximately ± 4 mA, provided
the phantom resistance ranges below 3 kΩ. The current noise of the source, including
the modifications, was measured at 720 pA Hz-1/2.

Figure 5.6: FEM-based J -field simulations of Phantom 1 showing Jx in a) and d), Jy
in b) and e), and Jz in c) and f).
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5.2.2 Field simulations for Phantom 1

The CDI experiments with Phantom 1 were expected to yield the best results, as the
current channel is close to the sensor. To assess the reconstructed field values, J andBJ

were simulated beforehand. Therefore, the phantom was modeled in COMSOL™ Mul-
tiphysics using the nominal dimensions, including the electrode positions. The con-
ductivity ratio between plastic and the conductive solution was set to 1/200,000. The
current flow between the electrodes was realized simulating the electric field due to
fixed potentials at the electrode boundaries using the iterative conjugate gradients
solver and scaling to a total current of 2.5 mA. Approximately 99% of the current was
flowing through the current channel.

The results were exported to a regular 1 mm grid and are displayed in figure 5.6.
Two slices, centrally through the current channel, are shown for Jx (a, d), Jy (b, e),
and Jz (c, f), respectively. In the central cross-section at y = 0, current-flow was solely
y-directional. The amplitude of 6.99 A/m2 matched the approximation based on the
cross-sectional area. The xy-slices d)–f) visualize how the current dispersed towards
both ends of the channel. It shows x-components peaking at the corners of the channel
and weaker, but broader z-components.

Based on the current density, the magnetic field BJ was simulated using the gener-
alized minimal residual method (GMRES). The result is displayed in figure 5.7 for a
2D-vector field corresponding to the cross-section visualized in figure 5.6(a–c). The plot
reveals a rotation of the field around the center of the current channel. Absolute field
values rose towards the boundary of the current channel and peaked at approximately
46 nT.

Figure 5.7: FEM-based BJ-field simulations of Phantom 1 showing a central xz-plane.
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5.2.3 Calibration

As elaborated in section 3.3.3, a calibration measurement is required to compensate for
the unknown phase shifts δ due to the imaging sequence. Therefore, a measurement was
performed using Phantom 3 and a large Helmholtz coil oriented in the y-direction. This
coil was driven by the above presented current source (compare figure 5.5) to create a
15 nT calibration field Bcal during τ . The electrodes were not inserted in the phantom.
The full zCDI sequence was performed, and the calibration field was reconstructed.
Therefore, the complex voxel values, obtained by Fourier transform, were adjusted by
a phase offset pcal, which was varied until the reconstruction B̂cal yielded the correct
calibration field in the y-direction. Especially the y- and z-component of B̂cal appeared
very sensitive to changes in the phase. An additional phase of pcal = 295◦ gave the
best reconstruction for each part of the FOV. Figure 5.8 shows B̂cal using the offset of
295◦ in three voxel lines expanding over areas in the FOV with relatively high signal
strength. A global phase offset was sufficient to image Bcal reliably. Deviations to
the nominal field value were most likely subject to noise and possibly image artifacts.
The experiment was repeated with x-, and z-directional calibration fields (not shown),

Figure 5.8: Reconstruction of a 15 nT y-directional calibration field using a global
phase offset of 295◦. For reasons of illustration, three lines of voxels expanding in the
x-direction (a), the y-direction (b), and the z-direction (c) were extracted from the image.
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yielding the same optimal offset pcal = 295◦. This phase offset was employed as a
calibration phase for each zCDI experiment following in this chapter.

5.2.4 Measurements

zCDI measurements were performed applying 2.5 mA current to Phantom 1 and Phan-
tom 2, resulting in mean current densities in the current paths of 7.4 A/m2 and
7.9 A/m2, respectively. The phantoms were positioned centrally in the MRI-coordinate
system (figure 5.9) such that current-flow was in the negative y-direction in case of
Phantom 1 and in the positive x-direction in case of Phantom 2. The distance from
the top level of the solution to the bottom of the dewar was less then 1 cm, yielding a
distance phantom–gradiometer of approximately 2 cm. Spatial encoding was realized
using 29 k-steps for each y- and z-direction, yielding a voxel size of (4.8×4.8×4.8) mm3

and a field of view FOVy,z = 139 mm. Equal to the in-vivo head image, the Larmor
frequency was adjusted to 1645 Hz. The frequency gradient Gx was set to 121 µT/m
and the maximum phase-encoding gradients Gy and Gz to ± 75.6 µT/m with a phase-
encoding time tG of 30 ms. The current was applied to the phantom in the zero-field
encoding time τ = 70 ms. The polarization field was 17 mT, applied for 500 ms, in-

Figure 5.9: Picture of the phantom position, centrally inside the ULF-MRI setup.
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cluding a 150 ms ramp up. As mentioned before, a full 3D-BJ-reconstruction requires
six runs of the sequence per k-step. Together with a spin-density image using τ = 0 s,
this results in 5887 sequence runs for 29 × 29 k-steps. A necessary duty cycle of one-
third and cool-down periods of at least two hours every 1500 shots resulted in a total
measurement time of approximately nine hours.

For the examination of physiologically realistic current density, 2 mA current was
applied to Phantom 3, resulting in a mean current density of approximately 0.45 A/m2.
The phantom was positioned in the MRI coordinate system to allow current-flow in the
negative x-direction. As the current density was about 20 times lower compared to the
experiments with Phantom 1 and 2, the voxel size was increased to (9.4×9.4×9.4)mm3,
effectively increasing the signal strength. Furthermore, to reach an overall measurement
time that could be executable in vivo, the imaging parameters were adjusted to yield a
FOVy,z = 141 mm. The phantom was positioned with the longer side in the frequency-
encoding direction (x), which obtains a significantly larger FOV, to avoid aliasing
artifacts.

Figure 5.10: Image SNR of zCDI measurements with Phantom 1 (a, b) and Phan-
tom 2 (c, d) on a logarithmic scale. Two slices centrally through the current channels
are displayed for each phantom. The phantom outlines are drawn in white dashed lines.
The white arrows indicate the blind angles, that originate from the system-specific sen-
sitivity profile (compare section 4.3.3). For a sketch showing the phantoms in the MRI
coordinates, see figures 5.12(b) and 5.13(b).
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5.2.5 Results

The SNR of the spin density images of the experiments with Phantom 1 and 2 are
illustrated in figure 5.10 on a logarithmic scale. An estimate for the complex noise
variance was taken from the upper corners of the FOV, which contained solely air and
showed negligible leakage artifacts. The outlines of the phantoms are visible in the
images and drawn into the pictures in white dotted lines. Peak values are found in
the second voxel layer from top and equal for both phantoms. This indicates that the
upper most voxels with signal were only partially filled by the phantom. In the case of
Phantom 1, the current channel was in the region of the highest SNR.

BJ was reconstructed for the entire FOV. Since the reconstruction of J using Am-
pere’s law (equation 2.12) requires the calculation of local gradients, an SNR-threshold
of 5.5 was chosen to exclude voxels with poor signal strength. Thus, local field gra-
dients were calculated in regions with sufficient SNR according to the rules defined in
figure 5.11. Voxels with neighbors below the SNR threshold were taken into account,
as long as one neighbor in each direction appeared above the threshold.

In figure 5.10 (a and b), one can spot two regions with low SNR. They appear
centrally on the y-axis and originate from the sensitivity profile of the sensor in com-
bination with a B0-field in the x-direction (compare figure 4.15). These regions trim
the volume of sufficient SNR in the x-direction, which is visible when comparing the
reconstructions in figures 5.12(c–e) and 5.13(c–e).

BJ-reconstructions of the experiments with Phantom 1 and Phantom 2 are displayed
in the figures 5.12(a) and 5.13(a), respectively. When comparing the two experiments,
please note the different positioning in the MRI coordinate system, as illustrated in
panels (b). Both experiments yielded a rotation of BJ around the center of the current

Figure 5.11: Rules for gradient calculation in demonstration measurements. Voxels
were included if at least one neighbor in each direction was above the SNR threshold
(a, b), otherwise not (c).
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channels. However, the data of Phantom 2 showed larger variance, especially towards
the lower bound of the channel. This is due to the significantly lower SNR in the region
more remote to the sensor.

J -reconstructions are displayed in the panels (c–h), where the gray areas represent
voxels below the SNR threshold. The data are visualized for the same slices as the
previously shown SNR images and separated in Ĵx-, Ĵy-, and Ĵz-components. The

Figure 5.12: Results of 3D-zCDI measurements with Phantom 1. a) shows the recon-
structed BJ in a central xz-slice. Colorbar and arrow lengths were limited to 60 nT. b)
illustrates the a cut-away view of the phantom. The axes show the positioning inside the
MR scanner. Current-density reconstructions are shown in two slices centrally through
the current channel (c–h). The gray areas represent voxels that were excluded from the
reconstruction, due to insufficient SNR. The same data were published in [72] with a
slightly different analysis.
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experiment with Phantom 1 yielded a reconstruction of J in the negative y-direction.
In the center of the current channel, the amplitudes agreed well with the estimated
mean current density of 7.4 A/m2. The reconstructed current inside the current channel
was distinguishable to the outside where reconstructions vary stochastically close to
zero. In the vicinity of the channel boundaries, Ĵ appeared gradually decreasing,
probably due to partial volume effects and leakage from neighboring voxels.

Figure 5.13: Results of 3D-zCDI measurements with Phantom 2. a) shows the recon-
structed BJ in a central yz-slice. Colorbar and arrow lengths were limited to 60 nT. b)
illustrates the a cut-away view of the phantom. The axes show the positioning inside the
MR scanner. Current-density reconstructions are shown in two slices centrally through
the current channel (c–h). The gray areas represent voxels that were excluded from the
reconstruction, due to insufficient SNR. The same data were published in [72] with a
slightly different analysis.

87



5. Proof of principle

Comparing figure 5.12(f–h), to the simulations displayed in figure 5.6(d–f), the focal
Ĵx-components at the corners of the channel are visible, although masked by noise
due to the relatively poor SNR in those regions. In contrast to the simulations, Ĵz-
components in the areas between the current channel and electrodes cannot be ob-
served. This is again due to the poor SNR.

In the experiment with Phantom 2, the current channel was 30 mm farther away
from the sensor. The phantom was positioned such that the current inside the channel
was x-directional. Referring to figure 5.10, one can see that the sensitivity decreases
quickly with rising distance to the sensor. The J -reconstruction images revealed that
the current channel was barely in the region above the defined SNR threshold. The
magnitudes of Ĵ were in agreement with the predicted value of 7.9 A/m2. Similar
to the experiment with Phantom 1, the reconstructed current density was solely x-
directional inside the current channel, and distinguishable to the outside. However, a
larger variation of the current amplitudes is observable, which is due to the reduced
SNR.

Figure 5.14 displays the SNR (a), and the BJ-reconstruction (b) in a yz-slice cen-
trally through Phantom 3. Dotted lines indicate the phantom outline. Initially, the
echo signals were k-space-windowed with a Tukey kernel using a shape parameter
α=0.1, similar to the previous experiments. As this experiment showed much stronger
ringing artifacts, α was enlarged to 0.5. However, ringing is still clearly visible in
5.14(a), which is emphasized by the logarithmic color scaling. In comparison to the
previous experiments, voxel volumes were chosen about 7.5 times higher to gain suffi-
cient SNR for the reconstruction of the significantly lower current density. However,
maximum SNR values, as visible in figure 5.14(a) increased only by a factor 1.8, indi-
cating that noise increased almost by the same factor as signal strength.

Despite the poor SNR conditions, the reconstructed magnetic field distribution in
figure 5.14(b) revealed a circulation in the yz-plane, which is due to the applied current
in the negative x-direction. However, the center of the circulation was not aligned
with the center of the phantom, even though a nearly homogeneous current flow can
be assumed according to the phantom geometry. It could be shown in simulations
(explained in detail in appendix B) that this was due to the stray field of the leads
connecting the electrodes. These were guided along the outside of the phantom and
combined to a twisted pair approximately 20 mm below (compare figure B.1(a)).

The current-density reconstruction, displayed in figure 5.14(c), was not affected by
the field of the leads because the curl operator in Ampère’s law (2.12) is not sensitive to
currents external to the phantom. Similar to the previous experiment, an SNR thresh-
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Figure 5.14: Results of 3D-zCDI measurements with Phantom 3. a) shows the image
SNR in a yz-slice. The outline of the phantom is indicated by white dotted lines. b) dis-
plays the BJ-reconstruction, inside the phantom (only for regions above SNR threshold).
Note, colorbar and arrowlengths are limited to 15 nT. c) shows the J -reconstruction
in an overview plot of the entire phantom. The electrode dimensions are simplified by
copper-colored planes. The slice illustrated in a) and b) is indicated by white dotted
lines. The same data were published in [72] with a slightly different analysis.

old was defined for the volume of J -reconstruction. However, due to the significantly
lower BJ-values, the SNR threshold in this experiment of 40 was chosen approximately
8 times higher. As can be seen in figure 5.14(c), this was still insufficient for most parts
of the reconstruction volume. In general, J appeared in the negative x-direction. In the
third voxel layer from the top, the magnitudes between 0.4 to 0.5 A/m2 were in good
agreement with the expected value calculated from the cross-sectional area. However,
variations appeared larger than in the experiment with Phantoms 1 and 2.

5.3 Chapter summary and discussion

The experiments in this chapter demonstrated that full-vector B-field mapping, and
thereby current density imaging, is possible using MRI techniques in the ultra-low-field
regime. The developed measurement setup enabled to resolve current densities as low
as 0.45 A/m2 for a voxel size of (9.4× 9.4× 9.4) mm3 and 7.4 A/m2 for a voxel size of
(4.8× 4.8× 4.8) mm3. Thereby, currents were applied from various directions, yielding
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no visual direction-dependence for the quality of the result.

The measurements with Phantom 3 required more substantial attenuation of the
high spatial frequencies using a Tukey kernel with shape parameter α = 0.5. Still,
the results showed visible ringing artifacts. Seven times higher voxel volumes yielded
approximately two-fold peak SNR, compared to the previous experiments. This is
probably due to several reasons. First, the sensor’s sensitivity profile causes a non-
linear relationship between voxel size and signal strength, especially when the voxel
is expanding in the z-direction. Secondly, the image noise increases due to the lower
amount of encoding steps. This is a known phenomenon in Fourier-based MRI. Finally,
the visible ringing artifacts might expand to a low amount into all regions of the image.
The noise was estimated from the voxels in the far-upper corner (air region). A noise-
only image might give a better noise estimate in the case of significant ringing and
leakage artifacts.

The reconstruction of BJ in Phantom 3 revealed a strong influence of the wires
connecting the electrodes, which could be verified in simulations. As the geometry
of the phantom is quite simple, the basic finite difference method was utilized, even
though it is computationally inefficient. For more complex phantoms, the definition of
boundary constraints becomes cumbersome and simulation toolboxes such as COMSOL
Multiphysics should be utilized. It could be shown that the stray field of the connecting
wires is on the order of BJ, hence cannot be neglected for B-field mapping. The
reconstruction of J , on the other hand, should not suffer from the interference, as fields
from the outside are curl-free. In practice, the J -reconstructions will be influenced
as well, because the closed-loop integrals are approximated based on the discretized
volume. Reviewing figures 5.12(a) and 5.13(a) with regards to the stray fields by the
wires, one can also find a tendency of higher B-field reconstructions below the current
channels compared to regions above them. However, the effect is less prominent, due
to the small dimensions of the current channels and the significantly higher BJ-values.

The imaging capabilities of the ULF-MRI setup were verified by an in-vivo 3D-
magnitude image of the human head. During pre-processing, it was observed that
the echo signal was not perfectly centered at 1/2 tE, which is probably subject to a
time-varying x-directional background field, arising from the polarization. If this field
is homogeneous, it causes a phase shift in the echo signal. On the other hand, if it
shows a gradient characteristic, it yields additional dephasing of the spins, which is not
recovered by inversion of the frequency gradient. In conclusion, a slightly longer time
is required for spin alignment during tE. During the CDI experiments, this additional
gradient field should manifest as a spatially-dependent offset phase, that needs to be
compensated by a spatially-adjusted calibration phase. However, a global calibration
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phase proved sufficient for the BJ-reconstructions of the calibration fields. Therefore,
the gradient strength must either be low, or quickly decreasing, such that the homo-
geneous background field components mainly influence the effective offset phase.

The head image showed three compartments (scalp, skull, and intra-cranial) that
could be distinguished in regions of high SNR. Even though CSF has a much larger
T2 relaxation time in the microtesla regime, a significant amplitude difference between
CSF and what is expected to be gray or white matter tissue could not be observed.
Recalling the literature values of CSF relaxation time constants in the millitesla regime,
listed in section 2.4.1, it becomes clear that CSF also has a much longer T1 relaxation
time relevant during polarization. Consequently, the magnetization of CSF was much
lower, compared to the other tissue, compensating the lower T2 relaxation in terms of
magnitude during tE.

The achieved voxel volume of (4.1×3.9×3.9)mm3 was slightly smaller than 3D-ULF-
MRI images of the human head reported so far [89, 87, 108]. The SNR in a hypothetical
expansion of the image to a CDI measurement was estimated by an additional signal
loss in the zero-field time due to T2 relaxation. The SNR values in the brain range below
20. A comparison with the CDI experiment using Phantom 3 reveals that an increase in
SNR of approximately 8–10 is necessary to obtain results with similar quality. Reliable
information on the SNR gap requires a thorough understanding of the effects of noise
on the reconstruction quality. This will be accomplished by the methods presented in
chapter 6.

An improvement in SNR by a factor of 2–3 could be gained by enlarging the voxel
size to approximately (6 × 6 × 6) mm3. Depending on the field distribution and the
tissue structure, even larger volumes are possible using non-isotropic voxels. However,
to obtain similar noise values, the number of k-steps should be equal.

Besides, considering that the noise floor of the developed sensor system is already
very low, substantial improvements in SNR are most likely possible by larger polarizing
fields. The utilized polarization system comprises a self-shielded room-temperature coil
in a quasi-Helmholtz configuration. While this arrangement has multiple upsides in
terms of field homogeneity and negligible transient fields after pulsing, it limits the field
strength due to a higher resistivity and the maximum number of applicable pulses due
to overheating (compare section 4.2.1). This also affects the overall measurement time.
A possible in-vivo application requires a polarization system that enables operation
without duty cycle and cool-down periods. A cooled polarization coil could overcome
the problems regarding SNR and measurement time.
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Chapter 6

The theoretical sensitivity of zCDI

In the last chapter, it was demonstrated that BJ- and J -distributions can be recon-
structed from MRI data in the ultra-low-field regime using the zCDI sequence. It was
shown that the reconstruction quality depends on image SNR. However, based on the
experimental data, no confidence interval as a function of SNR could be defined.

In this chapter, the effect of measurement noise on the reconstruction of BJ and J

will be investigated theoretically. Therefore, the entire reconstruction algorithm will
be reviewed with respect to the propagation of noise. Due to the strong non-linearity
in the procedure, a small angle linear approximation will be employed, as well as a
Monte-Carlo simulation for various strengths of B.

The methods and results presented in this chapter have partly been previously published

in [75]. Parts of the text and figures are extracted from that publication.

6.1 Noise in the rotation matrix

As elaborated before, after the zero-field time τ , the magnetization vectors M 1, M 2,
and M 3 are rotated as:

M 1(r) = ΦR1M 0e
−(T ∗

2 (r)/τ),

M 2(r) = ΦR2M 0e
−(T ∗

2 (r)/τ),

and M 3(r) = ΦR3M 0e
−(T ∗

2 (r)/τ),

(6.1)

where Φ is the rotation matrix associated with τA×. The manipulation of M 0 before τ
to ex, ey, and ez was substituted by dedicated rotations R1, R2, and R3, respectively.

It is convenient to start with the signal acquisition when analyzing the influences
of noise on the zCDI reconstruction. Inferring from equation (3.11), the echo signals
obtained in the measurements are weighted integrals of the magnetization vectors plus
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noise
s1 = Z +

∫
V ol

C(r)TRE(r, t)RG(r)M 1dV, (6.2)

where Z∼ N (0, σ2
s) is independent Gaussian noise, and C is the coupling field profile

of the sensor. RG, and RE are rotations in the yz-plane during gradient time and the
echo time.

After applying the discrete Fourier transform to the frequency- and phase-encoded
data and taking the relevant frequency bins, the magnitude and phase of the rotation
of M can be estimated at the location of the corresponding voxel. The complex voxel
value corresponding to the MR signal generated close to rn is given by

vn,1 = ϵ+

∫
SRF(r − rn)β(r)

∗M̃1(r)dV, (6.3)

where ϵ ∼ N (0, σ2) is symmetric complex Gaussian noise. As before, SRF(r − rn)

is the spatial response function of the nth voxel, β = Cz + iCy is the coupling profile
converted to complex representation, and M̃1 = M1,z + iM1,y corresponds to the time
integral of the rotating magnetization, including relaxation. Analogously, vn,2 and vn,3
can be derived using M 2 and M 3, respectively.

The voxel values vn contain information about the zero-field-encoded magnetic field
in both their magnitude and phase. To extract these information, the relative changes
in vn associated with the current density are recovered by normalization with a reference
un, as elaborated in section 3.3.3. Repeating the sequence for all the three basis
directions ex, ey, and ez, the last two rows of Φn can be measured. Thereby the
entries are given by

Φn =


− − −

Im[vn,1/un] Im[vn,2/un] Im[vn,3/un]

Re[vn,1/un] Re[vn,2/un] Re[vn,3/un]

 , (6.4)

where u = |u|eiδ is the complex reference, with |u| being related to the magnitude
of the magnetization after τ and δ to the phase accumulation due to effects that do
not arise from the magnetic fields during τ , but mainly from the subsequent imaging
sequence. As mentioned before, the first row of Φn is derived by the cross product
of the second and the third. It is clear that a unique rotation matrix Φn is created
for each voxel n. The following analysis concentrates on a voxel-wise reconstruction,
where the index n is left out for simplicity.

Naturally, v and u are subject to noise, which would be equally distributed over
the two data sets, if u was a separately acquired reference measurement. However, as
elaborated in section 3.3.3, |u| cannot be measured directly due to the always present
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6.2. Noise analysis of B-field reconstruction

background field. Therefore, the reference is constructed from the real or imaginary
parts of the three measurements of v by

|u| =
√
Re[v1]2 +Re[v2]2 +Re[v3]2. (6.5)

The reference phase δ, on the other hand, has to be acquired in a separate measurement
in combination with a calibration procedure. The phase correction with the noisy
reference phase δ causes the real part to leak to the imaginary part and vice versa,
increasing the noise in the matrix elements. Dividing by the magnitude |u| yields unit
norm in the rows of Φ decreasing the noise. This is derived in appendix C, which also
shows that the noise SD in the elements of Φ can be approximated as

σΦij
=

1√
2 SNR

gij(Φ) , (6.6)

where the scaling 1 ≤ gij(Φ) ≤
√
2 depends on the associated measurement. σΦij

corresponds to the standard deviation of the elements in Φ.

The SNR is referred to the magnitude of the magnetization, i.e., |u|, and is defined
as

SNR
def
=

|E[u]|
SD[e]

=
|E[u]|√

E[Re(ϵ)2] + E[Im(ϵ)2]

=
|E[u]|
σ

,

(6.7)

where E denotes the expected value and SD the standard deviation. e is a noise
estimate that can be extracted from a noise-only image, or from a noise-only region in
any of the images v. This approximation is valid when u ≈ E[u], i.e., SNR ≫ 1.

6.2 Noise analysis of B-field reconstruction

6.2.1 Non-linearity in the reconstruction

In the reconstruction algorithm proposed by Vesanen et al. [6], all components of the
magnetic field B can be derived from Φ using a non-linear inversion of the matrix
exponential

Φ = eτA
×
,

where

τA× = τγ


0 B̂z −B̂y

−B̂z 0 B̂x

B̂y −B̂x 0



=
φ

2 sinφ
(Φ−Φ⊤).

(6.8)
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Here, φ = arccos[(tr(Φ) − 1)/2] represents the rotation angle of Φ, and B̂ is the
reconstruction of B. As this was already introduced in section 3.2.2, it is recaptured
here to point out the non-linearity in the reconstruction procedure.

Analytical means to estimate the noise in the reconstruction are not applicable leav-
ing simulation the only appropriate tool to assess the reconstruction quality as a func-
tion of noise. Nonetheless, in the following section, an investigation of the evolution of
noise is employed based on a small-angle linear approximation of (6.8). This provides
insights into the connection between image SNR and noise in the reconstruction. A
more thorough analysis comprising the entire range of possible rotation angles is pre-
sented in section 6.2.3. Based on a Monte-Carlo simulation, noise in the reconstruction
can be estimated for various field strengths and directions.

6.2.2 Linear approximation

To estimate the noise in the reconstruction of B, an idealized case is discussed first
where all three rows of Φ can be measured, and no reference image u is needed. In this
scenario, the noise in the elements ofΦ becomes independent and identically distributed
with standard deviation of 1/(

√
2 SNR). A first-order small-angle approximation of the

rotation matrix is given by

Φ ≈ I+ τA× = τγ


1 Bz −By

−Bz 1 Bx

By −Bx 1

 , (6.9)

where I is the identity matrix. The magnetic field components can be solved directly,
and, as each component is measured twice, they can be averaged so that the noise SD
in the angular quantity becomes σγτB̂m

= 1/(2 SNR). Here, m is any of the components
x, y, or z, and the noise SD of a magnetic field component can be derived to σB̂m

=

1/(2γτ SNR).

In reality, the elements of Φ are estimated with the help of a reference image, which
modifies the noise in the elements as derived in appendix C. Additionally, only two
rows of the rotation matrix Φ can be obtained from the measurements. Therefore, one
row (here the first row) has to be derived from the cross product of the adjacent rows,
where the cross product contains information about the components of B orthogonal
to the direction of B0. These components are no longer subject to independent ran-
dom noise; consequently, the noise is not reduced by the averaging effect in the linear
reconstruction.

So far, the noise analysis was discussed for the reconstruction of the effective B-
field. As mentioned before, in practice, the measurement of BJ is contaminated by a
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6.2. Noise analysis of B-field reconstruction

background field BB. B̂J and B̂B can be decomposed from B̂ by the subtraction of
another reconstruction. In chapter 5, this was performed by reconstructing

B̂1, subject to BB +B J ,

and B̂2, subject to BB ,

and calculating
B̂J = B̂1− B̂2. (6.10)

In the first-order approximation, we finally obtain

σB̂y
= σB̂z

≈ 1

γτ SNR
(6.11)

and
σB̂x

≈ 1√
2γτ SNR

, (6.12)

because Bx is measured twice. Of note, as the reference phase δ is the same for the two
data sets, the additional noise due to referencing will cancel in the field subtraction.

Changing the experiment slightly, one can benefit from the field subtraction employ-
ing an averaging effect. Applying BJ with opposite polarity, equation (6.10) becomes

B̂J =
B̂1− B̂2

2
, (6.13)

with

B̂1, subject to BB +BJ(+) ,

and B̂2, subject to BB +BJ(−).

Since the noise in the two reconstructions is independent, the noise in the field estimate
is reduced. The small-angle approximation now yields:

σB̂y
= σB̂z

≈ 1

2γτ SNR
(6.14)

and
σB̂x

≈ 1

2
√
2γτ SNR

. (6.15)

From now on, the reconstruction method given by equation (6.10) is called unipolar
zCDI and the method in equation (6.13) bipolar zCDI.

6.2.3 Monte-Carlo simulations

From the first-order small-angle approximation one can gain intuitive understanding of
the statistical uncertainty in the reconstruction of BJ. However, in reality, the rotation
angle φ can obtain values up to π and the linear approximation breaks down. In order
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6. The theoretical sensitivity of zCDI

Figure 6.1: Single-voxel Monte-Carlo simulations to estimate the influence of noise
on three different steps of the non-linear reconstruction as a function of the rotation
angle φ. The shown data are based on simulated noisy rotation matrices, where the
first row was derived by the cross product of the other two. Displayed are normalized
standard deviations of each component of B̂, which is the reconstruction of y-directional
field B = |BB|ey. |BB| was adjusted to generate the rotation angles φ with the negative
angles corresponding to the field direction −ey. The main field B0 was x-directional. The
panels show the standard deviations of reconstructions without pre-referencing (a), with
pre-referencing (b), and with subsequent orthogonalization using Löwdin’s transformation
(c).

to estimate the influence of noise on the non-linear reconstruction, a series of Monte-
Carlo simulations was carried out. Therefore, the last two rows of rotation matrices Φ
were generated for 100 different rotation angles φ = ±γτ |B| taken uniformly between
−π < φ < π, where the negative angles correspond to −B. As before, B = BB +BJ,
where BJ was set to zero and φ was varied by adjusting BB. The matrices Φ were
generated using the General Formula of Rodriguez (equation 2.24). Independent and
Gaussian-distributed random noise was generated and superimposed with each element
of Φ, according to equation (6.6). Subsequently, the first row was derived by the cross
product of the other two. The procedure was repeated 100,000 times to obtain statistics
for the reconstruction quality.

Figure 6.1 illustrates the standard deviation after three intermediate steps of the
reconstruction of a y-directional field B = |BB|ey, showcasing their influences on the
result. The data are normalized to the input noise 1/(

√
2 SNR) corresponding to equa-

tion (6.6) without gij(Φ). Figure 6.1(a) illustrates a case where no referencing with
u was applied. Each element of Φ thus contained the same amount of Gaussian dis-
tributed noise. Although this may not be the case in an experimental implementation,
one sees that Bx contains 1/

√
2 the noise of the other components for small angles of

φ, as predicted by the first-order approximation. However, with a rising field strength,
i.e., larger rotation angle φ, the noise in this component increases non-linearly and
more strongly compared to the components orthogonal to B0. The simulations un-
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6.2. Noise analysis of B-field reconstruction

Figure 6.2: Single-voxel Monte-Carlo simulations to estimate the standard deviation
of each component of B̂J after bipolar reconstruction (equation 6.13), in dependence of
the rotation angle φ. In addition,

√
tr[cov(B̂J)] (equation 6.16) is presented in purple,

dash/dotted lines. B is the effective field BB +BJ, where BJ was set to zero and BB

was adjusted to generate defined rotation angles φ with negative angles corresponding to
−B. The panels represent reconstructions, where BB was y-directional (a), x-directional
(b), and diagonally oriented in ed = [1, 1, 1]/

√
3 (c). The main field B0 was x-directional

in all cases.

derlying figure 6.1(b) include the necessary pre-referencing. For very small angles, the
extra phase noise due to the noisy reference phase δ affects the noise SD only in B̂x.
Towards larger angles, this effect is visible in B̂z. The y-component of B̂ is not affected,
which is in accordance with the analysis presented in appendix C. Figure 6.1(c) shows
the results after subsequent orthogonalization using the Löwdin transformation. One
observes a strong effect towards large angles φ, especially in the x-component, which
is parallel to B0.

Figure 6.2 illustrates the standard deviations of the results of a simulated bipolar
reconstruction. In comparison to figure 6.1, these data sets are arithmetic means of two
similar fields (independent noise, identical reference), respectively equation (6.13) with
BJ = 0. Reconstructions are given for y-directional fields (a), x-directional fields (b)
and mixed directions (c), emphasizing the direction dependence of the reconstruction
quality with respect to the main field direction (x). Note, figure 6.2(a) is the extension
to the data shown in figure 6.1. Overall, the noise levels decrease by a factor of

√
2,

in comparison to the reconstructions of the effective field B in figure 6.1. Further, the
additional noise due to the reference phase δ, visible in figure 6.1(b–c), was subtracted
entirely. Except for very large angles (φ > 7π/8), the noise SD in each component is
lower than 1/(SNR

√
2).

Figure 6.2 also shows a measure to assess the expected deviation from the mean of
B̂J (purple, dash-dotted line), which can be derived to be the square root of the trace
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of the covariance matrix:

SD[B̂J ] =

√
E
[
|B̂J − E(B̂J)|2

]
=

√
tr
[
cov(B̂J)

]
=

√
σ2
BJ,x

+ σ2
BJ,y

+ σ2
BJ,z

.

(6.16)

6.3 Noise analysis of J-field reconstruction

From equation (6.13), the full vector of the local field B̂J is derived, enabling the
estimation of Ĵ by Ampère’s law (equation 2.12). The noise in the reconstruction of
BJ gives rise to the noise in the current density reconstruction.

For an estimation, some simplifications are made. First, a constant current density
in a homogeneous and isotropic medium is assumed. Secondly, a homogeneous back-
ground field that is much larger than BJ shall be present. The spatial derivation is
calculated, taking the two nearest neighbors into account

dB̂J

dz
(z) =

B̂J(z + l)− B̂J(z − l)

2l
, (6.17)

where z is the coordinate of the voxel in the z-direction and l is the voxel side-length.
Assuming equal SNR at z + l and z − l, the noise SD of the gradient is approximately
σG(zn) = σB̂J(zn)

/(l
√
2). Applying the curl

Ĵx =
1

µ0

(
dB̂J,z/dy − dB̂J,y/dz

)
(6.18)

and neglecting the small possible differences in σB̂J,z
and σB̂J,y

, the noise SD of Ĵx can
be approximated as

σĴx = σB̂J,z
/(lµ0). (6.19)

σĴy and σĴz can be estimated analogously.

6.4 Field reconstruction quality in terms of image
SNR

Using the definition of image SNR in equation (6.7) and the results of the Monte-
Carlo simulations, the signal-to-noise ratio of the BJ-reconstruction (SNR[B̂J]) can be
estimated by

SNR[B̂J]
def
=

|B̂J|
SD[B̂J]

=
γτ |B̂J|

√
2

c
SNR ,

(6.20)
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where SD[B̂J] is the measure for noise in the vector B̂J defined in equation (6.16).
Further, the scaling factor c depends on the strength and the orientation of BB and
can be read directly from the purple, dash/dotted lines in figure 6.2. As c is highest
for x-directional background fields, a polynomial, normalized to 1/π, was fitted to the
data presented in figure 6.2(b), to approximate c as a function of φ:

c(φ) ≈ 0.17
(φ
π

)4

+ 0.35
(φ
π

)2

+ 1.118 . (6.21)

Note that the results presented in the figures 6.2 (a and c) only deviate slightly from
equation (6.21). According to the figure, without any information on the background
field, a representative value for the scaling factor would be c = 1.3. This is close to the
worst-case scenario as higher rotation angles may cause phase wrapping.

To provide a numerical example, let us assume a |BJ| = 10 nT, a homogeneous
x-directional background field of 60 nT, and a zero-field time τ = 100 ms, taking into
account the T2 relaxation time of GM in the microtesla regime of approximately 100 ms.
Substituting the rotation angle φ = γτ |B| in equation (6.21), c is approximated to be
1.2. According to equation (6.20), for a required SNR[B̂J] > 10, the voxel SNR needs
to be over 32.

The estimation of J using Ampère’s law requires the determination of local field
gradients, where the noise in the reconstruction is inversely proportional to the voxel
side-length l. This effect should not be underestimated, as the signal strength already
scales to the voxel volume l3, the SNR of Ĵ scales to the fourth power of the voxel
side-length. The quality of the J -reconstruction can be determined from the SNR of
B̂J, by including the scaling factor lµ0 in equation (6.20):

SNR[Ĵ ] def
=

|Ĵ |
SD [Ĵ ]

≈ γτlµ0|Ĵ |
√
2

c
SNR .

(6.22)

The approximation in equation (6.22) is valid when the voxels involved in the gradient
estimation are subject to equal complex voxel SNR. Especially at tissue boundaries,
this can cause erroneous assessments due to different relaxation times.

Again, to provide an example, we assume a current-density distribution of 0.4 A/m2,
a value in accordance with the literature for a stimulation of approximately 4 mA [27].
Similar to the example above, c ≈ 1.2 is assumed. If we want to derive Ĵ with
SNR[Ĵ ] > 10 and a voxel side-length of 5 mm, a required complex voxel SNR of 130 is
estimated.

101



6. The theoretical sensitivity of zCDI

6.5 Comparison of zCDI sensitivity to high-field
MR CDI

Already in 1992, Scott et al. [38] presented a sensitivity analysis for high-field MR
CDI based on a standard spin-echo pulse sequence using slice selection1. As elaborated
before, MR CDI relies on the impracticable subject rotation inside the scanner. At
least for BJ estimates, Scott et al. derive similar variance of the reconstructions:

σB =
1

2γtcurrentSNR
.

Since each component of B is obtained equally (sequentially after subject rotation),
no distinction between Bx, By, and Bz is given. Comparing J -reconstruction qual-
ity is more difficult, due to differences in the sequence and the gradient calculations.
Nevertheless, they give a numerical example similar to the parameters presented above
(tcurrent = 60 ms, T ∗

2 = 100 ms, voxel size = (0.75× 0.75× 5) mm3, SNR =40). Using
a similar template for gradient calculation, they yield an SD[Ĵ ] = 0.48. Expanding
the approximations for SD[Ĵ ] in zCDI to the same voxel dimensions results in almost
the same standard deviation for τ = 100 ms. A comparison of SNR in high-field MRI
and ULF MRI is difficult, with respect to the different sensitivity profiles and the
substantially differing sequence. The exemplary value of 40, given in [38], seems well
achievable with ULF MRI.

6.6 Chapter summary and discussion

The analysis in this chapter provides information on the influence of noise on the
reconstruction of BJ and J . The linearization of the field reconstruction gives an
approximate relationship between the image SNR and the statistical uncertainty in the
field estimates. Further, Monte-Carlo simulations were used to derive the statistical
uncertainty in the presence of large background fields where the non-linearity takes
effect. The presented link between image SNR and noise in the reconstruction allows
the determination of the necessary SNR for the reconstructions B̂J and Ĵ within a
predefined uncertainty.

To retain constant image SNR in the Monte-Carlo simulations, |BB| was adjusted to
vary φ = γτ |BB|. τ was set equal to to T2, which yields maximum SNR[BJ] according
to [6]. However, the non-linear dependence of SNR[BJ] on φ suggests that there is an
optimum set of parameters for each specific case. In reality, the effective background

1Slice selection is a method of spatially dependent excitation during the rf pulse. Since it is not
further explained in this thesis, please see [38] directly, or [77] for general information.
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field will be roughly constant over the measurement periods and τ should be adjusted
to obtain maximum SNR[BJ]. If the relaxation times are known, equations (6.20) and
(6.21) can be utilized to create a cost function that provides parameters for maximum
reconstruction quality. It should be mentioned that the optima for τ are flat and close
to T2 for small background fields. An adjustment of τ seems worthwhile in the case
of very large background fields, where up to 12% can be gained in SNR[B̂J] compared
to τ = T2. Furthermore, it should be kept in mind that φ < π should be fulfilled to
prevent ambiguity in the field reconstruction.

This chapter provides means to evaluate the performance of a specific ULF-MRI
system in zCDI directly from acquired or simulated image data. This will be used
in chapter (7) to assess a modification to the setup introduced in chapter 4. As the
sensitivity analysis is universally applicable, in [75], the methodology was applied to
compare the performance of the here presented PTB-ULF-MRI setup to a setup com-
prising an MEG-based multi-channel system located at Aalto University in Espoo,
Finland.
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Chapter 7

Towards in-vivo CDI

In chapter 5, the feasibility of zCDI was demonstrated in phantoms. It was estimated,
that a further boost in SNR is necessary towards an in-vivo implementation of the
method. It was elaborated, that this is most likely achievable through improvements
in the polarization setup. In chapter 6, the theoretical sensitivity was analyzed as
function of image SNR, enabling to assess the performance of a setup by analytical
means.

In this chapter an improved polarization setup optimized for in-vivo zCDI, is pre-
sented. The performance of the upgraded system is evaluated in simulations emulating
the zCDI sequence under realistic conditions. Finally, a demonstration measurement
using a realistic head phantom and an in-vivo measurement are shown, illustrating the
current status.

Section 7.2.2 describes FEM simulations of current density and magnetic field distribu-
tions. The model design and the simulations were conducted by Alexander Hunold and René
Machts at the Institute of Biomedical Engineering and Informatics, Technische Universität
Ilmenau, Germany. The analysis of the simulation results was performed by me, Peter Höm-
men, in close collaboration with Antti J. Mäkinen from the Department of Neuroscience and
Biomedical Engineering of the Aalto University School of Science, Finland.

Section 7.3 describes a demonstration measurement using a realistic three-compartment
head phantom. The phantom was provided by Alexander Hunold and René Machts of the
Institute of Biomedical Engineering and Informatics of the Ilmenau, Technische Universität
Ilmenau, Germany.

The methods and results presented in this chapter have partly been previously published
in [75]. Parts of the text and figures are extracted from that publication.
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7.1 An improved polarization setup

Retaining the existing power amplifier hardware for polarization, a new, optimized,
coil design is needed that exploits the amplifiers capabilities more effectively. The
utilized amplifier possesses two ranges of operation, 150 V and 30 A, or 70 V and 60 A.
Therefore, the coil resistance should not exceed 5 Ω, or 1.17 Ω, respectively. Another
constraint originates in the fact that the zCDI sequence requires multiple runs per k-
step, yielding easily 3,000 runs and more for an image with a voxel size below 10 mm.
The power of approximately 4.5 kW dissipates as heat, causing an increase of the coil
resistance. Since cool-down periods of several hours are not applicable in vivo, a cooling
system is required enabling nearly continuous polarizing steps. Naturally, another
demand is a high field-to-current ratio within the imaging volume, while the field at
the position of the MUMETAL® walls should be minimized to prevent transients due

Figure 7.1: Illustration of the coil setup, optimized for in-vivo zCDI. a) shows an
overview including the lHe dewar. b) shows a topview, and c), and d) give the two side-
views xz, and yz, respectively. Not in the figure is a large shielding coil, that attenuates
the field of the polarization coil at the walls of the shielded room.
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to decaying magnetization and/or eddy currents. Consequently, a self-shielded coil is
desired.

We built a 414-turn polarization coil, shape-optimized for the human head. Fig-
ure 7.1 visualizes the coil geometry in the ULF-MRI setup. The mean field-to-current
ratio of the inhomogeneous polarization field over the FOV was measured at about
1.3 mT/A. My colleague Rainer Körber designed a large (≈ 120× 120 cm2), un-cooled
shielding coil (not displayed in figure 7.1), that was optimized to reduce transient room
responses by a factor 50, while damping the polarization field in the FOV by only 3 %.
Remaining transients after the turn-off of BP were measured via fluxgate at the center
of the MRI setup to be approximately 0.5 nT per Ampére current in the coil.

One-millimeter spacing in between windings was realized, enabling immersion of
the coil in a cooling agent. Initially, the coil was intended to be operated in a liquid
nitrogen bath. However, the necessary cryostat dimensions exceeded the available
space in the existing coil setup. Therefore, an oil bath connected via a pump to a heat
exchanger outside of the shielded room was utilized. Figure 7.2 shows a photograph
of the manufactured coil in the oil vessel. The resistance of the polarization setup,
including the shielding coil, was 3.4 Ω. During extensive operation, the oil bath heats
up to approximately 320 K and the shielding coil to more than 360 K, yielding a
rise in resistance to approximately 4 Ω. In conclusion, the coil can be operated with
30 A polarization current using the Rohrer amplifier in range one (150 V, 30 A).
Liquid nitrogen cooling, as initially intended, would reduce the coils ohmic resistance
to approximately 0.5 Ω, allowing to use range two of the amplifier with 50 A and more.

Figure 7.2: Photograph showing a top view of the optimized polarization coil in the oil
vessel (oil not inserted).
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7.2 zCDI simulations using the modified setup

7.2.1 An MRI simulation setup for realistic zCDI emulation

To check whether the optimized coil setup provides sufficient magnetization for in-
vivo zCDI, a simulation setup was established that emulates the entire sequence under
realistic conditions. The main factors that determine the SNR profiles of ULF-MRI
images are the sensor arrangement, system noise, and the polarizing field profile. To
evaluate the sensitivity of the BJ - and J -field reconstruction in a realistic situation,
the simulations incorporated the calculated polarization field profile (see figure 7.3(a))
and realistic coupling coefficients using the actual sensor geometry (see figure 7.3(b)).
Both, the polarization field profile and the coupling of the magnetization to the sensor
were calculated using the methods described in appendix D.1. Time-domain evolution
of the magnetization was calculated using an analytical solution to equation (2.33) and
assuming ideal gradient fields and instantaneous field switching. Based on measured
values, sensor noise of 350 aT Hz-1/2 was added to the simulated gradient-echo signals.

The simulation setup was validated using actual ULF-MRI measurements of a simple
spherical phantom. The results of the measurement in comparison to simulations is
presented in appendix D.2. It was shown that the simulation toolbox overestimated
the MR amplitudes by approximately 25%, which could be attributed to effects of the
shielding coil that was not considered in the simulations, winding errors in the actual
polarization coil, and perhaps a somewhat different warm-cold distance of the sensor
setup subject to helium level.

Figure 7.3: a) shows the calculated polarization field profile for 1 A in the optimized
polarization coil (gray), and b) the coupling field profile of the 2nd-order gradiometer.
Both were incorporated in the realistic zCDI simulations.
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7.2.2 Realistic fields from FEM simulations based on a three-
compartment head phantom

To emulate the zCDI sequence in a realistic setting, BJ-distribution as found in a
human head is desired. Therefore, a model based on computer tomography (CT) scans
of a human head [143] was developed by the Institute of Biomedical Engineering and
Informatics in Ilmenau, Germany. Figure 7.4(a) shows the model which contains the
three compartments scalp, skull, and intra-cranial tissue.

Realistic J - andBJ-distribution were derived from FEM simulations using the Com-
sol Multiphysics software based on the GMRES solver. Therefore, the conductivity in
the outermost scalp compartment was set to 0.22 S/m, in the skull compartment to
0.01 S/m, and in the innermost brain compartment to 0.33 S/m. The two stimulation
electrodes were positioned roughly 10 cm apart, one on the forehead and the other
one on the side. The conductivity of the electrodes was set to 1.4 S/m. The average
tetrahedron side-lengths were approximately 3.5 mm in the brain and 2.5 mm in the

Figure 7.4: The tetrahedral FEM mesh of the three-compartment head model con-
sisting of intra-cranial volume (red), skull (green), and scalp (blue) compartments (a).
The electrodes are illustrated in transparent gray. The simulated current density J is
visualized in the scalp (b) and in the brain compartment (c). The simulated magnetic
field BJ, due to all current flowing in the head, is plotted in the scalp (d) and in the
brain (e). The arrow lengths are scaled logarithmically and each subfigure shows only
the top 30 (magnitude) percentile of the field in the respective compartment.
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scalp. Current-flow was realized by setting zero potential on the cathode’s outer sur-
face and applying a total current of ±4.5 mA on the outer surface of the anode. For
the calculation of BJ, a spherical air compartment (2 m in diameter) was added to the
model to ensure that the magnetic isolation boundary condition had a negligible effect
on the result.

Patterns of the simulated current density and the associated magnetic field are shown
in figure 7.4 (b–e). Due to the low conductivity of the skull, maximal current flows in
the scalp compartment. In the vicinity of the electrode boundary the current density
was up to 15 A/m2. The maximal current density in the brain compartment under the
electrodes was about 0.5 A/m2. This is in accordance with literature values, reporting
approximately 0.1 A/m2 in the brain, for 1 mA applied current [27, 124]. In relation
to J , BJ appeared smoother, yielding maximal field strengths of 20 nT in the scalp
and 12 nT in the brain compartment. The maximum of the field magnitude in the
brain compartment is localized in between the electrodes, just beneath the skull layer.
In contrast to that, the maximal current density in the brain is localized beneath the
electrodes.

7.2.3 Simulation parameters

The MRI simulation setup (section 7.2.1) was used to emulate the full zCDI sequences
using the BJ-distribution derived from the FEM simulations (section 7.2.2). Figure
7.5(a) shows how the head model was positioned in the scanner arrangement, similar
to how the positioning of a head would be in an actual measurement setup. The scalp-
sensor distance was 16 mm, taking into account the warm-cold distance of the system
plus 3 mm to compensate for the amplitude differences found in the comparison with

Figure 7.5: For the MRI simulations, the head model was positioned in the virtual
scanner arrangement (a). Panel b) shows the model inside the FOV, defined by the MRI
gradients, and c) displays a slice through the FOV centrally between the electrodes.

110



7.2. zCDI simulations using the modified setup

actual measurements, as described in appendix D.2.

A polarization current of 50 A was chosen corresponding to field maximum of 90 mT
and mean of 65 mT in the brain compartment. Therefore, a best-case scenario was
emulated assuming the coil can be operated in a nitrogen bath in the future. Never-
theless, the linear relation between polarization field strength and image SNR enables
scaling the results to 30 A.

The magnetization was discretized to tetrahedral elements derived from the geom-
etry of the FEM model. The time evolution of the magnetic moment was simulated
for the center of each element. The T2 relaxation time for the brain compartment was
set to 106 ms and for the scalp compartment to 120 ms [87]. For simplicity, as the
spin density in the skull is insignificant compared to soft tissue, this compartment was
assumed to have no magnetization at all.

Gradients were set to give a voxel size of (5 × 5 × 5) mm3 and a FOV of 220 mm
in the phase-encoded directions. Figure 7.5(b) presents the head model inside the
coordinate system defined by the MRI gradients. The adjacent panel (c) displays a
slice through the phantom, centrally between the electrodes. The compartment outlines
were extracted from the FEM model, interpolated to a regular 1-mm grid. Both, the
frequency- and phase-encoding dimensions were tapered with a Tukey window (shape
parameter α = 0.5) before computing the 3D-DFT.

7.2.4 Simulation results

Figure 7.6(a) displays the performance of the ULF-MRI setup, as derived from the
simulations with 50 A polarization current and incorporating noise (350 aT Hz−1/2).

Figure 7.6: Performance of the optimized ULF-MRI setup. The panels show image
SNR (a), and calculated SD

[
B̂J

]
(b), for simulations with 50 A polarization current and

350 aT Hz−1/2 noise. The plane corresponding to the slice is given in figure 7.5(b, c).
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As pointed out before, the reconstruction quality is highly dependent on the SNR of
the underlying ULF-MR images. The simulations result in maximum SNR values above
600. The sensitivity drops with increasing distance to the sensor, but the image SNR
remains well above 100 in a large region in the intra-cranial volume. In the previous
chapter, the statistical uncertainty of the BJ-reconstruction in dependence of the image
SNR was derived. Figure 7.6(b) gives confidence intervals for SD

[
B̂J

]
calculated using

equation (6.20) with c = 1.3. Over a large region of the brain compartment, SD
[
B̂J

]
is smaller than 1 nT, giving an approximate SNR

[
B̂J

]
> 10, based on the estimations

in chapter 6. Even if the polarization current was reduced to 30 A, the area of sufficient
image SNR would be approximately 70× 40 mm2 (y, z).

Figure 7.7: The input field BJ from the FEM solution (a), the noise-free reconstruction
B̂J from the zCDI simulations (b), the difference field (c), and a zoom-in to c) (d) are
shown in a yz-projection (compare figure 7.5(c)). Note: In a) and b) the colorbar and
arrow lengths were limited to 15 nT and in c) and d) to 1 nT.
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Figure 7.7 shows a comparison between the field reconstructions B̂J of the simulated
zero-field sequence (b) and ground-truth FEM solutions of BJ (a). Both data sets are
presented without noise. The reconstructed magnetic field B̂J resembles closely the
corresponding FEM solution, which was used as an input to the MR simulations.
Notable differences are found inside the skull, which is expected due to the lack of
magnetization, as well as on the top parts of the scalp at the field maximum. The
difference image (c and d) reveals ringing artifacts in the intra-cranial volume, leading
to error fields up to approximately 1 nT. Comparing the effects of ringing artifacts to
the random fluctuations due to noise, as estimated in figure 7.6, it becomes evident
that in the region directly below the sensor ringing and leakage cause the biggest
reconstruction errors.

The difference between the reconstructed current density |Ĵ | (figure 7.8(b)) and
the corresponding FEM solution of |J | (figure 7.8(a)) is visualized in figure 7.8(c) and
appears more prominent compared to the magnetic fields. Although no noise was added
to the simulated data, errors in the finite-difference approximations and artifacts in B̂

add up, so that the Ĵ -field near the skull is highly distorted. The intra-cranial fields
show greater resemblance, although a notable ringing-artifact from the skull can be

Figure 7.8: Panel a) displays the true J -distribution from the FEM solution, interpo-
lated to the voxel grid of the MRI simulations. b) gives the noiseless reconstruction Ĵ

and c) the difference between a) and b). The panels d)–f) show the noisy reconstructions
Ĵ for voxels with image SNR above 30, separately for Ĵx, Ĵy, and Ĵz, respectively.
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seen in |Ĵ |. In the reconstruction Ĵ of the noisy data, shown in figure 7.8(d–f), the
ringing artifacts are partly masked, but still clearly visible especially in the region near
the skull and below the sensor.

7.3 A demonstration measurement using a realistic
head phantom

7.3.1 Phantom and measurement parameters

The Ilmenau group used the data of the CT scan of the individual human head [143]
to develop a three-compartment head phantom. Plastic forms were designed as neg-
ative moulds yielding tissue structures resembling the geometry of the head and the
dielectric properties of biological tissue [144]. Hence, the phantom can be utilized to
imitate current stimulation via surface electrodes under realistic conditions. The outer
scalp compartment was created from conductive agar gel (2 wt% agar, 0.17 wt% NaCl)
giving a nominal conductivity of 0.31 S/m. The relatively high percentage of agar
results in a T2 relaxation time of approximately 30 ms, thus about four times lower
than what is expected in human scalp tissue in the microtesla regime. Because of the
requirements on form stability, tuning the scalp compartment to realistic relaxation
parameters was not possible. The rigid skull structure was manufactured from Stew-
aform (Glorex GmbH, Rheinfelden, Germany), providing a nominal skull conductivity
of 0.0017 S/m in contact with 0.17 wt% NaCl solution. The original phantom devel-
opment comprises an aqueous 0.17 wt% NaCl solution for the brain compartment. To
tune the relaxation time constants T1 = T2 to approximately 100 ms, in this experiment
the brain compartment was filled with an aqueous solution of CuSO4 (0.079 wt%) and
NaCl (0.112 wt%) giving a nominal conductivity of 0.33 S/m. As the skull material
was not characterized in contact with an aqueous CuSO4 solution, the actual skull
conductivity in this experiment is uncertain.

Rubber electrodes from the tDCS setup DC-STIMULATOR MR (neuroConn, Ger-
many) were attached to the right side of the phantom and supported by a plastic wrap
(see figure 7.9(b)). The anode was placed fronto-temporal and the cathode occipital.
The electrode wires were attached at the upper side and combined to a twisted pair
(not visible in 7.9(b)). To fit the geometry of the polarization setup, a phantom neck
was included that is much thicker than a human neck, providing the necessary support.
The phantom was positioned on the temporal side in the polarization coil and below
the dewar, such that current-flow was realized in the positive x-direction of the MR
coordinate system (see figure 7.9(c)).
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7.3. A demonstration measurement using a realistic head phantom

Figure 7.9: The realistic head phantom, shown in the half-open casting mold for the
neck (a), with electrodes attached and secured with plastic wrap (b), and inside the
ULF-MRI system (c).

When comparing the measurement setup to the simulations described in the pre-
vious section, it should be noted that in the simulations the electrodes were placed
at the other side and slightly higher towards the top of the head. The direction was
changed to retain positive current-flow in the positive x-direction of the MRI coordi-
nates, which had to be rotated by 180◦ to accomplish the adiabatic field switch with
the new polarization setup. Also, it should be kept in mind that the simulations did
not include the electrode wires.

A total current of ±4.5 mA was applied to the phantom using the current source
described in section 5.2.1. MRI gradients were set to derive a FOV of 180 mm and
a voxel size (6 × 6 × 6) mm3. Due to limitations in the electronics of the decoupling
scheme (figure 4.4) which were not yet adopted to carry currents as high as 30 A,
the polarization current was set to 20 A yielding a polarization field of approximately
26 mT. The system noise was measured beforehand to be approximately 450 aT Hz−1/2.

7.3.2 Results

Figure 7.10(a) gives the image SNR of the measurement with the head phantom in a
central slice between the electrodes, similar to the illustrations of the simulations in
figure 7.6. As expected, there is almost no signal from the scalp compartment which is
due to the very low T2 relaxation time of the 2%-agar solution. The brain compartment
shows maximum image SNR of around 160, which is approximately one-third of the
image SNR in the simulations. This agrees well with the reduced polarization current
and slightly increased system noise.

Figure 7.10(b) shows the reconstruction of BJ for voxels with SNR above 30. Maxi-
mum field strengths in the brain compartment are about three times higher than what
was observed in the simulations. The rotation of the BJ-field due to the current density
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Figure 7.10: Image SNR (a), field reconstructions B̂J (b), and Ĵ (c–e) of the verification
measurements using the realistic head phantom.

is masked by a strong -z field which increases towards the top of the head. The origin
of this field is most probably the electrode wires which pointed towards the top.

Current density reconstructions are visualized in the figures 7.10(c–e). Amplitude
and direction towards x agree well with the simulations (figure 7.8(d–f)), indicating that
the curl operator effectively removed the influence of the electrode wires on BJ. The
x-component of J amounts approximately 0.4 A/m2 and the y-, and the z-components
are close to zero.

7.4 An In-vivo demonstration measurement

7.4.1 A stimulation setup for in-vivo current impression

To show that the methods conducted in this thesis are suitable for an in-vivo appli-
cation, a demonstration measurement, approved by a local ethics committee, was per-
formed. Therefore, a commercial tDCS stimulator, the neuroConn DC-STIMULATOR
MR, was utilized. The device comprises an External Mode, enabling to control the cur-
rent waveform by a voltage input. Since the stimulator does not provide current moni-
toring, an external 1-kΩ-monitor resistor was attached to the circuit. The MR-version
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of the stimulator features an rf-filter-module and high-impedance (10 kΩ) electrode
wires. The filter helps to attenuate rf-interference that could degrade the SQUID per-
formance. The electrode wires, however, are designed to avoid induction currents due
to the fast field ramps in high-field MRI. Using the wires limits current application
to approximately 1.5 mA. In the here developed ultra-low-field MRI setup, standard
low-resistive electrode cables can be utilized, as the slopes of the magnetic-field ramps
are not as steep. The turn-off of the polarization field is the only critical field ramp,
having a slope dB/dt ≈ 11.5 T/s at the beginning, where the ramp-down is linear. A
malfunction of the electronics, for instance a defect diode (compare figure 4.4), would
result in a longer ramp-down time. In a worst-case approximation, where the loop
spanned by the electrode wires is 30 cm in diameter and perfectly couples to the po-
larization field, the resulting induction voltage is about 800 mV. Taking into account
the 1 kΩ-monitor resistor, the maximum current flow is limited to 800 µA, which is
about four times lower than the stimulation current. Of note, the actual current due
to induction will be much less as the loop is significantly smaller and the electrode-skin
impedance adds several kΩ resistance.

7.4.2 Subject and measurement parameters

The volunteer was prepared with the rubber electrodes on the left side of the head.
Figure 7.11(a) shows how the electrode position was fixed with a rubber band. Addi-
tionally, a standard EEG-cap was used to hold the electrodes in place. The anode was
placed occipital and the cathode fronto-temporal, again, to obtain current-flow in the
positive x-direction (compare figure 7.11(b)). The electrode wires were attached at the
upper side and combined to a twisted pair (not visible in 7.11). A thick layer of con-
ductive paste (Ten20®, Weaver and Company, Aurora, USA) was used to ensure good
electrode contact. Impedance measurements before and after the zCDI measurements
yielded 6.8 kΩ, and 3.5 kΩ, respectively. A total current of ± 3.5 mA was applied. A
value of ± 4.5 mA could not be reached with respect to the slightly higher impedance
at the beginning of the measurement.

The volunteer was lying on the right side on a non-magnetic table, such that the head
was positioned in the polarization setup with the sensor between the electrodes (see
figure 7.11(b, c)). As before, the polarization current was set to 20 A. The polarization
time was increased slightly to 700 ms, still low regarding the assumed T1 relaxation
time of brain tissue in the millitesla regime of about 400 ms (compare figure 2.10).
Again, due to the limitations in the decoupling circuitry, the polarization time could
not be increased at that time. To reduce the overall measurement time compared to
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Figure 7.11: Preparation of the volunteer for the in-vivo demonstration measurement.
a) shows the electrode positioning, b) the position of the volunteer in the ULF-MRI
setup, and c) gives an overview of the volunteer lying in lateral position in the ULF-MRI
setup.

the phantom measurements, MRI gradients were set to derive a FOV of 150 mm and
a voxel size (7× 7× 7) mm3. Images of positive, and negative currents were taken to
enable bipolar reconstruction according to section 6.2.2. A total of 3528 sequence runs
was acquired in approximately 90 minutes, breaking down to 1.5 s per run. However,
the nominal runtime is about 900 ms (700 ms polarization + 210 ms sequence run),
indicating a long processing time of the LabVIEW™-based control software in between
runs. The system noise was measured before the zCDI measurement with the volunteer
in place to be approximately 520 aT Hz−1/2.

7.4.3 Results

The image SNR of the in-vivo demonstration measurement is shown in figure 7.12(a)
for a central yz-slice between the electrodes, similar to the illustrations in the fig-
ures 7.6(a) and 7.10(a). Maximum SNR values were about 72. The voxel dimensions
were chosen too large to resolve the skull between scalp and intra-cranial compartment.
The maximum SNR at voxels that are expected to be in the intra-cranial compartment
was about 40, thus three-to-four times lower compared to the phantom measurements
in the previous section, where only the intra-cranial compartment could be resolved.
In consequence, the volume for a reliable reconstruction is reduced. This is due to the
slightly higher time-domain noise, the reduced number of k-steps, and the higher T1 re-
laxation time of brain tissue in the millitesla regime compared to the aqueous solution
of CuSO4 in the phantom. Figure 7.12(b) gives B̂J for voxels with SNR above five.
To remind the reader on the estimation of statistical uncertainty that was presented
in chapter 6, an image SNR of five yields an SD[B̂J] ≈ 7.7 nT which is on the order of
BJ. Nevertheless, the reconstruction of BJ looks qualitatively similar to the phantom
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Figure 7.12: Image SNR (a), and field reconstructions B̂J (b) and Ĵ (c–e) of the in-vivo
demonstration measurement.

measurement. This is due to the large superimposing field from the electrode wires
that dominates the reconstructed field.

The reconstruction of J , as displayed in figure 7.12(c–e), shows large differences
compared to the phantom measurements. Along the boundary of the head, which
is expected to be the scalp, an x-directional current density could be resolved. The
strength, slightly below 1 A/m2, matches the value for the scalp that was estimated
from the FEM simulations. For Ĵy, slightly positive values are determined, whereas Ĵz
shows a tendency towards negative values. Slightly negative Ĵz-components are reason-
able, as the sensor was positioned a bit closer to the anode (compare figure 7.11(b)).
Below the scalp compartment, the reconstruction was dominated by noise.
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7.5 Chapter summary and discussion

In this chapter, the necessary steps towards an in-vivo implementation of zCDI were
taken. According to the results in chapters 5 and 6, a further boost in image SNR was
necessary to reconstruct BJ and J reliably in the intra-cranial head compartment. As
the sensor noise of the developed setup is already outstanding, substantial improve-
ments in image SNR were most likely possible by optimizing the polarization setup. A
new self-shielded polarization coil was developed, that was specially designed for the
shape of a human head. Immersed in an oil bath, the coil does not suffer from increased
resistance due to heat and thereby overcomes the limitations regarding duty cycle and
measurement breaks of the previous un-cooled setup.

To verify if the optimized design overcomes the SNR gap, a simulation toolbox
was set up that emulates the zCDI sequence. Key features that determine the image
SNR, such as the polarization field pattern, the coupling profile to the sensor, and
noise, were accurately modeled. The estimates of BJ and J were derived from FEM
simulations using a three-compartment head model. The peak current densities in
intra-cranial tissue are similar to literature values, when scaled to the applied current
of 4.5 mA [27, 124]. However, the three-compartment model neglects the fact that
current is partly shunted by cerebrospinal fluid (CSF), which has a higher conductivity
compared to gray- and white-matter tissue [26, 27].

From the MRI simulations, and taking into account the insights on statistical uncer-
tainty from chapter 6, it could be verified that the optimized setup provides image SNR
sufficient for reliable BJ-reconstruction over a large volume in the intra-cranial com-
partment. However, it should be mentioned that the performance was evaluated with
50 A of polarization current, which represents a best-case scenario requiring liquid-
nitrogen cooling of the polarization coil. At the moment, this cannot be realized with
respect to the limited space in the existing coil setup. Nevertheless, a viable current
of 30 A still yields sufficient image SNR in the intra-cranial volume, according to the
simulations. However, the reconstruction volume would be reduced.

The simulations revealed that in addition to noise, spatial leakage from the 3D-DFT
has a significant influence on the quality of the reconstruction. Appropriate windowing
of the k-space data manipulates the spatial response function of the voxels, effectively
reducing the far-reaching leakage at the cost of a smoothed resolution. However, with
the applied imaging and reconstruction procedures, leakage artifacts could not be en-
tirely eliminated, yielding noticeable reconstruction errors, especially visible in the
Ĵ -distribution. Besides spatial filtering, an effective method to reduce ringing artifacts
in MRI is to apply more k-steps. However, this might not be applicable to in-vivo CDI
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as it would increase the measurement time significantly. Additionally, post-processing
methods, for example “total variation constrained data extrapolation” [145], might
reduce the artifacts without decreasing the image resolution.

The J -reconstructions show limitations in thin tissue structures like the scalp. This
is most probably due to the chosen resolution of (5 × 5 × 5) mm3, which does not
allow sufficient gradient calculations in these areas. Reducing the voxel size to 1–2 mm
would increase the quality of the Ĵ -distribution, but again at the cost of longer overall
measurement time and lower image SNR. Generally, the simulations show that the BJ-
reconstruction is more reliable than the J -reconstruction, as artifacts strongly affect
the gradient estimation.

A demonstration measurement was conducted on a realistic three-compartment head
phantom based on the model from the simulations. Due to limitations in the polariza-
tion circuitry, only 20 A polarization current could be applied. The system’s noise level
of 450 aT Hz−1/2 was significantly higher than the values reported in chapter 4 and 5.
This is probably due to several reasons. First, the SQUID sensor was replaced due to a
defect current limiter. Thereby, the sensor performance changed slightly. Additionally,
the SQUID performance degraded slightly over time which might also be due to defects
in the current limiter. Last but not least, the sensor is vulnerable to rf-noise. Elimi-
nating the interference requires an extensive search for the noise sources, that was not
possible during this experiment with respect to the stability of the phantom parameters
over time. The resulting image SNR agreed well with the simulations, when scaled to
the actual polarization parameters and noise. Due to a very low T2 relaxation time,
the scalp compartment did not yield sufficient image SNR for BJ-reconstruction. The
reconstructed maximum BJ-values appeared about three times higher than what was
found in the simulations. This is due to a large superimposing field component, orig-
inating from the electrode wires. Inferring from the stray-field estimations presented
in appendix B these fields explain the additional magnetic field very well, when scaled
to the applied current of 4.5 A. The Ĵ -field, on the other hand, agreed well with the
simulations, as the field from the wires is curl-free. Due to the reduced reconstruction
volume and the lower image SNR, leakage effects could not be distinguished from noise.
Of note, even though the nominal scalp–skull conductivity ratio was much higher com-
pared to the simulations, the strength of Ĵ was comparable. Using an aqueous solution
of CuSO4 (0.079 wt%) and NaCl (0.112 wt%) probably caused increased ion infiltration
into the skull material, yielding a skull conductivity comparable to the simulations.

Finally, a demonstration measurement was conducted on a volunteer, showcasing
the performance of the method in an in-vivo application. The applied current of
3.5 mA was 1 mA lower than in the simulations and the phantom measurement. With
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520 aT Hz−1/2, noise was even higher than in the phantom measurements. Besides the
already mentioned circumstances that degrade the sensor performance, this experiment
featured current impression via a commercial tDCS stimulator that is likely responsi-
ble for the additional noise. The long overall measurement time necessitated a smaller
FOV and a slightly larger voxel size. Consequentially, a four-fold reduced image SNR
compared to the phantom measurement was observed. This did not yield reliable re-
constructions in the intra-cranial volume. Amplitude and direction of Ĵ in the scalp
compartment agreed with the values estimated from the FEM simulations. It was ob-
served that the measurement time was about 30 % longer than expected, probably due
to a long processing time of the LabVIEW™-based control software. This indicates a
possible performance enhancement by improvements of the control framework. Despite
the limitations, this measurement yielded the first full-vector J -reconstructions from
in-vivo CDI.
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Chapter 8

General discussion and conclusions

8.1 Summary

Low-frequency CDI and CDI-based conductivity mapping would be beneficial for neu-
roimaging, neuromodulation, and possibly other applications. Existing methods that
potentially enable non-invasive and in-vivo estimation of tissue conductivity suffer from
distinct limitations, such as sensitivity to only one direction of the magnetic field as-
sociated with impressed currents, the need to solve an ill-posed inverse problem, or
reconstructions based on indirect measures with unknown relation.

SQUID-based MRI in the ULF regime offers unique possibilities for CDI. The use
of non-persistent magnets allows to switch all fields within a pulse sequence facilitat-
ing zCDI, a sequence designed by Vesanen et al. [6] that enables the detection of all
components of a magnetic field, associated with impressed currents. However, before
this work, zCDI could not be realized experimentally, due to hardware limitations in
field switching and sensitivity.

In this thesis an ULF-MRI setup was developed that overcomes the limitations,
allowing to perform in-vivo CDI. Key features are the manipulation of the magneti-
zation’s orientation via an adiabatic field change between the polarization field and
defined guiding fields, the ability to switch all MRI fields nearly instantaneously, and
an outstanding sensitivity. The latter was achieved through a combination of a sensor
with ultra-high sensitivity and a cooled polarization setup, shape-optimized for the
human head. Furthermore, the sequence was modified, now involving a calibration
procedure that decomposes phase effects due to BJ from those due to the imaging
fields.

The method was successfully validated in phantom measurements, using a prelim-
inary polarization setup that provided less sensitivity but had the benefit of a high
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homogeneity and negligible transients after pulsing. BJ and J could be reconstructed
reliably for 2-mA currents in different directions and phantoms of various geometry.
The measurements demonstrate the feasibility of zCDI and yielded the first reported
reconstructions of the J -vector based on a non-invasive method.

However, the validation measurements also revealed an influence of the electrode
wires on the reconstruction of BJ, and artifacts due to leakage from the 3D-DFT.
Additionally, a gap in SNR towards current density as low as expected in in-vivo appli-
cations was identified which led to the development of the improved cooled polarization
setup.

MRI simulations using a realistic head model verified that the sensitivity of the final
setup is sufficient to reconstruct the magnetic field BJ, associated with the current
density J , intra-cranially with an SNR[BJ] > 10. To derive this information from
the simulations, a preceding extensive investigation of the performance of the zCDI
reconstruction based on image SNR was conducted.

Finally, two demonstration measurements were performed, one using a realistic head
phantom, and the other on a volunteer in an actual in-vivo application. However,
the full potential of the setup could not be exploited at the time. Compared to the
parameters in the simulations, only two-fifth of the polarization current were applied,
and noise was slightly increased. Nevertheless, the reconstructions agreed well with
the simulations allowing the assumption that the performance of the setup is sufficient
once the upgrade of all components is completed.

8.2 Discussion

The methods applied in this thesis yielded successful reconstructions of the full vector of
J due to impressed currents. The derived J -field incorporates information on absolute
conductivity, and due to the spatially-resolved vector data maybe also information on
directional conductivity, all subject to the discretization levels of the underlying MRI
sequence.

However, it remains to be answered if this information can be extracted from the
data. Generally, the measurements and simulations conducted in this thesis show that
the BJ-reconstruction is more reliable than the J -reconstruction. Shall the reconstruc-
tions be used to fit individual conductivity values, superior results are expected when
the B̂J-field is used as the measurement data. However, magnetic fields arising from
the electrode wires should be either modeled or eliminated. One way to exclude these
fields would be to consider only closed path integrals of B̂J and to apply the integral
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form of Ampère’s law. It is yet undetermined whether this only enables to derive bulk
conductivity values, rather than spatially-resolved conductivity mapping. Methods for
this have not been presented so far and should be subject to further research.

Furthermore, the conducted measurements are subject to a limited reconstruction
volume as a single-channel sensor was used for signal detection. It is likely that conduc-
tivity fitting requires a broader sample coverage that could be gained by multi-channel
devices that in the best case cover the shape of the head [108]. The sensitivity analysis
in chapter 6 is universally applicable, requiring solely information on image SNR. In
[75], the performance of the here presented ULF-MRI setup was compared to a setup
comprising an MEG-based whole-head sensor system located at Aalto University in
Espoo, Finland. Although that device provided a broad sample coverage, the sensitiv-
ity for deeper regions appeared low due to an inferior noise performance of the sensors.
Hence, a multi-channel and ultra-low-noise sensor setup is desired. Of note, multiple
channels could also help reducing the overall measurement time, and/or increase the
spatial resolution to a level necessary to resolve BJ and J in fine tissue structures, by
means of parallel imaging [146].

8.3 Conclusions and outlook

This thesis gives a roadmap towards the successful implementation of zCDI. Modifi-
cations to the sequence have been identified and the implementation in hardware has
been explained in detail. Key features, such as the manufacture of a sensor with ultra-
high sensitivity, and a polarization setup that creates sufficient magnetization should
be reproducible on the given data basis. Methods to assess the performance in the
reconstruction based on image SNR were presented and can be applied to arbitrary
setups.

Suggestions for further improvements include a multi-channel sensor setup. In addi-
tion, spectral leakage should be taken in closer consideration with the goal to reduce its
effect on the reconstruction of BJ and J during data acquisition, or by post-processing.

The data obtained through zCDI using ULF MRI is superior to that of other modal-
ities as, for the first time, the full vector of J can be measured directly. Provided that
the suggested improvements resolve remaining issues in sample coverage, measurement
time, and image artifacts, this will facilitate reliable in-vivo and individual conductiv-
ity mapping. Besides, the data on J can be used to benchmark computational models,
and monitor the propagation of currents, thereby improve electric stimulation.
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Appendix A

Additional material for the
ULF-MRI setup

A.1 A potential-free and bipolar relay

All switching circuits presented in this thesis, are based on a potential-free relay, il-
lustrated in figure A.1. Depending on the application, either two serial MOSFETs
or IGBTs are set in opposite reverse direction, allowing bipolar current application
(figure A.1 shows the relay equipped with MOSFETs). The relay disrupts the connec-
tion between circuit points A and B on 5-V-TTL-level input. Here, the non-inverting

Figure A.1: Potential free relay, based on MOSFETs.
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Schmitt-Trigger IC1 passes the 5 V to opto coupler OC2, shortening source and gate of
the MOSFETs (or emitter and gate for IGBTs). Simultaneously, the inverting Schmitt-
Trigger IC2 passes 0 V to OC3, which disconnects the gate-to-source bias, driven by
photo coupler OC1. As a result, TR1 and TR2 are turned off, meaning there is no con-
duction between drain and source (or collector and emitter). Exchanging IC1 and IC2
provides a similar relay working at low-level operation. The potential-free design has
the benefit of electrical isolation from the signal input, ensuring a low-noise operation
of the circuit.

A.2 Checking the orthogonality of the guiding fields

In order to check, if the three-axis coil setup designed by Hilschenz meets the orthog-
onality requirements for zCDI, the field orientation and strength was measured. The
nominal geometry of the coils is given in table A.1. A grid plate was developed that
enabled to move a three-axis fluxgate (Mag-03MS from Bartington) in defined posi-
tions and orientations inside the coil system. The grid spaces matched the nominal
distances between the fluxgate sensors for x-, y-, and z-direction, allowing vector field
measurements for each grid position. In total, 3 × 9 × 3 (x, y, and z) measurements
were taken in a FOV of (120 × 120 × 120) mm3. A 5 s long sinusoidal 22 Hz current
was applied to each coil separately, where the field was measured by the fluxgate.

The amplitudes were derived from a mean amplitude spectrum at 22 Hz, using a
1 s long Hanning windows with 0.5 s overlap. Figure A.2 shows the cubic FOV inside
the three-axis coil system (left) and the FOV containing the field measurements in
a zoom-in (right). Subsequently, the closest orthogonalization to the vector space de-
fined by B(x-coil), B(y-coil), and B(z-coil) at each grid point was derived by Löwdin’s

Table A.1: Nominal parameters of the three-axis coil system.

Windings B/I
∅ d per coil arm Resistance Inductance in center

Coil (mm) (mm) [layers, rows] (Ω) (mH) (µT/A)

x-coil 947 472 [5, 5] 14.4 4.9 47.39
y-coil 1147 572 [6, 6] 24.3 12 56.36
z-coil 1047 522 [6, 6] 22 11 61.73

∅ – diameter; d – distance between coil arms;
B/I – field-to-current ratio
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A.2. Checking the orthogonality of the guiding fields

Figure A.2: Fluxgate measurement setup to estimate the orthogonality of the three-
axis coil system. The cubic FOV inside the coil system is shown on the left and the FOV
containing the field measurements is given on the right.

transformation (compare equation (3.13)). The distributions of misalignment, between
the measured and the orthogonalized fields are displayed in figure A.3 in degree. These
values do not include measurement uncertainties. Due to the large number of averages,
measurement noise is assumed negligible. According to the manual, each sensor of the
fluxgate has an alignment uncertainty of θ = ± 0.1◦ = 1.745 mrad and a calibration
uncertainty regarding the amplitude of ± 0.5%. Using a small-angle approximation,
the alignment uncertainty can be included by cos(θ) ≈ 1 − θ2/2 in the direction of
the field component and sin(θ) ≈ θ in the direction perpendicular to the component.
Table A.2 lists the measured field values for the central grid point, accompanied by the

Figure A.3: Estimated orthogonality uncertainty of the three-axis coil system. The
distributions of misalignment, between the measured and orthogonalized fields are in
degree.
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Table A.2: Fluxgate measurements at the center point of the three-axis coils system.

Uncertainty due to Total uncertainty
B/I misalignment sensor including scaling

measured in center (< 0.1◦) error sensor (<0.5%)
Coil X, Y, Z X, Y, Z X, Y, Z

x-coil 48.136 ±0.93 (nT/A) ±0.242 (µT/A)
-0.114 µT/A ±0.085 µT/A ±0.086 µT/A
0.374 µT/A ±0.084 µT/A ±0.086 µT/A

y-coil 0.318 µT/A ±0.1 µT/A ±0.1 µT/A
57.352 µT/A ±0.96 nT/A ±0.288 µT/A
-0.18 µT/A ±0.1 µT/A ±0.1 µT/A

z-coil -0.649 µT/A ±0.11 µT/A ±0.11 µT/A
0.025 µT/A ±0.11 µT/A ±0.11 µT/A
63.64 µT/A ±1.3 nT/A ±0.319 µT/A

B/I – field-to-current ratio

uncertainty due to sensor misalignment and the total uncertainty including calibration.
The calibration error adds negligible to the estimation of angles in the field measure-
ments. The misalignment of the sensors, on the other hand, should be accounted for.
In conclusion, the distributions of misalignment in figure A.3 need to be corrected by
± 0.1◦. In the worst case, this results in a total sum of error angles in the vector space
[B(x-coil), B(y-coil), B(z-coil)] of approximately 0.9◦, corresponding to an error field
of 0.59 nT.

In conclusion, the coil system by Hilschenz fulfills the orthogonality requirements
for zCDI using adiabatic turn off for manipulation of the magnetization orientation.
The reconstruction uncertainty due to misalignment of the coil system is expected well
below 1 nT and poses no risk for phase wrapping. Due to the systematic character of
the misalignment uncertainty, full compensation of the reconstruction error, by means
of background field subtraction and orthogonalization, is expected.

A.3 Estimation of the dewar’s warm-cold distance

The SQUID probe is operated inside a lHe dewar. The warm-cold distance, i.e., the
distance between the sensor loop and the outside of the flat bottom dewar could be
measured using mutual inductance between a precisely positioned, single-turn excita-
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A.3. Estimation of the dewar’s warm-cold distance

Figure A.4: Geometry for the warm–cold distance estimation. Measurements of φs,c in
the receiver coil for varying heights ed of the excitation coil allow the extraction of the
warm cold distance.

tion coil, and the sensor loop. The coil was driven with an alternating current, where
the measured amplitude spectrum at varying heights of the coil, relative to the dewar
bottom, was related to flux through the sensor loop. This enabled fitting a model to
the data to estimate the warm-cold-distance. Since both, excitation coil and receiver
coil are centered collinearly on z, the magnetic vector potential A, derived by equa-
tion (D.1), can be used to calculate the flux through the receiver coil Φs,c, according
to equation (2.36):

Φs,c =

∮
Adl = Aφ2πa. (A.1)

Here, a is the radius of the receiver coil and Aφ is the azimuth component of A.
Since the geometry is radially symmetric and the coil diameters are fixed, the radial
component is constant and z is the only fitting parameter, yielding a minimization
problem:

min
z

= ||Φs,c(z)− Φs,m(z)||22. (A.2)

Here, Φs,m is the measured flux and z = zed+wc, as explained in figure A.4.

Figure A.4 shows the geometry for the example of a magnetometer pick-up loop.
The warm–cold distance was fit to 12.9 mm at 4.2 K (helium level at approximately
90%). It should be noted that the warm-cold distance might vary with the helium
level, according to the thermal expansion of the dewar material and the SQUID probe.
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A.4 Timings in zCDI

A sequence diagram of the entire zCDI sequence showing coil currents (I), control
signals from the analogue outputs (AO), and TTL control levels for the decouplers and
switches is given in figure A.5.

Figure A.5: Timing for the zCDI sequence. Please compare the circuit sketches for
polarization setup (figure 4.4), coil switcher (figure 4.8), dummy circuits (figure 4.9), and
phantom current source (figure 5.5).
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Appendix B

Simulation of the stray fields of the
electrode wires

To investigate the influence of the stray fields from the leads connecting the electrodes
in the phantom experiments conducted in 5.2.5, the experiment with Phantom 3 was
simulated. Therefore, the voltage distribution inside the phantom was derived from
a finite difference method using a successive approximation with a tolerance-based
stop criterion. The electrode surfaces had fixed potentials, according to the Drichlet
condition (compare section 2.1) and the phantom boundaries were set to Neumann
condition. In a defined 3-dimensional grid with 0.25 mm grid spaces the potential at
each grid point (x,y,z) was successively adjusted using a seven-point star:

U(x, y, z) =

1

6
[U(x− 1, y, z) + U(x+ 1, y, z) + ...+ U(x, y, z + 1)] .

(B.1)

The stop criterion was fulfilled when
√∑

U(i)2 −
√∑

U(i− 1)2, with i being the
iteration step, was below a defined tolerance. The vector field E was calculated from
the gradient field on U according to equation (2.10). A conversion to J was achieved
by scaling the vectors to the total applied current of 2 mA. Finally, BJ was estimated
using the Biot Savard formula for volume elements

B(r) =
µ0

4π

∫
V

J(r′)× (r − r′)

|r − r′|3
dV, (B.2)

at the discrete points i:

B(r) =
µ0

4π
v3

∑
i

J(ri)× (r − ri)

|r − ri|3
. (B.3)

The result is displayed in figure B.1(b) for a slice centrally through the phantom (com-
pare the overview in panel a). It is visible that the rotation of the B-field is symmetric
inside the phantom.
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B. Simulation of the stray fields of the electrode wires

In addition, the magnetic stray field from the leads connecting the electrodes was
calculated using the Biot Savard formula for line elements (compare equation (D.6)).
The leads were combined to a twisted pair about 22 mm below the phantom. The
result, as displayed in figure B.1(c) shows that the stray field BLeads is on the order of
BJ and that the superposition of the two fields, as shown in panel d), nicely resembles
the results of the phantom experiment visualized in figure 5.14(b). The current density
reconstruction, displayed in figure 5.14(c) was not affected by the field of the leads as
this is curl-free.

Figure B.1: The influence of stray fields by the electrode leads on BJ. The figure
shows a the simulated magnetic field in a slice centrally through the phantom (a) for BJ

only (b), BLeads only (c), and a superposition of BJ and BLeads (d). Note: For reasons
of illustration, axes were adjusted to match figure 5.14 approximately, and colorbar and
arrow lengths were limited to 12 nT.
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Appendix C

Noise in the rotation matrix
estimate

The methods and results in this section have been previously published in the supple-
mentary material to [75]. The text and equations are extracted from that publication.
This section is mainly based on ideas of my fellow colleague Antti J. Mäkinen from
Aalto University, Helsinky. For the sake of completeness it is included in this thesis.

A vector of the real and imaginary parts of zero-field-encoded raw voxel data could
be defined as

a = [Re[vx],Re[vy],Re[vz]]
⊤, and

b = [Im[vx], Im[vy], Im[vz]]
⊤,

respectively, where vx, vy , and vz are the voxel values for x-, y-, and z-directional
starting magnetization. Now, the whole data can be expressed as a combination of
these as a+ ib which is a 3D vector with complex elements. Applying the same phase
correction obtained from a reference image for each element, one can write the data
as (a + ib)e−iδ. Note that applying the phase correction does not change the noise
distribution in the real and imaginary parts when they both have an equal amount of
noise.

The phase-corrected zero-field-encoded data can be converted to a rotation matrix
by normalizing the rows corresponding to a and b. Apart from noise, vectors a and b

should have the same norm, giving rise to the approximation |a| ≈ |b| ≈ |u0|, where u0
is the voxel value in a (ideal) reference image. Thus, one can normalize the imaginary
and real parts with a common factor (a+ ib)e−iδ/|u0|. The elements of the third and
second row of the rotation matrix can now be read from the real and imaginary parts
of this quantity and the first row could be derived as a cross product of the normalized
rows.
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C. Noise in the rotation matrix estimate

To derive the effect of noise in the matrix elements, it is assumed that vx, vy, and
vz are all contaminated by complex Gaussian noise. If the normalization and reference
phase were noise-free, the standard deviation of the elements of the rotation matrix
would read

σΦ,0 =
1√

2 SNR
,

where SNR is defined as in (6.7). Since the noise in the elements is uncorrelated, the
noise covariance matrices for both of the rows can be written as σ2

Φ,0I.

Next, it is studied how the noise in the reference phase and normalization affect
the noise covariance matrix of the third row corresponding to a when δ = 0. Adding
noisy reference phase increases noise in a in the direction of b as it can be considered
as a small rotation in the plane spanned by a and b. In the limit of high SNR, the
standard deviation of the phase noise ∆δ is approximately 1/(

√
2 SNR). The noise in

the phase factor can be expanded as ei∆δ ≈ 1+ i∆δ, and in the limit of a small pertur-
bation in the noise in a would be ∆δb, giving |b|2/(

√
2 SNR)2 ≈ |u0|2/(

√
2 SNR)2 extra

variance in the direction of b. The noise covariance of the non-normalized but phase-
reference-noise-affected third row would be approximately |u0|2σ2

Φ,0(I + Pb), where
Pb = b0b

⊤
0 /|b0|2, where b0 is the expected value of the vector b.

The effect of noise in the normalization constant can be analyzed by interpreting
the noise ϵ in the vector elements of a = E[a]+ϵ = a0+ϵ also as a small perturbation

1

|a|
≈ 1

|a0|

(
1− a⊤

0 ϵ

|a0|2

)
,

where only the first-order term in ϵ is considered. In this case, ϵ will also contain the
effect of noisy phase referencing. Normalizing the third row then gives approximately

a

|a|
≈ a0

|a0|
+

ϵ

|a0|
− a⊤

0 ϵ

|a0|2
a0

|a0|

=
a0

|a0|
+

(
I− a0a

⊤
0

|a0|2

)
ϵ

|a0|

=
a0

|a0|
+ (I−Pa)

ϵ

|a0|
,

where the matrix I−Pa = I−a0a
⊤
0 /|a0|2 projects out any component in the direction of

a0, i.e., (I−Pa)a0 = 0, but leaves components orthogonal to a0 unaffected. The noise
is thus the same as in the case of noiseless normalization but the noise contribution in
the direction of a0 is canceled. For example, when a is roughly y directional, the noise
in the direction of y is removed by the normalization.
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Normalizing the row exactly to unit norm modifies the noise approximately with the
linear transformation |a0|−1(I−Pa) ≈ |u0|−1(I−Pa) giving a new covariance matrix

(I−Pa)σ
2
Φ,0(I+Pb)(I−Pa) = σ2

Φ,0(I−Pa +Pb) ,

as PaPb = 0 because a0 and b0 are orthogonal and P2
a = Pa because the operator is

a projection.

The noise covariance can be diagonalized in the row basis of the (noiseless) rotation
matrix Φ0,

σ2
Φ,0(I−Pa +Pb) = Φ⊤

0


σ2
Φ,0 0 0

0 2σ2
Φ,0 0

0 0 0

Φ0 ,

i.e., there is zero variance in the direction of a0, double variance in the direction of b0
and non-modified variance in the direction of the first row.

Similar analysis can be made for the second row of the rotation matrix estimate
giving the following noise covariance:

σ2
Φ,0(I+Pa −Pb) = Φ⊤

0


σ2
Φ,0 0 0

0 0 0

0 0 2σ2
Φ,0

Φ0 .

For small rotation angles, the noise in By and Bz is explained by the noise variance in
the rotation matrix. To explain the noise in the estimates of the effective magnetic field
component Bx, one still has to take in to account that, due to the same reference phase
noise, the noise in Φ3,2 and Φ2,3 is correlated. The covariance between the elements
can be derived to be −σ2

Φ,0. In consequence, the variance of γτBx ≈ (Φ3,2 − Φ2,3)/2

becomes

Var[γτBx] =
Var[Φ2,3]

4
+

Var[Φ3,2]

4

− 2
Cov[Φ3,2,Φ2,3]

4
,

which results in 3σ2
Φ,0/2 corresponding to the Monte-Carlo estimate in figure 6.1(b).

This analysis considers a single reconstruction of effective Bx. In bipolar reconstruction,
as presented in equation (6.13), the additional noise due to the noisy phase reference
cancels out.
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Appendix D

The MRI simulation toolbox

D.1 Magnetic field calculations

This thesis includes several methods that involve the calculation of magnetic fields
due to coils of various geometries. For example, the coupling profile to the sensor is
calculated by reciprocity, where the flux at the sensor due to a magnetization source
is explained by a field at the position of the magnetization source due to a current in
the sensor (see section 2.2.4).

The sensor and most of the MRI coils are formed by circular loops, facilitating the
use of elliptical integrals for magnetic field integration. According to the derivations
presented by Schill [147], the magnetic vector potential of a circular current loop of
diameter a and oriented in z can be formulated at r = [x, y, z] in a cylindrical coordinate
system (rc, φ, z) by:

A(rc, φ, z) = φ̂Aφ

=
µ0I0
πkc

(
a

rc

)1/2 [(
1− k2c

2

)
K(kc)− E(kc)

]
φ̂,

(D.1)

where rc is the radial component given in the Cartesian coordinate system by√
(x− x′)2 + (y − y′)2, with r′ = [x′, y′, z′] being the center point of the loop. E(kc)

and K(kc) are the complete elliptical integral functions of the first and second kind,
respectively, corresponding to

k2c =
4arc

(rc + a)2 + (z − z0)
2 . (D.2)

The magnetic flux density is given by the curl ∇×A by

B(rc, φ, z) = −dAφ

dz
r̂c +

1

rc

d(rcAφ)

drc

= Brc r̂c +Bz ẑ,

(D.3)
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giving rise to the axial and radial components of B per unit current I0 by:

Bz(rc, φ, z)/I0 =
µ0

2π

1

[(rc + a)2 + (z − z′)2]1/2

·
[
K(kc)−

r2c − a2 + (z − z′)2

(rc − a)2 + (z − z′)2
E(kc)

]

Brc(rc, φ, z)/I0 =
µ0

2π

(z − z′)

rc [(rc + a)2 + (z − z′)2]1/2

·
[
−K(kc) +

r2c − a2 + (z − z′)2

(rc − a)2 + (z − z′)2
E(kc)

]
(D.4)

Transferring back to Cartesian representation, yields the desired coupling coefficients:

C(r) =


Cx

Cy

Cz

 =


Bx

By

Bz

 I−1
0 =


Brc(rc, φ, z)(x− x′)r−1

c

Brc(rc, φ, z)(y − y′)r−1
c

Bz(rc, φ, z)

 I−1
0 . (D.5)

Please note, that the magnetization precesses in a plane perpendicular to the main
field, which is why only two components, Bz and one of the components By or Bx, add
to the coupling field.

The above presented method is computationally efficient. The complete elliptical
integrals and subsequent B calculation yield two sets of equations per field point r.
However, it is limited to circular current loops. Arbitrary coil arrangements, such as
the head-shaped polarization coil introduced in chapter 7, require to integrate over
the line integral bounding the coil, numerically. An often employed method is the
numerical integration of the closed loop via straight filamentary line approximation:

B(r)/I0 =
µ0

4π

NSeg∑
j=1

∫ rj+1

r′=rj

dr × (r − r′)

|r − r′|3
. (D.6)

Here, Nseg is the number of line segments that approximate the coil. A compact
integration of expression (D.6) was presented by Hanson and Hirschman [148]

B(r)/I0 =
µ0

4π

Nseg∑
j=1

cj + cj+1

cjcj+1

cj × cj+1

cjcj+1 + cj · cj+1

, (D.7)

where cj = r−rj and cj = |r−rj|. Zevenhoven et al. [122] showed that (D.6) exactly
integrates to (D.7) and used the expression to calculate coupling fields for various
receiver arrangements.
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D.2 Validation measurement

For the evaluation of the simulations, a comparison with actual measurements using the
PTB setup was executed. Therefore, a spherical single-compartment phantom (80 mm
diameter), filled with an aqueous solution of CuSO4+H2O to tune the T2 relaxation
time to approximately 100 ms, was placed 10 mm below the dewar (nominal warm-
cold distance 13 mm). The current in the polarizing coil was set to 20 A, resulting
in an inhomogeneous polarizing field of approximately 25 mT. Gradients were set to
give a voxel size of (4.8 × 4.8 × 4.8) mm3 and a field of view (FOV) of 115 mm in
the phase-encoded directions y and z. The resulting time signals of the gradient echos

Figure D.1: Comparison of measured and simulated MRI images. (a) shows the uti-
lized setup, including the polarizing coil (orange), the spherical phantom (gray), and the
receiver coil of the sensor (blue). Central slices of reconstructed images, not corrected
for the sensitivity profile, are presented for measurement (b) and simulation (c). Please
note that the actual phantom contains a mount for dipolar current electrodes, that is
recognisable in the central lower half of the reconstructed measurement, but was not
accounted for in the simulations.

157



D. The MRI simulation toolbox

were processed to form an array of k-space data. To reduce Gibbs ringing, both the
frequency- and the phase-encoding dimensions were tapered with a Tukey window
(shape parameter = 0.5) and the 3D-DFT was applied to reconstruct the images. For
the simulations, the sphere was approximated by a regular 1-mm spaced grid.

Figure D.1 illustrates the setup, accompanied by magnitude images of measurement
and simulation. The results reveal a difference in the amplitude of measured and sim-
ulated MRI of approximately 25%, probably subject to multiple origins. A shielding
coil reduces the polarizing field of the actual setup, which was not accounted for in
the simulations. Also, winding errors due to the relatively complex geometry of the
polarizing coil reduce the current-to-field ratio. In addition, the true warm–cold dis-
tance of the dewar could vary depending on the helium level and the phantom mount
also might have inaccuracy in the millimeter range. Taking all these uncertainties into
account, the simulated MRI sequence resembles the realistic conditions found in actual
measurements.
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