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I

Zusammenfassung

Seit den ersten Experimenten zur Laserionenbeschleunigung wurden viele, immer kom-

plexere Mechanismen, auf der Grundlage von theoretischen Überlegungen mit der Unter-

stützung von numerischen Simulationen vorhergesagt. Ein zentraler Punkt für diese Me-

chanismen ist die Existenz einer optimalen Targetdicke, wobei die Toleranz dieser Dicke

verhältnismäßig klein ist. Diese Mechanismen sollten im Labor mit dem derzeitgen Ent-

wicklungsstand moderner Lasersysteme experimentell zugänglich sein. Allerdings gibt

es immer noch eine hohe Diskrepanz zwischen den simulierten Erwartungswerten und

den tatsächlich unter experimentellen Bedingungen erreichten Resultaten. Eine mögliche

Erklärung könnte der in der Regel unbekannte Zustand und die große räumliche Ausdeh-

nung des sogenannten Vorplasmas liefern, welcher unter dem Einfluss des Lasers vor

dem Erreichen der maximalen Laserintensität entsteht. Die präzise Bestimmung dieses

Zustands, auf einer Zeitskala von wenigen Pikosekunden vor dem Eintreffen des Laser-

pulsmaximums, stellt eine große Herausforderung dar. Diese Problematik wird zudem

verschärft da die zur Verfügung stehenden Diagnostiken nur Messungen eines räumlich

sehr weit ausgedehnten Plasmas zulassen, oder die Verfügbarkeit eines Kurzpulslasers

im Femtosekunden Bereich voraussetzen.

Die Schließung dieser Messlimitierung und somit die Erweiterung des messbaren Be-

reichs mittels einer neu entwickelten Methode war Ziel dieser Arbeit. Eine Möglichkeit

dafür bietet die zeitaufgelöste Messung des am Vorplasma reflektierten Laserpulses.

Dessen spektrale Veränderung mit der Zeit kann dabei auf die Bewegung des Ortes der

kritischen Plasmadichte zurückgeführt werden, welche zu einem Dopplereffekt führt. Die-

se Informationen können mit den Vorplasmaeigenschaften korreliert werden, welche zu

Beginn der Wechselwirkung vorliegen.

Zur Untersuchung dieser Korrelation wurden 2D “particle-in-cell“(PIC) Simulationen zu

verschiedenen Laser- und Plasmaparametern durchgeführt. Dabei wurde ein Zusammen-

hang zwischen der Blauverschiebung des Spektrums am zeitlichen Anfang des Laserpul-

ses und der Expansion des Plasmas bzw. dessen Temperatur gefunden. Außerdem konn-

te eine Aussage über den vorliegenden Dichtegradienten des Vorplasmas, die sogenannte

Skalenlänge, getroffenwerden. Diese konntemit der Beschleunigung des Reflexionspunk-

tes in das Plasma zu Beginn der Interaktion in Verbindung gebracht werden, welche sich

durch steigende Laserintensitäten und Skalenlängen erhöht. Diese Korrelation stimmt

außerdem sehr gut mit einer analytischen Beschreibung der Bewegung des Reflexions-

punktes überein, welche entwickelt wurde um den Einfluss der Vorplasma-Skalenlänge zu

berücksichtigen. Diese Beschreibung kann außerdem genutzt werden um die maximale

Rotverschiebung des Spektrums vorherzusagen, welche daraufhin einen experimentellen

Zugang zur Abschätzung der Vorplasma-Skalenlänge ermöglicht.
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Zur Überprüfung dieser Methode wurden zwei experimentelle Kampagnen am Petawatt

High-Energy Laser for Heavy-Ion eXperiments (PHELIX) der GSI Helmholtzzentrum für

Schwerionenforschung GmbH durchgeführt, welcher Laserenergien von bis zu 200J lie-

fert und eine Pulsdauer von 500 fs besitzt. In diesen wurden der zeitliche Kontrast mithilfe

sogenannter Plasmaspiegel verbessert, um die Bildung des Vorplasmas zu unterdrücken.

Die dadurch entstehenden Effekte auf den rückreflektierten Laserpuls wurdenmit zeitauf-

lösenden und zeitintegrierenden Diagnostiken untersucht.

Dabei konnten diverse Resultate der numerischen Simulationen bestätigt werden. Im Be-

zug auf die zeitintegrierten Messungen zeigte eine Verbesserung des Kontrastes eine

Blauverschiebung des gesamten Spektrums, im Vergleich zu einer Rotverschiebung ohne

Plasmaspiegel. Durch den Vergleich der maximalen Rotverschiebung des Spektrums mit

den Ergebnissen der gefundenen analytischen Beschreibung konnte die Skalenlänge des

Vorplasmas auf (0.18±0.11)µm and (0.83±0.39)µm für den Fall mit und ohne Plasma-

spiegel bestimmt werden.

Es wurde gezeigt, dass diese Messmethode eine vielversprechende neue Möglichkeit

darstellt, um die Vorplasmaeigenschaften vor dem Eintreffen der Maximalintensität, auf

nichtinvasive Art, zu messen. Im Rahmen dieser Arbeit wurde damit eine Messung des

Plasmazustandes, einigen Pikosekunden vor dem Eintreffen der Maximalintensität, de-

monstriert. Zukünftig kann dies, durch eine Erhöhung des dynamischen Bereichs, weiter

verbessert werden.

Des weiteren wurden zwei zusätzliche experimentelle Kampagnen zur Verbesserung der

Laserionenbeschleunigung am Lasersystem PHELIX durchgeführt, um höhere Protonen-

energien und Teilchenzahlen zu erhalten. In diesen wurde zum einen die Absorption der

Laserenergie in demTarget bei einemEinfallswinkel von 45°mittels verschiedenerMetho-

den erhöht. Die besten Ergebnisse wurden dabei durch die Änderung der Laserpolarisati-

on von s- auf p-Polarisation erhalten, wobei die Targetdicke so dünn wie möglich gewählt

wurde ohne in den Bereich der Transparenz zu kommen. Zum anderen wurde durch die Er-

höhung der Laserintensität im Breich von 8×1020 W/cm2 einemaximale Protonenenergie

von bis zu 93MeV erreicht, wodurch ein neuer Rekord in Bezug auf das PHELIX-System

erzielt wurde.
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Abstract

Since the first experiments on laser-ion acceleration, many increasingly sophisticated

mechanisms have been predicted on the basis of numerical simulations. A key issue for

these mechanisms is the existence of an optimal target thickness, whereas the tolerance

of this thickness is relatively small. These mechanisms should be achievable with the

properties of modern laser systems. However, there is still a large discrepancy between

the predicted results and those actually reached in experimental conditions. A possible

explanation could be the usually unknown state and extent of the so-called preplasma,

which is formed before the maximum laser intensity reaches the target. To diagnose this

state on a time scale of a few picoseconds prior to the arrival of the laser pulse is a major

challenge, especially since the currently available diagnostics can only be used for a very

long spatial extent of the preplasma, or require the availability of a short-pulse laser in the

femtosecond regime.

Therefore, the aim of this workwas to develop a newmethod that extends themeasurable

range. One possibility is the time-resolved measurement of the laser pulse reflected by

the plasma during the interaction. Its spectral change over time can be attributed to the

motion of the critical-density position of the plasma, which results in a Doppler shift of

the laser pulse. This information can be correlated with the preplasma properties that are

present at the beginning of the interaction.

This dependence is investigated with 2-D particle-in-cell (PIC) simulations, by varying the

laser and plasma parameters. These simulations show a correlation between the blue

shift of the spectrum at the temporal beginning of the laser pulse and the expansion ve-

locity of the preplasma, which can be used to derive the corresponding electron temper-

ature.

In addition, a statement about the present density gradient of the preplasma, the so-

called scale length, is possible. The acceleration of the reflection point into the plasma,

at the beginning of the interaction, increases for higher laser intensities and longer scale

lengths. The same correlation is given by an analytical description of the holeboring ve-

locity and acceleration, which has been derived to include the effect of the preplasma

scale length. This description can also be used to predict the maximum red shift of the

spectrum, which enables the possibility to estimate the scale length of the preplasma

with a time-integrated measurement.

To verify this method, two experimental campaigns were performed at the Petawatt High-

Energy Laser for Heavy-Ion eXperiments (PHELIX) at the GSI Helmholtzzentrum für Schw-

erionenforschung GmbH, which is able to reach laser pulse energies up to 200J with a

pulse duration of 500 fs. The temporal contrast was enhanced using so-called plasma

mirrors to suppress the formation of the preplasma. The resulting effects on the laser



IV

pulse were investigated with time-resolved and time-integrated diagnostics.

Various results of the numerical simulations could be confirmed. With respect to the

time-integrated measurements, an improvement of the contrast resulted in a blue shift of

the whole spectrum, compared to a red shift without plasma mirror. By comparing the

maximum red shift of the spectrum and the corresponding central wavelength with the

results of the analytical description, the scale length of the preplasma was determined to

be (0.18±0.11)µm and (0.83±0.39)µm with and without plasma mirror, respectively.

It was shown that thismeasurementmethod holds a promising possibility tomeasure the

preplasma properties before the arrival of the maximum intensity, in an non-invasive way.

In the framework of this thesis, a measurement of the preplasma state picoseconds prior

to the arrival of the maximum intensity could be demonstrated. In the future, this can be

further improved by increasing the dynamic range of the used diagnostics.

At last, two experimental campaigns to improve the proton energy and particle number

during the laser-ion acceleration were carried out at PHELIX. In the first step, the absorp-

tion of the laser energy in the target at an angle of incidence of 45° was increased by

various methods. Changing the laser polarization from s- to p-polarization, while using

target thicknesses in the range of 1µm, yielded the best results. The second step was

to increase the laser intensity, which lead to the generation of protons with a maximum

energy of up to 93MeV for a laser intensity in the range of 8× 1020 W/cm2, resulting in a

new record for the laser system PHELIX.
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1 Introduction and motivation

Since the first experiments on laser-ion acceleration in the 1970s [1, 2, 3], a lot of work

has been done, resulting in the acceleration of protons with energies in the tens of MeV

range in 2000 [4, 5]. Since this breakthrough, many acceleration mechanisms have been

proposed by theoretical investigations which were backed up by numerical simulations.

Current laser systems are able to reach a sub-picosecond pulse duration and the intensi-

ties that are necessary to realize these type of schemes.

However, there is an obvious discrepancy between the kinetic energy of the ions predicted

by the simulations [6, 7] and the experimental observations [8, 9]. The corresponding field

of ion acceleration, focusing on the interaction of short, intense laser pulses with sub-

micrometer-thick targets, has been explored extensively with the help of particle-in-cell

(PIC) simulations, ranging fromone-dimensional studies up to computationally expensive

3-D simulations. These simulations predict optimal conditions for the laser and target that

have to be matched during the experimental implementation, with reachable ion energies

that strongly depend on the considered dimensionality of the simulation.

One of the uncertainties, which might explain the discrepancy between experiment and

simulation, is the condition of the target during the last instants, before the peak intensity

arrives at the target [10]. The generation of such disturbances of the target, which is

called preplasma, extends over a large temporal range up to nanoseconds and densities

extending over several orders ofmagnitude [11]. Therefore, this interaction region exceeds

the typical time window that is explored within PIC simulations, which is usually in the

picosecond time range due to their long computation time. This leads to the necessity of

treating the preplasma as an input parameter for the numerical simulations.

However, the measurement of the preplasma properties like its scale length, temperature

and density distribution at such time scales is challenging. Current techniques are able

to resolve some of these properties either for long scale plasmas in the range of tens

of micrometers [12, 13], or require a probe beam with a very short pulse duration in the

femtosecond regime [14, 15]. A novel method that extends the possible measurement

ranges, which will be presented within this work, relies on the spectral analysis of the

light which is reflected off the target during the laser-plasma interaction (LPI).

The idea of analyzing the light reflected by the plasma to get insight into the interac-

tion itself has been around in the community for several years, like the measurement of

Brillouin scattering [16]. This type of measurement was later adapted to measure the

holeboring (HB) velocity by Zepf et al. [17] or the corresponding acceleration [18]. Further

attempts have beenmade tomeasure the acceleration, introduced by a laser pulsewith an

intensity in the range of 1018 W/cm2, in a time-resolved manner [19]. With the help of PIC

simulations, Kingham et al. [20] made a first direct correlation between the phase shift of
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the laser and the movement of the critical density position. Palaniyappan et al. [21] revis-
ited this measurement principle to observe the relativistic transparency during the inter-

action of an ultra-intense laser pulse with targets in the nanometer range. An experiment

that intended to measure this relativistic transparency was conducted by Wagner et al.,
at the Petawatt High-Energy Laser for Heavy-Ion eXperiments (PHELIX) [22] at the GSI

Helmholtzzentrum für Schwerionenforschung GmbH. They measured the reflected spec-

trum with a time-integrating spectrometer, showing strong variations for different laser

parameter (Fig. 1.1).
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Figure 1.1: Spectrum of the reflected laser pulse, measured during an experimental cam-

paign at the PHELIX laser, for a laser intensity of 1019 W/cm2. These spectra were ob-

tained for a high temporal contrast (blue) and low temporal contrast (red) of the laser

pulse. The black line shows the spectrum of the incoming laser pulse. When the tempo-

ral contrast is reduced, the maximum red shift increases in addition to a complete shift

of the spectrum to higher wavelengths [23].

The behavior of the spectrum, which seemed to depend on the used temporal contrast,

could not be explained sufficiently. This lead to the main idea of this thesis: To correlate

the spectral behavior of the reflected laser pulse to the conditions of the preplasma.

Therefore, the main goal of this thesis was to verify the validity of this method. For this

reason, 2-D PIC simulations were performed and the resulting properties of the reflected

pulse had been monitored for different preplasma scale lengths and temperatures. The

findings were used to directly correlate the time-resolved spectral properties to these pre-

plasma properties.

To explain this behavior, an analytical description for the HB velocity and acceleration was

developed and compared to the simulation results. In addition to the numerical studies,

two experimental campaigns have been performed to validate the correlation between
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preplasma condition and the spectral properties of the laser pulse after the interaction.

Besides the experiments focusing on the preplasma conditions, two additional experi-

mental campaigns were conducted, which focused on the enhancement of the laser-ion

acceleration at PHELIX.

The presented thesis is structured as follows. Section 2 describes the interaction of in-

tense relativistic laser pulses with matter, with an emphasis on the evolution of the laser

pulse within a plasma. A description of the general properties of such a plasma are given

first, followed by its generation during the interaction of a laser pulse with a target. The

interaction effects are presented and the resulting consequence on the laser-ion accelera-

tion is described. The simulation based on themethod of particle-in-cell (PIC) is described

and the section is completed by a discussion about the corresponding differences to the

experimental observations, which might be correlated to the unknown preplasma condi-

tions.

An overview of the currently available methods for the analysis of these preplasma con-

ditions is given in Sec. 3, and the new method based on reflection spectroscopy is in-

troduced. The validity of this method is studied on the basis of PIC simulations with re-

spect to the influence of the preplasma temperature (Sec. 3.3.7) and plasma scale length

(Sec. 3.3.8). The analytical description of the HB velocity and acceleration is described

and compared to the simulation results.

The above-mentioned correlation between the preplasma properties and the reflected

pulse is studied during two experimental campaigns which are presented in Sec. 4, in-

cluding the setup and necessary steps to influence the temporal contrast. The results of

both campaigns are analyzed and later compared with the numerical simulations, which

is followed by a discussion.

Finally, in addition to the study of the preplasma condition, further experimental cam-

paigns focusing on the enhancement of the laser-ion-acceleration at PHELIX are pre-

sented in Sec. 5.

The results and findings of this thesis are summarized and concluded in Sec. 6, and cor-

responding future prospects are presented.
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2 Interaction of intense laser pulses with matter

The following sections describe the fundamentals that are necessary to understand the

interaction of a intense laser pulses with matter, which form the basis for the problems

to be investigated within this thesis.

When a material is irradiated with a sufficiently-high laser intensity, a transition into a

plasma occurs. This transition, along with all its necessary quantities, is introduced in

Sec. 2.1. Section 2.2 describes the process of laser-produced plasmas in more detail,

including its generation and the interaction processes between laser and plasma. One

of these effects occurring during such an interaction is the laser ion acceleration, which

Sec. 2.3 first describes, followed by the introduction of the numerical tools that are often

used to study such processes (Sec. 2.4). These simulations do not always reflect the ob-

servationswithin the laboratory, whichmight be correlated to the properties of the plasma

that is present in experimental conditions and is mostly unknown. This difference, which

is addressed in Sec. 2.5, is the central issue which is to be examined with the method that

is developed in this work.

2.1 General properties of a plasma

The concept of a plasma refers to a state of matter with a high internal energy, at which

the atoms are partly or fully ionized. In addition, the plasma shows a collective behav-

ior, which means that the positive and negative charges generate electric and magnetic

fields that affect other charged particles far away [24], in contrast to the solid state where

atomsmainly affect the direct neighboring atoms. The collective behavior and the similar

amount of negative and positive charged particles lead to an effect called quasi-neutrality,

where the plasma is globally neutral, but not locally. This state emerges as the Coulomb-

potential of a single charge Q is screened by surrounding charges [25]:

φ(r) =
Q

4πε0

1

r
e
–r/λD . (1)

Equation 1 describes the Debye-potential with the radial distance r between the charges,

where ε0 corresponds to the dielectric field constant and λD is the so called Debye length,

which describes the screening length of the potential. In a quasi-neutral plasma λD can

be expressed as a function of the surrounding electron density ne, as well as the corre-

sponding electron temperature Te and is given by

λD =

(︃
ε0kBTe

e2ne

)︃1/2

, (2)
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with the electron charge e and the Boltzmann constant kB [24]. If the distance between

the charged particles is in the range of the Debye length, the potential is rapidly weakened

and regions farther away from a test charge (r >> λD) are effectively field free. These

properties are especially important for so-called particle-in-cell (PIC) simulations which

will be later described in Sec. 2.4. This assumption is only valid if enough particles are

within the Debye sphere to effectively screen the potential. The corresponding number of

particles ND that are contained in a sphere of the radius λD, the so-called Debye sphere,

should be much larger than 1 [24]:

ND =
4

3
πneλ

3
D
. (3)

Otherwise an effective screening of the potential can not be assumed. This assumption

might not be valid for a high-density low-temperature plasma, because the Debye length

increases with temperature and decreases for higher densities.

Since themain topic of this thesis focuses on the analysis of electromagnetic (EM)waves,

an important property is the electron plasma frequency ωp, which has a strong influence

on the behavior of such EM-waves within a plasma. It describes the oscillation frequency

of the electrons, when experiencing a small displacement from their rest position. The

plasma frequency is then defined as [25]:

ωp =

√︄
e2ne

ε0me

. (4)

It depends on the electron density ne and electron mass me, as well as the electron

charge e and the dielectric field constant ε0.

This plasma property can be used to describe the dispersion relation of an EM wave in a

plasma, which is obtained when solving the Maxwell-equations. The resulting relation is

given by [26]

ω
2
L
= ω

2
p + k

2
c
2

(5)

with the speed of light c and the wavenumber k of the laser. Those EM waves that ful-

fill ωL > ωp can propagate in a plasma. Likewise, for a given laser frequency ωL the

electron density needs to be low enough for the plasma to remain transparent. At the

threshold of ωL = ωp, a maximum electron density nc can be defined which can not be

passed by the incident laser:

nc =
ε0meω

2
L

e2
≈ 1.1× 10

21

(︃
µm

λL

)︃2

cm
–3

. (6)

This density is called the critical density and ismainly determined by the wavelength λL of

the incoming EMwave. A plasma can therefore be split in two different regions where the
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electron density is lower (ne < nc), or higher (ne > nc) than the critical density, described

as either underdense or overdense, respectively. An example for these regions, on the

basis of an expanded plasma density profile, is shown in Fig. 2.1.

This definition in combination with Eq. 4 and Eq. 5 can be used to describe a density-

dependent index of refraction for the EM wave [27]

η =

⌜⃓⃓⎷1 –
ω2

p

ω2
L

=

√︃
1 –

ne

nc
. (7)

Equation 7 becomes imaginary if ωp > ωL or ne > nc and implies that an exponentially

decaying field penetrates into the overdense region. The penetration distance is given by

the skin depth [24]

Ls =
c√︂

ω2
p – ω2

L

, (8)

with the speed of light c, the laser angular frequency ωL and the plasma frequency ωp.

A schematic of this exponential decay is shown in Fig. 2.1, given by the red curve in the

overdense region of the plasma.

Figure 2.1: Schematic of the spatial density distribution (black solid line) and correspond-

ing plasma regions, separated by the critical plasma density nc into an underdense and

overdense region. The expanding plasma creates a shock wave that propagates into the

overdense region of the plasma. The laser (red) can propagate within the underdense

region up to the position of the critical density, given by the dashed lines. At this position,

an exponentially decaying field reaches into the overdense region of the plasma. During

this interaction, a fraction of the laser pulse is reflected (blue) at the critical density. The

interaction of the laser pulse with the critical density leads to a steepening of the density

profile, which is described in Sec. 2.2.4.
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It describes the depth from the critical surface at which the amplitude of the field drops to

the fraction of 1/e, which increases if the difference between laser- and plasma frequency

decreases. When reaching the threshold of equal frequencies, the skin depth approaches

infinity and the plasma becomes transparent.

The mentioned properties correspond to an ideal plasma which can be described by the

pressure and number density of the ions and electrons, as well as one common tempera-

ture. The corresponding particle velocities can be described by a Maxwellian distribution

and the ionization degree is given by the Saha equation [25]. If there are no radiation

losses, which means that every radiation process is balanced by an absorption process,

the plasma is in a thermodynamic equilibrium [28]. Even if this equilibrium is not given

for the entire plasma and radiation losses are not negligible, like in nanosecond laser in-

duced plasmas, there can still be regions where the assumptions hold true. This is called

a plasma in local thermal equilibrium. In the case when the electrons and ions cannot be

described by a single temperature, this description is valid if the variations in space and

time are small and the collision processes are more important than dissipative radiative

processes [25, 28].

Both assumptions are not valid anymore if the timescales of interaction are in the picosec-

ond range, like during the interaction of a high-power laser with a plasma. Therefore such

an interaction is examined in the following section.

2.2 Laser-produced plasmas and interactions

Since the focus of this work is on the investigation of the laser-plasma interaction (LPI),

the generation of a plasma with a relativistic laser pulse will be introduced for complete-

ness reasons. During the interaction of the laser pulse with such a plasma, various ef-

fects occur which influence both the plasma and the pulse itself. These effects will be

described, with an emphasis on the ones that are necessary for the method based on

reflection spectroscopy.

2.2.1 Ionization

The common process of ionizing matter with low intensity EM waves is the absorption of

photons with an energy that exceeds the ionization energy of the material. This energy

is typically in the range of a few electron Volt (eV) to tens or hundreds of eV, depending

on the material [29]. The energy of a photon, which is given by Ep =
h̄c

λ
, only amounts to

1.18 eV for an exemplary wavelength of 1053 nm, which is much smaller than one of the

lowest ionization energies of 3.89 eV [29].

Nevertheless, the process of ionization can still occur if the intensity of the laser pulse, and
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therefore the field strength, is high enough to trigger one of different intensity-dependent

ionization processes. The simplified general principle of the three most important pro-

cesses is schematically presented in Fig. 2.2, showing the behavior of an electron within

the radial dependent coulomb potential of an atom, indicated by the black solid line. The

ionization energy Eion is indicated by the dashed black line and the laser field potential,

which is assumed to be linear within the extent of an atom, is shown in green [30].

coulomb 

potential

laser eld

a)

Figure 2.2: Schematic description of the mechanisms that are responsible for ionizing

matter with a high-intensity laser pulse. The radial dependent coulomb potential of an

atom is given by the black solid line, and the corresponding ionization energy of the elec-

tron is indicated by the dashed line. The green lines correspond to the field of the incident

laser pulse and the electron distribution within the coulomb potential is indicated in blue.

The main ionization mechanism for high laser intensities is the barrier-suppression ion-

ization (a) which is replaced by the tunnel ionization (b) andmulti-photon ionization (MPI)

when the laser intensity is reduced.

The main process occurring at high laser intensities, and therefore in the presence of

high field strengths, is the mechanism of barrier-suppression (Fig. 2.2a). The laser field

distorts the coulomb potential of the atom until the energy-barrier is reduced below the

needed ionization energy of the electron. The necessary laser intensity IL can be esti-

mated for a given ionization energy Eion [27]

IL ≃ 4× 10
9

(︃
Eion

eV

)︃4

Z
–2

W/cm
2
, (9)

which results in ≈ 1.4× 1014 W/cm2 in case of a hydrogen ion.

At lower laser intensities, the coulomb potential is not fully suppressed but deformed by

the laser field. This leads to a local reduction of the potential in certain regions (Fig. 2.2b).

The electron now has the possibility to overcome the barrier because of the tunneling
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effect, whereby the probability increases with the strength of the applied electric field [27].

At even lower laser intensities in the range of 1010 to 1012 W/cm2, the dominating process

becomes MPI [27, 30], shown in Fig. 2.2c. Under such conditions, the photon flux is high

enough to absorb multiple photons at the same time. The resulting combined energy of

the photons can be high enough to excite the electron past the coulomb potential.

Another ionization process that occurs over a large range of laser intensities be-

low 1014 W/cm2 [30] is the collisional ionization, which is responsible for a pre-ionization

of the target material, even for low laser intensities. In the presence of a plane EM

wave an unbound electron can follow the oscillation of the laser field. During this

adiabatic movement the laser field does not transfer energy to the electron, but in the

presence of further atoms the electron can collide with the bound electrons, which leads

to the ionization of further atoms [30]. A more detailed description of the ionization

mechanisms is found in [27, 30].

2.2.2 Relativistic effects

The movement of the released electrons during the ionization processes follow the os-

cillation of the incident laser field. The corresponding velocity can be correlated to the

present amplitude of the laser field E0. The classical velocity of the electron can be de-

scribed by [25]:

ve,class =
eE0

meωL

, (10)

with the electronmassme and charge e, in addition to the laser angular frequency ωL [25].

If the field amplitude is sufficiently high, this classical velocity would exceed the speed

of light. Therefore, the so-called dimensionless field amplitude a0 is introduced, which

describes the ratio of the electron velocity (Eq. 10) and the speed of light [27]:

a0 =
eE0

meωLc
=

⌜⃓⃓⎷ 2e2I0λ
2
L

c5m2
enε0(2π)

2
≈

√︄
I0[W/cm2] λ2

L
[µm2]

1.37× 1018
. (11)

Since the field amplitude and laser intensity are correlatedwith I =
1

2
cnε0|E|

2 [30], it can be

rewritten for a given laser intensity I0 and laser wavelength λL. For intensities approach-

ing 1018 W/cm2 and a wavelength of 1µm, the field amplitude is in the order of 1 and

relativistic effects have to be taken into account. In particular, the mass of the electrons

has to be adjusted for increasing laser intensities, which is included in the Lorentz fac-

tor γ = 1/

√︂
1 – v2

el
/c2. This can also be expressed by the dimensionless field amplitude,

by averaging over one laser cycle which, for the case of a linear polarized field, results

in [27]:
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γ̄ =

√︄
1 +

a2
0

2
. (12)

One consequence is the correction of the critical density nc by the Lorentz factor, with the

help of Eq. 11 and Eq. 12:

nc,rel = γ̄ nc = 1.1× 10
21

√︄
1 +

I0[W/cm2] λ2
L
[µm2]

2.74 · 1018

(︃
λL

µm

)︃–2

cm
–3

. (13)

This shows that the laser can reach higher plasma densities with increasing intensity or

reducing wavelength. If the density of the whole plasma drops below the relativistic criti-

cal density, but is still above the classical critical density, the plasmabecomes transparent

for the EM wave, which is called relativistic transparency [31].

2.2.3 Laser absorption

The electrons that are oscillating in the laser field can now trigger several effects that lead

to an energy transfer from the laser to thermal plasma energy. The higher the velocity of

the electrons, the greater the distance that can be covered during an oscillation period,

reaching the micrometer range for sufficient intensities in the range of 1020 W/cm2 when

using Eq. 10. This distance changes the interaction with the surrounding plasma, lead-

ing to different absorption mechanisms depending on the laser intensity, which will be

described in the following section.

One of the mechanisms for laser absorption is inverse bremsstrahlung which describes

the absorption of a photon by an electron during the collision with an ion or electron, also

known as collisional absorption. The frequency of such a collision with an ion vei can be

described by a kinetic theory, which depends on the ion density of the material ni and the

corresponding electron temperature Te [32]:

vei ∝
ni

T
3/2
e

. (14)

An increased frequency of collisions increases the absorption, which reaches its maxi-

mumat the critical density, since the laser can not further penetrate the plasma into higher

density regions. If the laser intensity increases, the electron temperature rises accord-

ingly, which leads to a reduction of the absorption. Therefore, the intensity regimeatwhich

collisional absorption becomes relevant is limited to intensities below 1015 W/cm2 [25].

When increasing the laser intensity beyond this threshold, other mechanisms start to

dominate the absorption. One of these is resonance absorption, occurring for an inci-

dence angle between laser and the plasma surface which is different from zero, under the

condition of a field component with p-polarization [33]. With these conditions fulfilled, the
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electric field can resonantly drive an electron plasma wave at the critical density, which

can transfer energy to the plasma by collisional or collisionless damping effects [32]. For

a laser irradiance beyond 1016 W/cm2 themain fraction of energy transfer to the electrons

is achieved either by Brunel- or j x B-heating [25].

Brunel heating, or initially named "not-so-resonant resonant absorption" [34], occurs for

the same conditions as resonance absorption, but becomes more efficient for large den-

sity gradients. The electrons at the critical surface density are dragged into the vacuum

or underdense plasma region during the first oscillation period of the laser field and sent

back into the overdense region during the next period, in the presence of a steep density

gradient. Since the laser field cannot penetrate the plasma beyond the critical density,

the electron is accelerated into the plasma. Therefore, this effect is also referred to as

vacuum-heating [34, 35].

A furthermechanism is j⃗×B⃗-heatingwhich contributes to the total absorption for relativis-

tic intensities, at which the influence of themagnetic field can not be neglected. Since the

movement of the electrons is parallel to the electric field, the direction of the v⃗ × B⃗ com-

ponent of the Lorentz force can be described by E⃗ × B⃗, which is parallel to the k-vector

of the wave. Therefore, a force in the propagation direction of the EM wave is introduced

which accelerates electrons into the target even at a normal incidence angle [26, 36].

When the spatial intensity variation of the laser pulse is considered, which is typically ap-

proximated by a Gaussian distribution, another possibility to transfer energy to the elec-

trons arises. While following the oscillation of the EM field, the electrons move into re-

gions of lower intensity during the first half of the laser cycle. When the direction of the

field changes during the second half of the oscillation, the electron experiences a reduced

field strength because of the lower intensity. This leads to an effective force towards re-

duced laser intensities. The so-called ponderomotive force fp can be described by [27]:

fp = –
e2

4meω
2
L

∇|E(r)|
2
, (15)

with the charge e and mass me of the electron, the laser angular frequency ωL and the

radially changing field amplitude E(r). This leads to the acceleration of electrons in the

direction of the spatial field-gradients.

The described absorption mechanisms result in a heating effect of the electrons up to

energies in the range of keV toMeV [27]. The generation of such highly-energetic electrons

on short, sub-picosecond time scales leads to the occurrence of various effects during

the LPI, which will be described briefly in the following sections.
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2.2.4 Radiation pressure and holeboring

An important effect occurring during the LPI is the so-called holeboring (HB), introduced

by the pressure of the laser pulse PL onto a reflecting surface, which is given by [37]

PL =
IL

c
(1 + R). (16)

It depends on the laser intensity IL, the speed of light c and the reflectivity of the surface R.

The ponderomotive force of the laser pulse pushes the electrons into laser direction, lead-

ing to a pile-up of the electrons within the skin depth if the pondoromotive pressure is

comparable to the plasma pressure [30]. The charge separation creates a quasi-static

field that is sufficiently strong to impact the much heavier ions. The ions follow themove-

ment of the electrons, which results in the formation of a density discontinuity that is

traveling into the target [27]. A schematic of this effect, also denoted as profile steepen-

ing, is shown in Fig. 2.1. The velocity v of this movement can be derived by balancing the

pressure of the laser with the momentum flux of the plasma mass flow [37]:

2niMv
2
= (1 + R)

IL

c
, (17)

with the mass M and density ni of the ions. Solving this equation with respect to the pos-

sible momentum transfer, including absorption ηa and angle of incidence of the laser θ,

the HB velocity vhb can be expressed by [17, 27]

vhb = c

(︃
nc

ne

Zme

M

(2 – ηa)cos(θ)

4

ILλ
2

1.37× 1018

)︃1/2

. (18)

The velocity depends on the speed of light c, electron density ne and critical density nc,

in combination with the ionization degree Z and the mass M of the ions. Additionally, the

velocity increases with increasing laser intensity IL, given in W/cm2, and wavelength λ in

µm. The momentum transfer reaches its maximum if the laser is completely reflected

(ηa = 0) at normal incidence, which decreases the velocity if the laser absorption or the

incidence angle are increased. However, Eq. 18 only holds true for non-relativistic HB

velocities. The relativistic description has been derived by Robinson et al. [38], which

takes into account that the laser intensity in the moving frame is not equal to the intensity

in laboratory frame. Using the relativistic gamma factor γ, this changes the initial equation

of the pressure balance to [38]

2γ
2
niMv

2
=

IL

c

(︃
1 + v/c

1 – v/c

)︃
. (19)

Solving this equation leads to a description of the relativistically corrected HB velocity:
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vhb = c

√
Σ

1 +
√
Σ
, (20)

where Σ = IL/(Mnic
3) = IL/(ρc

3) is the so-called dimensionless piston parameter, which

depends on the density of the material ρ. Since the laser can only propagate up to the

critical density of the plasma, these equations represent the corresponding velocity of nc.

Equation 18 and Eq. 20 do not take any density profile or pressure of the plasma into

account, which is assumed to change the behavior of the HB velocity [39].

As long as the light pressure exceeds the pressure of the plasma, the area of the criti-

cal density is pushed into the target. Since the plasma density shows a spatial gradient,

the laser pulse may, at some point, enter a region where the plasma pressure overcomes

the light pressure and the HB process stops. This is called the HB limit with the corre-

sponding density limit ns, which can be analytically described under the assumption of

an exponential density distribution [40]:

ns = 4ε
2
a
2
0
nc

(︃
1 + R –

(1 – R)

βhα

)︃
. (21)

The density limit depends on the velocity of the hot electrons βh = ve,h/c, and the ge-

ometrical factor α = ir/2, where r indicates the momentum distribution of the electrons

(r = 1 for non-relativistic Maxwell distribution and r = 2 for the relativistic case) and i = 1, 2

or 3 describes the dimensionality of the interaction. Looking at Eq. 21, the density limit

increases for higher laser intensities, meaning that the laser pulse can penetrate deeper

into the plasma.

For an imperfect reflectivity R < 1 the density limit decreases with rising electron veloc-

ities and interaction dimensionality, which results in a lower density limit in the three-

dimensional case compared to a one-dimensional interaction. The dimensionality might

also change the HB interaction, resulting from an additional degrees of freedom for the

lateral energy diffusion [40], which would slow down the dynamic and therefore lead to a

reduced HB velocity if the interaction is not purely one-dimensional.

2.2.5 Doppler shift at a moving reflection point

The effect of HB, in combination with the reflective nature of the critical density, leads to

generation of a moving reflective mirror for the interacting laser pulse.

At such amoving interface, the laser pulse is influenced by the Doppler effect which alters

the initial wavelength λ0 of the incoming pulse depending on the movement direction

and velocity of the mirror. The resulting wavelength for a velocity of β = v/c, where c

corresponds to the speed of light, is given by [41]
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λs = λ0

(︃
1 – 2β cos(α) + β2

1 – β2

)︃–1

. (22)

The wavelength λs additionally depends on the laser incidence angle α, which reduces

the effective velocity for increasing incidence angles on the reflective surface [41].

This effect is of utmost importance for this thesis because the spectral shift that is intro-

duced by the Doppler effect is correlated to the movement of the critical density position.

2.3 Laser-ion acceleration

One of the most utilized effect that results from the interaction of a relativistic laser pulse

with a plasma is laser-ion acceleration. The acceleration of mainly protons and mid-Z

ions has become a major topic within the field of LPI. Since the first experiments in the

1970s [1, 2, 3], laser-ion acceleration is more andmore drifting from being a research topic

to an application oriented field [42, 43, 44, 45].

Unlike the acceleration of electrons by the ponderomotive force of the laser fields, a di-

rect acceleration of protons and heavier particles by a laser pulse is currently not possible.

This becomes obvious considering Eq. 10, which can also be adapted for protons by re-

placing the electron mass with the proton mass:

vp =
eE0

mpωL

. (23)

This leads to a decrease of the dimensionless field amplitude for protons by the electron-

proton mass ratio:

a0p =
me

mp

a0e =
a0e

1836
. (24)

The corresponding distance that is covered by the proton during one laser cycle is in

the sub-nanometer range, compared to the much higher micrometer range of the elec-

trons. Triggering similar interaction effects as for the relativistic electrons requires to

increase this interaction range. To reach these relativistic regions with protons, the laser

intensity needs to be six orders of magnitude higher resulting in an intensity in the range

of 1024 W/cm2, which exceeds the currently reachable intensities of the available laser

systems with intensities in the range of 1022 to 1023 W/cm2 [46].

Therefore, the creation of static fields during the interaction needs to be exploited to ac-

celerate heavier particles. This can be achieved by different mechanisms which will be

described in the following sections.
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2.3.1 Target normal sheath acceleration

One of the most studied mechanisms of laser-ion acceleration is the so called "Target-

Normal Sheath Acceleration" (TNSA), which has been first described in 2000 [4, 5]. The

main acceleration-process can be divided into four steps which are visualized with the

help of a simplified scheme, shown in Fig. 2.3.

critical

density

preplasma

shock wave hot electrons
quasi-static

electric eld

target

a) b) c) d)

accelerated ions

and electrons

contamination

layer

laser

Figure 2.3: Scheme of the TNSA-mechanism which is divided in four steps. A preplasma

is formed, creating a shock wave propagating through the target. The laser penetrates

this preplasma up to the critical density (a). Electrons are heated by the laser-matter

interaction and accelerated into the target (b). These hot electrons leave the target at the

back side, forming an electric field that ionizes the contamination layer at the rear side

(c). These accelerated ions and electrons co-move into the vacuum (d).

A laser pulse, with an intensity exceeding 1018 W/cm2, is focused onto a thin target with

an extent of 1 - 100µm [47, 48]. The laser pulse penetrates the plasma up to the position

of the critical density (Fig. 2.3a). During this phase, the laser pulse accelerates electrons

into the target because of the ponderomotive force and different absorptionmechanisms,

whichwere described in Sec. 2.2.3 [49]. These fast electrons propagate through the target

and exit the rear side with an increased divergence angle, due to scattering processes and

recirculating electrons (Fig. 2.3b).

A quasi-static electric field forms at the rear side, normal to the target surface, due to the

charge separation between the ions and the electron sheath. The amplitude A of this field

depends on the electron energy and extend of the sheath A ∝ Ee/d, and reaches TV/m [47]

for electron energies Ee = kBTe in the keV to MeV range and an extent of the electron

sheath in the range of the Debye length [6].

These fields are strong enough to ionize the rear surface of the target and directly accel-

erate the corresponding ions (Fig. 2.3c). The accelerated ions originate mostly from a

thin contamination layer from the back side, containing water and hydrocarbons, with a

thickness in the nanometer range (Fig. 2.3a) [48]. After the laser irradiation, the directed
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beam which is formed by electrons and ions is moving into the vacuum (Fig. 2.3d).

A model which describes the velocity evolution of the accelerated ions was introduced by

P. Mora [50]. This model correlates the velocity of the resulting ions vi to the ion sound

speed cs,i =
√︁

ZkBTe/mi, where Z and mi corresponds to the charge state and mass

of the ion, with the electron temperature Te and the Boltzmann constant kB. The maxi-

mum reachable ion energy depends on the temperature of the electrons and acceleration

time [50]:

Emax = 2mic
2
s,i
ln(τ +

√︁
τ2 + 1)

2
= 2ZkBTeln(τ +

√︁
τ2 + 1)

2
(25)

The time t is used to form a dimensionless acceleration time τ = ωpit/
√
2e, whereas ωpi

corresponds to the ion plasma frequency and e to the Euler’s number. Equation 25 shows

that themaximum ion energy increases for a rising electron temperature and acceleration

time. With the description of the maximum reachable ion energy, the corresponding parti-

cle spectrum can be derived, which describes the amount of particles per unit energy [50]:

dN

dE
=

ni0cs,it√︁
2EE0

exp

(︃
–

√︄
2E

E0

)︃
, (26)

which is increasing with time t and the initial ion area density ni0 at the rear side. Such

an exponential spectrum is typical for the TNSA mechanism and the slope depends on

the constant E0 = ZkBTe, with the charge state of the ions Z, the Boltzmann constant kB

and the electron temperature Te. Since this model does not take any energy transfer

from the fast electrons to the ions into account, the accelerating charge-separation field

does not decrease, which would result in infinitely high ion energies for long acceleration

times [51]. Experimentally, one observes a well-defined energy cut-off at the higher end of

the energy spectrum [5, 4]. This observationwas themotivation for an improvedmodel for

the expected particle energy and spectrum by Schreiber et al. [52], taking the interaction

time into account which is correlated to the laser pulse duration.

The model is also based on the principle of a confined surface charge at the target rear

side that is created by a bunch of laser-accelerated electrons. In contrast to the model

of Mora, the formed potential between ions and electrons stays finite. This results in a

maximum possible energy of the accelerated ion when its distance to the target surface

approaches infinity. Under the assumption of an infinitely long acceleration process by

a laser with the power PL, which experimentally depends on the laser pulse energy and

the conversion efficiency from laser energy into hot electron energy η, the maximum ion

energy is given by

Ei,∞ = 2qimec
2
(ηPL/PR)

1/2
. (27)
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The reachable energy depends on the charge state of the ion qi, the electron mass me,

the speed of light c and the relativistic power unit PR = mec
3/re, where re correspond to

the classical electron radius. However, due to the exponentially decaying energy spec-

trum, only very few particles occupy this maximum energy. This ion energy reduces when

including the finite electron bunch duration, which is correlated to the laser pulse dura-

tion τL [52].

The resulting ion energy has been approximated by Zeil et al., simplifying the reduction

from the pulse duration, which is given by [53]:

Emax = Ei,∞ tanh
2

(︃
τ1

2τ0

)︃
. (28)

Within this approximation, the quantity τ0 = R/v∞ = R/(2Ei,∞/mi)
1/2 describes the time

of an ion to remain in the vicinity of the accelerating surface charge [53]. The correspond-

ing ion source size R = rL + d tan(θ) depends on the laser focal spot size rL, the target

thickness d and the divergence angle θ of the electrons which are propagating through

the target. The presence of a short laser pulse duration with τ1 << τ0 leads to a linear

dependency between the maximum proton energy and the laser power (Emax ∝ PL).

On the contrary, for longer laser pulses which fulfill τ1 >> τ0, the maximum proton energy

is proportional to the square root of the laser power (Emax ∝
√︁

PL) [53]. These cases

differentiate if the acceleration time is either given by the pulse duration itself (τ1 << τ0)

or the reference time τ0 when the fast proton leaves the accelerating field before the

interaction with the laser pulse ends (τ1 >> τ0).

Since the maximum ion energy is proportional to 1/τ0, which depends on the size of the

ion source at the rear side of the target, a reduction of the latter would lead to an in-

creasing ion energy. This is achieved by reducing the target thickness which lowers the

resulting electron spot-size at the rear side and the electron-energy loss within the target

and therefore increases the strength of the accelerating field.

A counteracting effect, that limits the further reduction of the target thickness, is given

by the shock wave which is formed at the beginning of the LPI and propagates through

the target [54]. If the target is too thin, the shock wave reaches the rear side before the

acceleration time ends. This would either lead to a disturbed surface, which would be im-

printed into the spatial distribution of the accelerated particles, or break the target which

would stop the acceleration process [54].

Depending on the laser intensity and corresponding temporal contrast, this limits the

thickness of the targets to the micrometer range. Another advantage of an increased

target thickness is the possibility to create an extended preplasma, which enhances the

energy absorption within the plasma, as described in Sec. 2.2.3, and therefore increases

the electron temperature [55].
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Even though a lot of effort has been invested to find the optimal target thickness for TNSA,

different facilities report maximum proton energies for targets with a thickness ranging

from hundreds of nanometers to a fewmicrometers [56, 57, 58, 51]. This shows that, even

though no clear specification of optimal parameters can be given, the TNSA mechanism

is a robust scheme for the laser-ion acceleration, working for a wide range of laser and

target parameters, with a currently maximum reachable proton energy up to 85MeV [12].

One possibility for these different optimal conditions could arise from the preplasmaprop-

erties which might differ for the various laser facilities and therefore results in a wide

range of optimal parameter, which again emphasizes the need for a diagnostic method

that is able to resolve these properties. During the extensive investigation of the TNSA

mechanism, more advanced and more promising acceleration schemes [59, 60, 61] have

been proposed, which in turn are considerably more sensitive to the precise preplasma

conditions.

2.3.2 Acceleration in the relativistic transparency regime

More promising results in terms of higher attainable ion energies are predicted in the

regime of relativistic transparency, mentioned in Sec. 2.2.2, which starts to occur for rel-

ativistic laser intensities in the range of 1020 W/cm2 to 1021 W/cm2 [59, 60]. Within this

regime, the accelerating fields are created within the bulk of the target, in contrast to

the TNSA mechanism, where the fields occur at the rear side. Two mechanisms with

different optimal target parameters, are the "Relativistically Induced Transparency Accel-

eration" (RITA) [62] and the "Breakout Afterburner" (BOA) [59]. The latter mechanism is

explained with the help of the simplified scheme, shown in Fig. 2.4 [7, 59, 63].

The initial stage is similar to the TNSA mechanism, leading to an acceleration of the ions

within the contamination layer (Fig. 2.4a). With increasing intensity and rising relativistic

critical density, the laser can penetrate deeper into the targetwhile re-heating the re-fluxing

electrons to even higher energies. These hot electrons increase the field strength at the

rear side of the target, resulting in an enhanced phase of TNSA (Fig. 2.4b).

At the point when the relativistic critical density exceeds the density of the material, the

skin depth tends towards infinity (Eq. 8) and the target becomes relativistically transpar-

ent. This induces a volumetric heating of the bulk electrons while generating a strong

longitudinal field due to charge separation. This field is co-moving with the ions which

leads to a further acceleration of the ions (Fig. 2.4c) until the target breaks and the ions

move into the vacuum (Fig. 2.4d). Phase c) is often referred to as "Breakout Afterburner"

(BOA) [59]. It is assumed that the charge separation and therefore efficient energy transfer

from the electrons to the ions occurs because of the so-called Bunemann instability [64],

which transfers the drift energy of the electrons to the ions [65]. The acceleration stage
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Figure 2.4: Scheme of the acceleration in the relativistic transparency regime. The first

step is similar to the TNSA mechanism (a). When the laser intensity rises, the relativistic

mass-increase of the electrons leads to a higher critical density, which enables a further

propagation of the laser into the target (b). If the critical density exceeds the density

of the plasma, the target becomes relativistically transparent and the longitudinal fields

created by the charge separation accelerate electrons and ions from the bulk material (c).

Afterwards the bunch of electrons and ions propagates into the vacuum (d).

of TNSA leads to the generation of a ion beam in target-normal direction, in combination

to a beam that is generated by the BOA in laser direction [66].

Contrarily to the thin targets in the range of the skin depth, the mechanism of RITA relies

on a pre-expanded target with a certain extent. The laser pulse propagates through the

plasma up to the position of the critical density. As the intensity increases and the rela-

tivistic critical density rises, the laser can propagate further into higher density regions.

The propagation is accompanied by a pile-up of the electrons behind the critical density,

due to the ponderomotive force of the laser pulse.

On these short interaction times the ion movement is very small which are therefore as-

sumed to be immobile. As a result, a strong electrostatic potential is co-moving with the

electron pile-up. Positive charged ions, which are initially located deeper inside the target,

can be reflected from this potential, resulting in an acceleration up to twice the velocity

of the density pile-up [62].

Even though the acceleration in the regime of relativistic transparency has been observed

inmany experiments [60, 66, 67, 68], with varying optimal target thicknesses ranging from

tens to hundreds of nanometers, it is not quite clear which laser and plasma parameter

results in the best outcome of the acceleration within the relativistic transparency regime.

These acceleration processes have been extensively studied with the help of numerical

simulations, which predict a maximum proton energy in the GeV range [7, 59, 60]. How-

ever, the maximum reachable ion energies from these mechanisms currently only reach
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a similar energy range as given by TNSA [60, 66, 67], even though some research groups

claim proton energies of 160MeV [68]. A possible explanation for this could be the need

for a optimal density distribution of the plasma, which enables an interaction at the bound-

ary between a fully opaque interaction and the relativistic transparency, which is difficult

to match and control in experimental conditions.

2.3.3 Radiation pressure acceleration

Another advanced accelerationmechanism, which has also been extensively studied with

the help of numerical simulations, is "Radiation Pressure Acceleration" (RPA) [61], which

occurs during the interaction of a circular polarized laser pulse with very thin targets

that stay opaque during the complete LPI. The process of RPA can be divided in dif-

ferent stages, which are shown in Fig. 2.5. The incident laser pulse pushes electrons

from the front surface into the target due to the ponderomotive force and light pressure

(Fig. 2.5a). A quasi-static electric field forms, which can efficiently transfer energy to the

ions (Fig. 2.5b). This quasi-neutral slab, which can be treated as a co-propagating reflect-

ing mirror, is further accelerated by the radiation pressure of the laser (Fig. 2.5c-d) [69].

target

a)

laser

b) c)

overdense
plasma

electron
and ion
layer

d)

Figure 2.5: Simplified scheme of the radiation pressure acceleration. The electrons are

accelerated because of the ponderomotive force of the laser (a). The formation of a quasi-

static electric field transfers energy to the ions (b). The quasi-neutral slab of ions and

electrons are co-propagating with the laser field and the ions are accelerated (c-d).

The maximum reachable velocity of the accelerated ions strongly depends on the light

pressure of the laser (Eq. 16) which increaseswith the laser intensity and the reflectivity of

the plasma. For a reflectivity of R = 1 themaximum ion velocity for a given laser intensity IL

can be described by [69]:

vmax =
2IL

c

1

ρd
τL, (29)
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with the mass-density of the material ρ and the target thickness d. The maximum ve-

locity increases with the acceleration time τL which is correlated to the pulse duration.

This leads to a scaling of the maximum reachable ion energy which is proportional to

the square of the laser intensity [70], in contrast to the TNSA mechanism with a linear or

even square-root scaling, which leads to the expectation of maximum reachable proton

energies in the GeV range [71]. However, the scaling with I
2
L
only holds true for the non-

relativistic regime with vmax << c. A relativistic treatment of the maximum reachable ion

energy is given by Robinson et al. [72]:

E = mic
2

(︃
2Σ

1 + 2
√
Σ

)︃
, (30)

where Σ is the relativistic piston parameter introduced in Sec. 2.2.4, which is proportional

to the laser intensity, the ion mass and density, as well as the speed of light. This leads to

reduced scaling for increased intensities, down to a scaling of I
1/3

L
in the ultra-relativistic

regime.

Similar to the acceleration in the transparency regime, RPA occurs for very thin targets

in the range of the skin depth [73] and, as seen in Eq. 29, increases with reduced target

thickness. To ensure that the electrons are not fully removed from the target and therefore

ensure a stable acceleration, the laser field strength in direction of the charge separation

must not exceed the strength of the charge-separation field [74]. This leads to a constraint

for the usable target thickness d for a given field amplitude a0:

a0 <
ne

nc

2πd

λ
, (31)

with the laser wavelength λ and the ratio of electron density to critical density ne/nc [74].

The consequence is that, in contrast to BOA, the target has to stay opaque during the in-

teraction. Since the critical density increases if the electron energy approaches the rela-

tivistic regime, which therefore leads to relativistic transparency, the electron temperature

has to be kept as low as possible. This is usually achieved by using a circularly polarized

laser [61], that reduces the efficiency of many absorption mechanisms [69], and also re-

duces the formation of sheath fields that are responsible for the TNSAmechanism, which

disturb the RPA process [61].

For RPA to be stable and efficient, the target not only has to be thin, but also its plasma

scale length must not exceed 0.1 λ to suppress the generation of hot electrons [69]. While

these conditions are easy to implement within simulations, the experimental conditions

are not as precisely known or controlled, mostly due to the imperfect laser pulse condi-

tions.

This leads to a difficult realization of the necessary experimental conditions, which is

why this effect has only been reported once by Kim et al. [70], with a maximum proton
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energy of 93MeV, far below the predicted energies, reaching hundreds of MeV. The mea-

surement of such small scale lengths, which are necessary for this type of acceleration

mechanism, are challenging. The method to measure the preplasma properties which

will be presented in this work might be able to resolve these temperature and scale length

regions. This might help to understand the discrepancy between the numerical expecta-

tions and the experimentally achieved maximum proton energies.

2.4 Particle-In-Cell simulation

All of the above-mentioned mechanisms of laser-ion acceleration rely on the interaction

of a relativistic laser pulse with a solid target or plasma. Such a complex system, consist-

ing of many particles and strong fields, can often not be described by analytical models.

This leads to the necessity of utilizing numerical simulations to perform detailed studies

of these interactions. One of such methods for simulating the kinetics of a collision-

less plasma is the approach of particle-in-cell (PIC), which has been developed in the

1960s [27].

In this approach, one so-called macro particle with a fixed charge qi and mass mi repre-

sents a large number of particles, which strongly reduces the necessary computational

resources. The distribution f(xi, vi, t) = fi of such a particle, in the presence of electric

and magnetic fields with the strength E and flux density B, is described by the Vlasov

equation [75]:

∂fi
∂t

+ vi
∂fi
∂x

+
qi

ms

(︁
E + vi × B

)︁∂fi
∂v

= 0. (32)

The movement of the charged particles generates electric and magnetic fields. Using the

charge density ρj and currents Jj, these fields can be calculated by solving the Maxwell

equations [75]:

∇ · E =
ρj

ε0
, ∇× E = –

∂B

∂t

∇ · B = 0, ∇× B = µ0Jj +
1

c2

∂E

∂t
,

where µ0 corresponds to themagnetic permeability, ε0 to the vacuumpermittivity and c to

the speed of light. The resulting fields, in combination with external fields, determine the

force on the particles and their respective new positions. To implement the calculations,

the fields are defined on a discrete grid, in contrast to the position of the particles [35].

This leads to the need for interpolation between both domains. The schemeof a complete

cycle for the calculation of the field and particle movement is shown in Fig. 2.6.
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weighting

(xi, vi)      (rj, Jj)

Figure 2.6: Schematic illustration of a calculation cycle of the particle-in-cell algorithm.

The position and velocity of the particles are weighted onto the field-grid to obtain the

corresponding charge density and current (a), which is used to calculate the correspond-

ing fields by solving the Maxwell equations (b). Afterwards, the force that acts on the

particles is calculated and transferred to the domain of the particles (c), which leads to a

variation of the corresponding velocity and position (d) [27]. These calculations become

more elaborate for an increasing amount of particles and necessary spatial and temporal

resolution and cannot take every interaction effect into account. An example for such an

effect is the collision between particles, which is implemented in a very simplified man-

ner in many PIC codes [76], since these usually focus on the simulation of collisionless

plasmas.

Another limit to this type of simulation is given by the necessary resolution, which should

be lower than theDebye length (Eq. 2) of the plasma to reduce the effect of numerical heat-

ing [76], which artificially increases the energy of the simulated system. Since the Debye

length increases with
√
Te/ne the simulations are best suited for low electron densities

ne and high temperatures Te. As an example, the Debye length reaches 1 nm for an elec-

tron temperature of 7 keV and an electron density of 3.8×1023 1/cm3, which corresponds

to a hot plasma at solid density. For studying the process of laser-ion acceleration, the

simulation has to deal with high densities, low temperatures and long interaction times.

This increases the complexity and the computational resources that are necessary to per-

form such PIC simulations. As an example, the simulation described in Sec. 3.3.1, which

requires a resolution in the nanometer range, with≈ 5× 108 grid cells,≈ 109 macro parti-

cles and a simulation time of 2 ps, requires a total computation time of 86.000 CPU hours.

To still perform the simulations within a limited time frame, the numerical simulations

that are presented during this thesis, are performed with the relativistic particle-in-cell

code EPOCH [76] on the Kronos cluster at the GSI Helmholtzzentrum für Schwerionen-
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forschung GmbH.

2.5 Discrepancy of initial plasma conditions in simulations and experi-
ments

As mentioned in Sec. 2.3, the outcome of the laser-ion acceleration strongly depends on

the initial condition of the target. This condition is not known most of the time in LPI

experiments, due to the imperfect temporal profile of the laser pulse. The description

of the temporal laser pulse intensity is often idealized by a truncated Gaussian intensity

distribution.

While this ideal condition might hold true for times close to the peak intensity, the pulse

shape strongly deviates from thismodel at longer times, in the picosecond to nanosecond

range. The ratio of the intensity at an arbitrary time prior to the main pulse I(t = τ) and the

maximum intensity I(t = 0) defines the temporal contrast, whereas different definitions

arise for different reference times τ. An example for a temporal pulse profile present in

experimental conditions can be seen in Fig. 2.7, showing the evolution of the normalized

laser pulse intensity over time.
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Figure 2.7: Example of the temporal pulse profile of the PHELIX laser system, nanosec-

onds prior to the peak intensity, which is normalized to themaximum intensity of the laser

pulse. The red dashed line indicates the amplified spontaneous emission (ASE) plateau

which contains some prepulses, indicated in black. The intensity gradually increases a

few hundred picoseconds up to the pulsemaximum, known as the rising slope. The rough

intensity threshold for ionization of matter is indicated by the grey area.
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The profile contains different regions which are created at various stages of a chirped-

pulse amplification (CPA) [77] laser system [78, 79]. The long plateau of roughly constant

intensity, which occurs nanoseconds to few hundred picoseconds prior to the pulse peak,

is created by the amplified spontaneous emission (ASE) within the amplifiers of the sys-

tem. The ratio between this plateau and the maximum intensity is called ASE-contrast or

ns-contrast because of its temporal location.

This plateau often contains local intensity peaks called prepulses, which are pulse replica

created by unwanted reflections within the amplification chain [78]. The ratio of the max-

imum prepulse intensity and the maximum intensity is defined as prepulse contrast.

Close to the pulse peak, the intensity gradually rises until reaching themaximum intensity.

This rising slope of the laser pulse extends over a timescale of several hundred times the

pulse duration, given by the full width at half maximum (FWHM). This intensity increase

is significantly slower than the bandwidth of the laser would allow. Its origin likely lies

within the stretcher [80] and it is a signature found at all laser facilities using CPA as an

amplification scheme.

When the ionization threshold of the material is reached, the corresponding intensity at

this point leads to the creation of a plasma before the peak intensity arrives at the tar-

get. This threshold depends on the target material and typically occurs at 109 W/cm2

to 1012 W/cm2 [27, 30]. The time at which this ionization threshold is reached defines the

extent and properties of the formed preplasma.

Especially for modern high power laser systems, which are able to reach intensities in ex-

cess of 1021 W/cm2 [81], the mentioned ionization threshold can already be exceeded on

the nanosecond scale in the presence of a prepulse. It has been shown by many groups

that the ionization of the target due to an insufficient prepulse- or ASE-contrast is respon-

sible for the creation of long-scale plasmas [11, 12, 82].

A key parameter of such a preplasma is the electron temperature Te, which is correlated to

the expansion velocity and the plasma scale length Lc [10]. The latter quantity describes

the steepness of the plasma density and is given by the ratio of electron density ne to

the spatial derivative of the density at a certain position, which is usually the critical den-

sity nc [27]:

Lc = ne

(︃
dne

dx

)︃–1 ⃓⃓⃓⃓
ne=nc

. (33)

The scale length indicates how far a plasma is extended into space, which means that

a plasma with a higher scale length experienced a higher expansion. In the assumption

of an exponential density profile with ne(x) = n0 exp(–x/Lc), the scale length also corre-

sponds to the distance at which the density has changed by 1/e. A simplified scheme of

such a pre-expanded plasma is shown in Fig. 2.8a, where the scale length increases with
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expansion time.

Samir et al. [83] introduced a simple model, which describes the evolution of a one-

dimensional exponential preplasma with a given initial electron temperature Te into the

vacuum. This model assumes an initially quasi neutral plasma slab at which the hot

electrons move into vacuum. This creates a quasi-static field that influences the heavier

ions and results in a rarefactionwave, moving into the target with the ion sound speed cs,i.

The expansion velocity linearly rises with increasing distance from the rarefaction point.

However, a certain density surface expands with a constant velocity, which can be used

to determine the expansion velocity of the critical density position nc [83]:

vexp = cs,i

[︃
ln

(︃
n0

nc

)︃
– 1

]︃
=

√︄
ZkBTe

Mi

[︃
ln

(︃
n0

nc

)︃
– 1

]︃
, (34)

where n0 corresponds to the initial maximum electron density. The ion sound speed ad-

ditionally depends on the charge state Z and mass Mi of the ions and the Boltzmann

constant kB. The assumption of a one-dimensional expansion is only valid if the longitu-

dinal extent of the plasma is much smaller than the transverse size of the plasma, which

is often similar ot the size of the laser focal spot.

In reality the density distribution differs from this exponential assumption as it is shown

in Fig. 2.8b, and the description becomes more complex. The data is obtained by 2-D hy-

drodynamic simulations, performed by Bagnoud et al. [84].
Even if the mentioned ASE and prepulses could be removed, the rising slope of the laser

pulse still leads to the creation of a preplasma. The ionization close to the peak intensity,

on the hundreds of picosecond scale, creates a plasma with relatively short scale lengths

in the micrometer to sub-micrometer.

The corresponding extent is important for the assumption of a quasi one-dimensional

interaction of the laser pulse with the plasma. This is only valid if the movement of the

critical density surface during the interaction is small compared to the transverse size of

the laser focus. Since the considered scale lengths of the plasmas and the movement of

the critical surface is much lower than the focal spot size of 6µm FWHM, this assump-

tion should be valid within the presented numerical studies. However if the extent of the

preplasma is much larger, which could be possible within experimental conditions, this

assumption might not necessarily be fulfilled.

All of the presented ion-acceleration mechanisms predict an optimum of the process for

different target conditions, ranging from cold and unperturbed targets up to a necessary

pre-expansion. As seen in this section, the formation of a preplasma and the correspond-

ing unknown properties, which are present in experimental conditions, lead to a deviation

between the predicted and observed outcome. Therefore, a measurement of the pre-

plasma properties close to the maximum of the laser intensity is necessary over a wide
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Figure 2.8: (a) Simplified scheme of the spatial electron density distribution with an ex-

ponential decay for an expansion time t > t0, shown in a logarithmic scale. The colors

indicate the electron density profile at different expansion times, showing an increasing

scale length as the plasma expands. In reality the density distribution cannot solely be de-

scribed by an exponential function and the preplasma close to the maximum of the laser

intensity might correspond to (b). The data is obtained from hydrodynamic simulations

done by Bagnoud et al. [84].

range of parameters. The possible methods to measure such properties in experimental

conditions will be presented in the upcoming section.



30

3 Preplasma characterization

As shown in the previous sections, the properties of the preplasma are very important

for the outcome of the LPI, especially in the case of the advanced laser-ion acceleration

schemes. The short time scales of the interaction and strong density gradients make a

measurement of the preplasma condition challenging. Most of the current techniques are

restricted to plasma conditions with very high density scale lengths, or require additional

short-pulse probe beams.

The most used techniques for both conditions will be briefly explained, including the cor-

responding limitation to the measurements. After that, a complementary method will be

presented which is based on the measurement of the reflected light during the LPI, which

closes the gap between the current available techniques. This section focuses on the

explanation of this method and the corresponding study with the help of numerical 2-D

particle-in-cell simulations. The findings will be discussed and summarized at the end of

this section.

3.1 Preplasma diagnostics - State of the art

Most of the currently-used standard methods perform either time-integrated measure-

ments or rely on the measurement of a mean density distribution over a certain spatial

region of the preplasma. These type of techniques like the side-viewed shadowgraphy

and interferometry are used by many facilities and groups [12, 85, 86, 87].

Both methods use a short-pulse probe beam which propagates through the plasma, par-

allel to the initial target surface, that is created by the driving laser pulse. A snapshot at

different interaction times can be taken by temporally delaying the probe pulse with re-

spect to the main pulse. Since the refractive index depends on the plasma density, the

effect of different density regions are imprinted into the probe beam. This means that the

laser is either blocked when reaching an overcritical region, or accumulates a phase shift

while propagating through sub-critical plasma densities. In case of shadowgraphy, only

the evolution of the overcritical region is analyzed, which is achieved by imaging the tar-

get surface and probe beam onto a camera. The difference of the opaque region at each

corresponding probe-pulse delay can be used to calculate the velocity of the expanding

plasma.

In contrast to this, interferometry uses the phase shift which is accumulated during the

propagation in the undercritical plasma. The probe beam is split up in two parts after the

interaction and the region of the beam which passed through the plasma is overlapped

with an unaffected region. This creates an interference pattern with a constant fringe

spacing if the phase difference between both pulses is constant. The interference fre-
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quency changes in case of an accumulated phase-shift, which can be used to calculate

the density of the plasma for the undercritical region [85]. With this, the general evolution

of the plasma can be determined in contrast to the critical density evolution when using

shadowgraphy.

As a matter of illustration, Fig. 3.1 shows a possible implementation for this type of mea-

surement together with the resulting image, which I used during one of the experimental

campaigns. The right-hand-side image shows a measurement of a preplasma that is cre-

ated by an intentionally introduced picosecond prepulse, showing the modulation of the

interference pattern, which directly indicates a resolution in the micrometer range. The

setup can be adapted to shadowgraphy by removing the interferometer in front of the

camera.

Mach-Zehnder

interferometer

camera

probe

beam

Figure 3.1: Schematic setup of the interferometry at which the probe beam is incident on

the plasma, parallel to the initial target surface. The interaction region is imaged onto

a camera after passing a Mach-Zehnder interferometer, which leads to an interference

pattern. An example for such a measurement is shown on the right hand side, showing a

modulation of this created interference pattern. The black arrows indicate the direction

of the plasma-creating laser pulse.

Such a side-viewed measurement leads to a temporal averaging of the expansion over

the probe beam’s pulse duration and an integration of the spatial extent of the preplasma

with respect to the propagation direction of the probe beam.

Both methods enable the possibility to directly determine the expansion velocity of the

plasma with multiple measurements. An improvement to this can be achieved by includ-

ing time-resolved information about the evolution, when using a temporally chirped probe

beam. This spreads the spectral components of the pulse over the temporal evolution,

which enables the direct correlation of a distinct time to a certain wavelength.

Therefore, every spectral component of the probe beam can be correlated to a specific

interaction time between the plasma and the pulse. This leads to an imprint of the tem-

poral evolution of the plasma into the spectrum of the chirped probe pulse. By resolving

this pulse with a two-dimensional spectrometer, the wavelength axis can be correlated to
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the interaction time and the perpendicular axis corresponds to the spatial extent of the

plasma.

A general difficulty with this type ofmeasurement arises from the large background signal

which is created during the interaction of the main laser pulse with the plasma. This can

occur because of the scattering of the main beam or the generation of higher harmonics,

whose effect can be decreased when using an off-harmonic probe beam and interference

filters [88].

The biggest limitation for this type ofmeasurement arises from the spatial resolution. The

best resolution that is reachable by an optical imaging system is limited by thewavelength

of the used probe beam, which is in theory in the micrometer to sub-micrometer range.

This is far from being present within the experimental realization due to different effects

that alter the resolution. One of these is related to the limited depth of field, which leads

to a blurring effect due to the 3-D geometry of the target, especially when foil targets with

a transverse extent in the millimeter range are used.

Another effect that arises from small scale lengths, is a lowering of the accessible plasma

density. Strong gradients cause a deflection of the beam, which reduces the collection of

the light by the first optic of the imaging system. As a result, the edge of the shadow does

not correspond to the critical density anymore, whichmakes the interpretation of the data

difficult. Therefore, shadowgraphy and interferometry, with a resolution in themicrometer

range [12, 13], are adapted to large scale lengths and are therefore best suited to detect

plasmas generated by nanosecond lasers.

Another possibility to measure the preplasma scale length is given by the method of

frequency-domain interferometry [14], which requires a probe pulse with a short pulse

duration in the femtosecond range. Figure 3.2 shows the schematic of the measurement

principle to characterize a plasma that is created by a prepulse with the pulse duration tpp.

As a first step, a reference pulse is generated from the probe pulse with a specific de-

lay ∆trange between the pulses. These two pulses, with a much larger spot size than the

prepulse, are sent onto the target. The general idea is to temporally position the dou-

ble pulses such that the reference pulse (red) irradiates the target before the prepulse,

and the second pulse (blue) probes the created plasma. The reference and probe pulses

are now imaged onto the entrance slit of a spectrograph, and the signal is recorded by

a camera. The pulses create an interference pattern I(ω), depending on the time delay

between both pulses ∆trange and the angular frequency of the laser pulse ω, which can

be described by [14]:

I(ω) = I0(ω)[1 + R + 2
√
Rcos(ω∆trange + ∆φ)]. (35)

During the interaction with the plasma, the intensity of the probe pulse reduces by the fac-

tor R and the plasma imprints a spatially varying phase shift∆φ, which changes the oscil-
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Figure 3.2: Schematic principle of frequency-domain interferometry, at which a short ref-

erence and probe pulse are sent onto a target that is irradiated by a prepulse. The two

pulses are temporally positioned such that the prepulse interacts with the target after the

reference pulse is reflected, but before the probe pulse arrives at the target. The spatial

modulation by the preplasma is now imprinted into the probe beam.

lation frequency. By performing the inverse Fourier-transform, this shift can be extracted

from the spectrogram, which corresponds to the shift of the critical density position at a

given time ∆tdelay. This time is determined by the difference between the prepulse and

the probe beam, and the expansion of the plasma can be monitored by varying this time

difference.

The information about the expansion of the preplasma is averaged over the probe pulse

duration ∆tref, showing the need for a very short pulse duration. This method has been

used by Kahaly et. al. [15] to determine the scale length of an induced preplasma and the

corresponding influence on the generation of surface high harmonics.

The described measurement techniques are either able to measure long scale length pre-

plasmas or require the access to a short-pulse probe beam, which is not present at every

laser facility. For this reason a new approach to measure the preplasma properties has

been developed.

3.2 Principle of the reflection measurement

The previously-cited techniques cover either the measurement of long plasma scale

lengths, or require a probe beam with a pulse duration in the femtosecond regime, which

is not accessible at every laser system. A promising principle to determine the preplasma

properties in the short scale-length region is the spectral measurement of the reflected

light during the LPI. The central idea explored in the following is that a strong correlation
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between the plasma scale length and the movement of the critical plasma density

position exists. In addition, the corresponding velocity imprints a Doppler shift to the

reflected light, which can be measured using a time-resolved laser-pulse diagnostic. The

principle of this non-invasive method which does not require any further probe beams

will be briefly presented.

A heuristic representation for this velocity evolution of the critical plasma density during

the interaction of a relativistic laser pulsewith a pre-expanded target is shown in the upper

graph of Fig. 3.3. Regions below and above the solid horizontal line correspond to amove-

ment towards the laser and away from the laser, respectively. The intensity at the critical

density for the different interaction times can be seen in the lower graph. The pressure of

the laser pulse and the plasma is indicated by the red and yellow lines respectively.
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Figure 3.3: Schematic representation of the velocity evolution of the critical density nc

(black upper graph) during the interaction with a laser pulse (lower graph). The pressure

of the laser pulse and the plasma, with opposing sign, are indicated by the red and yellow

lines. The different amplitude of the laser and plasmapressure at different times results in

a movement of the critical density. The different resulting regions can be distinguished,

from the free plasma expansion (a) to the onset of HB (b). The HB increases up to a

maximum velocity until the plasma pressure starts to increase (c). When the density limit

is reached, the pressure again overcomes the light pressure (d).

At early times, when the light pressure is low compared to the pressure of the expanding

plasma, the critical density moves towards the laser, which results in a negative velocity

(Fig. 3.3a). This expansion velocity is compensated when the laser intensity starts to

increase (Fig. 3.3b), until the laser enters the HB phase when the intensity is sufficient to

overcome the plasma pressure (Fig. 3.3c). This accelerates the critical density in laser-

direction until it reaches the maximum HB velocity. After this the increasing pressure of
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the heated plasma slows down the HB process until the density limit, described in Eq. 21,

is reached. At this point the plasma pressure overcomes the radiation pressure, again

resulting in a movement towards the laser (Fig. 3.3d).

Since the laser pulse is reflected at the critical density, which introduces a Doppler shift,

its movement is imprinted into the interacting laser pulse. However, this effect is only

directly visible if there are no further sources of spectral distortions that interfere with the

spectral changes introduced by the Doppler effect.

Another spectral shifting and modulation process, which is not correlated to the move-

ment of the critical surface, is the (relativistic-) self-phase modulation (SPM). This effect

is introduced because of a phase-change of a laser pulse in the presence of a time depen-

dent index of refraction [89], which is given by Eq. 7 in the presence of a plasma. Since the

critical density changes with the intensity (Eq. 13) and the plasma density varies during

the interaction, the index of refraction is also temporally varying.

The resulting electron density distribution ne(x, t) and the corresponding position of the

critical density xc, up to which the laser can propagate, can be used to describe the tem-

poral phase of the laser pulse:

φ(t) =
ω

c

∫︂
xc

0

η(x, t) dx =
ω

c

∫︂
xc

0

√︄
1 –

ne(x, t)

γ(t)nc
dx. (36)

Here,ω corresponds to the angular frequency of the laser with the speed of light c, and the

relativistic critical density γ(t)nc [90]. Since the temporal phase and spectrum of the laser

pulse are connected, this temporally varying phase leads to a spectral modification [89].

Only if this effect is negligible compared to the Doppler effect, the spectral change of the

laser pulse during the interaction is dominated by the moving critical density. Using in-

tensities of 5×1019 W/cm2 and a density profile that was calculated using hydrodynamic

simulations, Ping et al. [39] showed that this effect is at least 3 times smaller than the

spectral modulation from the Doppler shift.

With this important assumption, which is addressed in Sec. 3.3.6, the movement of the

critical surface can be directly extracted from the laser pulse after the interaction. Ac-

cording to the schematic movement, shown in Fig. 3.3, this results in a blue-shifted laser

spectrum for the regions (a), (b) and (d) and a red-shifted spectrum in during region (c).

Especially at the onset of the interaction, when the movement is plasma-dominated and

marginally influenced by the laser pulse, the spectral properties contain information about

the preplasma properties.

Such type ofmeasurement yields a non-invasivemethodwhich is relatively easy to set up,

since only the reflected pulse during the interaction has to be measured in a temporally-

resolved manner. Therefore, no secondary probe-beams are needed for this type of diag-

nostic. The mentioned correlation between the preplasma properties and spectral behav-
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ior is verified by performing numerical simulations, with emphasis placed on the study

of the influence on the regions (a) and (b) from Fig. 3.3 with respect to the interaction

conditions given by the laser and preplasma parameters.

3.3 Numerical study of laser interaction with high-gradient plasmas

This section focuses on the description of the two-dimensional numerical simulations

and the following analysis of the reflected spectra. At first, the simulated scenario will be

introduced, followed by a description of the chosen simulation parameters. In Sec. 3.3.4,

the general analysis of the reflected laser field is presented, including the necessary tools.

The correlation between the movement of the critical density and the spectral changes is

shown and the effect of different laser and plasma parameters on this spectral changes

are studied. The findings of this section are afterwards discussed in Sec. 3.3.10.

3.3.1 Description of the simulation

The simplified scheme of the 2-D simulations is shown in Fig. 3.4, whereas the upper

half represents the top view and the lower half shows the intersection on the laser axis.

A laser pulse is focused onto a target with different preplasma properties, whereas the

incidence angle is varied. During the interaction, a part of the laser pulse is reflected at the

critical density, which is analyzed later on. The general scenario of the simulation is kept

throughout this thesis, whereas only certain laser and plasma parameters are changed

between each simulation. For a later comparison with the performed experiment, the

properties of the laser pulsewere kept as close as possible to the experimental conditions

present at PHELIX (Sec. 4), whereas the differences are discussed in Sec. 3.3.3.

The s-polarized laser pulse with a central wavelength of 1053 nm, a pulse duration

of ∆t = 250 fs (FWHM) and varying intensity ranging from 1018 W/cm2 to 1021 W/cm2 is

focused to a spot size of D = 6µm (FWHM). The laser pulse, which propagates parallel

to the x-axis, interacts with an opaque target of solid density. The target, consists of

carbon (C) and hydrogen (H) with a corresponding C:H ratio of 1:2 and has an initial peak

electron density of ne,0 = 4×1023 cm–3 and a target thickness of d = 1µm. The incidence

angle Θ between laser and target is chosen between 0° or 30°, which also changes the

direction of the reflected laser pulse after the interaction.

To account for different expansion states and therefore scale lengths of the target, the

initial electron distribution is assumed to have a uniform temperature Te,ini, which is varied

between 10 eV and 7 keV, whilst still assuming a fully ionized CH2 target. This assumption

is used to avoid the influence of different ionization states, which will be discussed in

Sec. 3.3.10. The coldest target only showedaminor effect of numerical heating [76], which
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Figure 3.4: Schematic of the interaction of a laser pulse with a target of different expan-

sion states, identifying key simulation parameters. The upper half of the image shows

the top view and the lower half represents the intersection on the laser axis. A laser pulse

with a given intensity I0 and pulse duration ∆t is focused to spot size D onto the target

surface. The target with an initial thickness d, electron density ne and temperature Te,ini

is rotated by an angle Θ with respect to the laser propagation direction. The initial tem-

perature leads to the formation of a preplasma with a certain scale length, which affects

the LPI.

increased the temperature by only 5% at the vacuum-density boundary. Due to the time

difference between simulation start and the arrival of the pulse at the target surface, the

initial density distribution expands into the vacuum, while increasing the effective target

thickness and scale length Lc in dependence on the initial temperature. The laser and

target parameters chosen to perform the simulations are summarized in Tab. 1.

IL in W/cm2 λ0 in nm ∆t in fs D in µm d in µm Te,ini in eV ne,0 in cm–3

1018-1021 1053 250 6 1 10 - 7000 4× 1023

Table 1: Laser and target parameter for the 2-D PIC simulations

The described simulation principle and the constraints to the laser and plasma is trans-

ferred to the 2-D PIC simulation. The exact parameters used for the simulation will be

described in the following section.
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3.3.2 Particle-in-Cell simulation and parameters

The simulations were performed with the 2-D-PIC code EPOCH [76] on the Kronos cluster

at the GSI Helmholtzzentrum für Schwerionenforschung GmbH. Asmentioned in Sec. 2.4

the Debye length of the system should be resolved by the simulation. In presence of a

high electron density and sometimes very low temperatures, the Debye length can reach

the picometer range, which would require a very high amount of cells within the simula-

tion, which would extend the simulation time beyond the current possibilities. To find the

best trade-off between resolution and computational resources while ensuring a physi-

cally reliable simulation, a 1-D convergence test was done prior to the simulation, which

is described in detail in Sec. A. 1, indicating that a resolution of 12 nm in laser direction is

sufficient.

As mentioned in the previous section, the incidence angle between laser and target is

varied. To ensure that the electric field after the interaction does not escape the simulation

box and is completely contained within the boundaries, the extent and resolution of the

simulation is adapted, depending on the interaction angle. The parameters, including the

different expansion times and dynamic ranges of the incoming laser, are shown in Tab. 2.

These parameters are kept for the simulations throughout this thesis. The change of any

simulation parameters will be mentioned at the appropriate point.

angle grid cells x,y extent [x],[y] (µm) resolution (nm) I(t = 0)/Imax tarr

0◦ 27500×8912 [-320,10] , [-80,80] 12× 19.5 10–4 1150 fs

30◦ 17000×27648 [205,30] , [-50,250] 12.1× 10.9 10–6 600 fs

Table 2: This table shows the different simulation parameters depending on the chosen

incidence angle between laser and target, showing the grid size in x and y direction, with

the corresponding window size and resolution. The intensity ratio of the incoming laser

pulse at the time t = 0 is given by I(t = 0)/Imax and the time of arrival at the target surface

and therefore the expansion time corresponds to tarr.

In case of normal incidence (0°) the simulations are performed with a spatial resolution

of 12 nm in the direction of the initial laser propagation, and 19.5 nm perpendicular to it.

This leads to a simulation box containing 27500 x 8192 cells and a spatial window ranging

from -320µm to 10µm in x- and -80µm to 80µm in y-direction, where x = 0 and y = 0

corresponds to the focus position of the laser pulse. When increasing the angle to 30°

the resolution of the y-axis is increased to 10.9 nm, resulting in 17000 x 27648 cells which

adds up to a spatial window that ranges from -175µm to 30µm in x- and -50µm to 250µm

in y-direction. The total amount of macro particles within the simulation box was kept

constant for every type of simulation with ≈ 2×109. The number of cells in Y-direction
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was always chosen to be divisible by 1024, corresponding to the number of cores that

were usable for each simulation, which results in different resolutions.

The truncated Gaussian laser pulse enters the described simulation box at the negative

x-border, with an initial intensity ratio I(t = 0)/Imax of 10–4 to 10–6, depending on the

conducted simulation, at the simulation time t = 0 fs. Since the intensity jumps from zero

up to the mentioned intensity ratio at the beginning of the simulation, this dynamic range

defineswhich times of the laser pulse can be used for the analysis described in Sec. 3.3.4.

The laser pulse itself is described by a Gaussian beam, which is focused to a spot size

of 6µm (FWHM) at the target front surface, initially located at x = 0µm. The converging

Gaussian beam within the simulation is described by [91]

E(y, x) = E0
w0

w(x)
exp

(︃
–

y2

w(x)2

)︃
exp

(︃
i

[︃
ζ(x) – kx – k

y2

2R(x)

]︃)︃
, (37)

with w(x) = w0

√︄
1 +

(︃
x

xR

)︃2

,

and R(x) = x

(︃
1 +

(︃
xR

x

)︃2)︃
,

with the initial field strength E0 which is proportional to
√︁

I0. The waist of the beam

at the focus position and at every longitudinal position, depending on the Rayleigh

length xR = πw2
0
/λ for a given laser wavelength λ, is given by w0 and w(x) respectively.

The parameter R(x) describes the radius of curvature of the wavefront at every position

with a given wave-number k = 2π/λ0 and the Gouy-phase ζ(x). Depending on the

extent of the simulation box, the laser impact occurs at ≈ 1150 fs for normal incidence

and ≈600 fs for an incidence angle of 30°.

As already mentioned, the time difference between simulation start and laser impact

leads to a pre-expansion of the target and therefore changes the initial density distribu-

tion. An example for the resulting electron density distributions at an incidence angle of

0°, an expansion time of 1150 fs and different initial electron temperatures Te,ini are shown

in Fig. 3.5. It is visible that the scale length Lc of the preplasma increases for higher elec-

tron temperatures due to the increased expansion velocity.

During the interaction with the plasma, a part of the laser pulse is reflected at the criti-

cal density, whereas the angle of reflection is given by approximately twice the reflection

angle Θ. The simplified representation of the reflected laser pulse is proposed in Fig. 3.6

with the corresponding intersection in specular direction.

The specular direction defines the region of the reflected laser pulse, which is used to

extract the temporal resolved Doppler shift from the field data that is generated by the

PIC simulation. Since only the central region of the reflected beam in specular direction is
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Figure 3.5: The colored lines show the lineout of the electron density distribution, in direc-

tion of the target normal, which is obtained for an expansion time of 1150 fs and differ-

ent initial electron temperatures. This leads to different expansion states and preplasma

scale lengths depending on the expansion time and temperature.

accessible experimentally, this direction has been chosen to directly compare the results

to the experimental conditions.

3.3.3 Difference between the numerical and experimental conditions

As already mentioned, I chose the parameters for the 2-D PIC simulation that are as close

as possible to the experimental ones. Besides the reduced dimensionality of the interac-

tion, not every condition can be met within the simulation. An exception is made in case

of the laser pulse duration, which is reduced to 250 fs in comparison to a pulse duration

of 500 fs in experimental conditions.

Lowering the pulse duration also reduces the time and resources needed for the simula-

tion, since an increase of the pulse duration by a factor of two, would increase the simula-

tion time by the same amount. In addition, the size of the simulation box has to be doubled

to completely contain the electric field after the interaction, which further increases the

computation time by at least a factor of 4. In total, this increases the computation time

at least by a factor of 8, resulting in ≈ 350.000 CPU hours, which would exceed the cur-

rently utilizable time of the computing cluster by over a factor of 2. Since the reduced

pulse duration is still of the same order of magnitude, the principal behavior of the inter-

action should not change, but only accelerate the dynamics, which will be discussed in

Sec. 3.3.10. In addition to the reduced pulse duration, the laser pulse is also truncated

at low intensities, as mentioned in the previous section, which is not the case in realistic
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Figure 3.6: Simplified scheme, showing the top view of the reflected laser pulse after the

interaction with the plasma. The specular direction of the reflected pulse is indicated by

the dashed line, which is approximately given by twice the angle of incidence Θ.

conditions where the intensity distribution transitions into the rising slope and eventually

into the ASE plateau of the laser pulse profile on the nanosecond scale (Sec. 2.5).

The interaction of these intensity regions with a cold target requires the simulation of dif-

ferent absorption mechanisms, like inverse bremsstrahlung (Sec. 2.2.3) that rely on col-

lisional mechanisms, which are not included within the performed simulation, and would

have to be simulated over time scales of nanoseconds. This is the reason why the initial

plasma parameters have to be initially set within the simulation, resulting in a correlation

between initial temperature and scale length, which is a further difference between the

simulation and experimental conditions.

The preplasma scale length and initial electron temperature are coupled within the sim-

ulation and effects like profile steepening are neglected, which might occur during the

preplasma creation. This limits the accessible range of parameters that are studied with

the conducted PIC simulations. The coupling of scale length and temperature is not nec-

essarily given in experimental conditions, which shows that it is absolutely necessary to

measure the temperature and scale length of the preplasma separately.

Additionally, the expansion of the plasma is assumed to be one-dimensional with a uni-

form density in the direction normal to the initial target surface. This assumption is valid

in experimental conditions if the transverse extent of the plasma is much longer than the

extent in laser direction, or if the laser spot is much larger than the skin depth [25].
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With these differences in mind, the simulation results can be studied by analyzing the

field obtained from the simulation. The analysis, including the necessary tools, will be

described in the following sections.

3.3.4 Characterization of the time-resolved Doppler shift

To correlate the temporal and spectral changes of the laser pulse during the interaction,

the temporal phase has to be extracted from the electric field. This procedure will be ex-

plained in the following section, including the mathematical description of the laser field.

The simulation returns a two-dimensional electric field, where the wave nature of the field

can be recognized in areas of low plasma densities, i.e. far away from the target surface.

This real oscillation can be transformed into the complex domain to treat the amplitude

and oscillation of the field separately. The resulting 2-D complex amplitude E(r⃗, t) can be

described by

E(r⃗, t) =

√︂
I(r⃗, t) e

i(k⃗·r⃗+ω0t–φ(t))
, (38)

with the intensity I(r⃗, t) and the temporal phase with the central angular frequencyω0 and

a temporally-varying term φ(t). If the distance of the pulse from the focal region is bigger

than the Rayleigh length and the laser pulse has left the plasma, a propagation of the

wave vector simply corresponds to a shift in time. Therefore, the spatial and temporal

components of Eq. 38 can be separated and the field along the specular direction can be

taken. The resulting field can now be described by a temporally-varying plane wave, which

is given by:

E(t) =
√︁

I(t) e
i(ω0t–φ(t))

, (39)

with the time-dependent intensity I(t), the central angular frequency ω0 and the phase

term φ(t), which describes the temporal development of the laser frequency. Similar to

the temporal description, the pulse can also be defined in the spectral domain by a Fourier

transform of the complex temporal electric field

Ẽ(ω) = N

∫︂ ∞

–∞
E(t)e

–iωt
dt, (40)

with the normalization factor of the Fourier transform N. The pulse can now be described

by its spectrum S(ω) and the corresponding spectral phase φ(ω):

Ẽ(ω) =
√︁

S(ω)e
iφ(ω)

. (41)

Even though both descriptions contain the same information about the laser pulse, the

temporal phase will mainly be used in the further analysis to calculate the frequency evo-
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lution within the pulse. This so-called instantaneous frequency is given by the temporal

derivative of the phase [89]

ωinst = ω0 –
d

dt
φ(t), (42)

which describes the deviation from the central wavelength at every point in time within

the pulse.

This temporal behavior can be visualized by the Wigner-Ville distribution (WVD) [92], a

time-frequency representation of the complex laser field, which maps the frequency and

time of a laser field in an intuitive way. This is given by the Fourier-transform of the auto-

correlation function of the signal, whereas in contrast to the regular autocorrelation, both

signals are temporally delayed against each other [92].

W(t, f) =

∫︂ ∞

–∞
E(t +

τ

2
)E

∗
(t –

τ

2
)e

–2πiτf
dτ (43)

This represents the spectral density of the signal at each time. An example for the ab-

solute of such a distribution can be seen in Fig. 3.7a, showing a pulse with a quadratic

spectral phase, leading to a linear rising wavelength with time and a cubic spectral phase

in Fig. 3.7b, leading to a more complex change of the frequency over time.
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Figure 3.7: (a) An example of the absolute of the WVD for a laser pulse with a quadratic

spectral phase, leading to a linear rising wavelength with time, indicated by the instanta-

neous wavelength calculated directly from the laser field (green). (b) A laser pulse with

a cubic spectral phase in combination with the corresponding instantaneous wavelength

is shown. Since two frequencies occur at the same time a beating effect occurs which

leads to an ambiguous instantaneous wavelength. In this case the WVD is more mean-

ingful than the instantaneous wavelength.
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The instantaneous frequency can also be extracted from the WVD by calculating the first

moment of the spectral density for each time step, which is similar to calculating the

instantaneous frequency from Eq. 42. The corresponding transformed instantaneous

wavelength is indicated by the green lines in Fig. 3.7. In case of a more complex phase,

where two different frequency components occur at the same time, a beating effect oc-

curs which leads to an ambiguous instantaneous wavelength. In this case, the instanta-

neous wavelength is only of limited use and the complete WVD reveals more information

about the temporal change of the spectrum.

3.3.5 Filtering of the electric field

Before the electric field from the simulation can be used to calculate the instantaneous

wavelength or WVD, the spectrum has to be filtered.

This is necessary if the field contains noise, for example introduced by a hard intensity-

cutoff within the simulation or higher harmonics, which results in fast oscillations in the

phase and amplitude. An example for the complete spectrum after the interaction with a

plasma is shown by the blue curve in Fig. 3.8.
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Figure 3.8: The spectrum of the field extracted from the simulation containing noise and

additional components introduced by higher harmonics (blue). A spectral band-pass filter

with a super Gaussian form (yellow) is used to only retain the signal around the central

angular frequency of 1ω in a range of ±0.4 fs–1.

To remove such features, the temporal phase and amplitude of the pulse are either

smoothed by using a moving average in the temporal domain, or by using a spectral

band-pass filter to suppress the higher harmonics. Such a band-pass filter, as it is used

in the later analysis, is shown in Fig. 3.8. Both operations are equivalent if the window

shapes are chosen accordingly.
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After removing the noise and higher harmonics, the field can be used for the further anal-

ysis of the simulation.

3.3.6 Correlation between critical-surface velocity and Doppler shift

The first step is to correlate themovement of the critical density with the introduced spec-

tral shift by the Doppler effect, which has been shown by Thaury et. al. [93] with a slightly

different approach as presented here. The first step is to monitor the density change

throughout the simulation. This is done by drawing a density lineout normal to the target

surface for every time step, which has to be done because of the two-dimensional nature

of the simulation. An example for the temporal change of the density for an incidence

angle of 0° is shown on the left-hand side in Fig. 3.9, whereby the temporal axis has been

interpolated for a better visibility.
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Figure 3.9: Temporal density change during the simulation, normal to the initial target

surface (left). The light-blue line shows the movement of the classical critical plasma

density and the red dashed line shows the gamma-correctedmovement, depending on the

laser-intensity. The start and end of the LPI is indicated by the dashed orange and dashed

gray line respectively. The right-hand side shows the corresponding velocity evolution of

the relativistic critical density over simulation time. The simulation has been performed

for a peak laser intensity of 1020 W/cm2, with a intensity of 1016 W/cm2 at the beginning

of the interaction and an electron temperature of 7 keV. The temporal axis of the density

evolution has been interpolated for a better visibility.

The vertical axis corresponds to the simulation time and the horizontal axis corresponds
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to the spatial coordinate with respect to the initial target surface at x = 0µm. The

laser hits the plasma from the left-hand side at ≈ 1.1 ps (orange dashed line) and

ends at ≈ 1.95 ps (gray dashed line). The light-blue line describes the position of the

classical critical plasma density and the red dashed line is corrected by the relativistic

gamma-factor, calculated with the laser intensity that is present at this time and position.

The critical density is moving in laser direction during the expansion phase of the hot

plasma. Shortly after the arrival, the laser pulse overcomes the pressure of the plasma

and therefore pushes the critical density into the target. This occurs until the light pressure

is not sufficient to further penetrate the plasma, which corresponds to the HB density

limit. After this point the critical density again moves towards the laser because of the

increased pressure of the heated plasma. The velocity of the critical point at every time

step can be calculated from this position change. This is shown on the right-hand side in

Fig. 3.9, revealing a similar behavior as already shown in Fig. 3.3.

The method of using only the density lineout on-axis is error prone to possible fluctua-

tions within the density which can occur due to the movement of macro particles from

outer regions into the analyzed path. The impact can either be seen by the small oscilla-

tions in the expansion velocity or strong velocity changes like the ones shown at≈ 1.6 ps.

This effect is reduced, but not eliminated, when calculating the mean movement over a

transverse region, which is smaller than the focal spot size, around the target-normal axis.

To show that the frequency change is indeed caused by the moving critical density, the

induced Doppler shift, that a wave would experience during the reflection at this position,

can be calculated from the velocity of the critical density by using Eq. 22.

An example of a resulting wavelength change for an initial electron temperature of 7 keV,

a laser intensity of 1019 W/cm2 and an incidence angle of 0° can be seen in Fig. 3.10,

which is indicated by the blue dots. Each point corresponds to an analyzed time step of

the simulation, which limits the number of velocity points that can be calculated directly

from the position of the critical plasma density. The corresponding uncertainty is given

by the fluctuation of the velocity during the expansion phase and is kept for the complete

interaction time, even though the uncertainty might be larger during the interaction with

the laser pulse.

This shift introduced by the critical point is compared to the instantaneous wavelength of

the reflected laser pulse, which is given by the red line in Fig. 3.10 for a peak laser intensity

of 1019 W/cm2 (black line) and an initial electron temperature of 7 keV. The vertical dashed

orange and gray line again correspond to the approximate start and end of the LPI. It

can be seen that the behavior of both shifts is similar, confirming that the instantaneous

wavelength can be used to represent the velocity change of the critical position.

This correlation is visible for all performed simulations, independent of the used scale

lengths and laser intensities, which leads to the conclusion that the complete movement
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Figure 3.10: Comparison of the expected Doppler shift calculated from the velocity of the

critical density location during the simulation (blue dots) and the instantaneous wave-

length of the laser pulsewhich is reflected during the interaction (red). The vertical dashed

orange and gray line indicate the approximate start and end of the interaction with the in-

coming laser pulse (black).

can be approximately reconstructed by analyzing the reflected laser pulse and the effect

of SPM plays a minor role for the chosen parameter set. This might not be given for laser

intensities that exceed 1021 W/cm2 or longer-scale plasmas, whereby the determination

of the exact limit for these parameters is part of future work.

This finding in combination to the continuous movement of the critical density should

not allow for the creation of two frequencies at the same interaction time, and therefore

suppress the behavior shown in Fig. 3.7b which is leading to an ambiguous instantaneous

wavelength. Therefore, sudden jumps in the instantaneous wavelength or beating effects

could only be caused by effects like a local relativistic transparency of the density.

The correlation between the movement of the critical density and the Doppler-shift-

affected instantaneous wavelength leads to the consequence that a lot of information

about the behavior of the plasma can gathered by just analyzing the time-resolved

spectral shift of the reflected pulse. The influence of different preplasma properties on

the Doppler shift, for the case of a normal incidence angle, is discussed in the following

sections. In addition, the possibility of extracting the electron temperature and the

plasma scale length from the laser pulse is discussed.
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3.3.7 Influence of the preplasma temperature on the Doppler shift

As mentioned in the previous section, the movement of the critical density point can be

correlated to the instantaneous wavelength of the reflected laser pulse. Knowing this

movement behavior, information about the parameters of the preplasma at the time of

the laser pulse arrival can be deduced.

Especially at early times, when the pressure induced by the laser pulse is small compared

to the plasma pressure, the wavelength shift is purely dominated by the plasma expan-

sion. This means that the initial wavelength shift corresponds to the expansion of the

formed preplasma, and the corresponding velocity can be calculated by the inverse func-

tion of Eq. 22.

An example of this behavior is visible in Fig. 3.11, showing the expansion velocity of the

plasma for different initial electron temperatures that has been extracted either from the

movement of the critical density (blue dots) or from the Doppler shift at the beginning of

the reflected pulse (red dots) for a laser intensity of 1018 W/cm2. The simulations were

performed for an interaction of normal incidence.
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Figure 3.11: The expansion velocity of the preplasma for different initial electron tempera-

tures which are extracted from the simulation either by the velocity calculation of the criti-

cal surface (blue) or calculated from the initial blue shift of the instantaneous wavelength

(red). The uncertainty is given by the peak to valley (PTV) of the respective minimum and

maximum velocity at the beginning of the interaction. The black line corresponds to the

calculated expansion velocity by the Samir model (Eq. 34), for the preplasma properties

described in Sec. 3.3.1.

The velocity, which is extracted from the Doppler shift, fits the initial velocity of the pre-

plasma quite well in the range of the simulated initial temperatures. This indicates the

possibility to use this expansion velocity for extracting an electron temperature. A model
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that describes the correlation between the temperature and velocity of an expanding pre-

plasma is given by the Samir model (Eq. 34), introduced in Sec. 2.5.

The resulting expansion velocities for the target parameters described in Sec. 3.3.2 and

a constant maximum electron density n0, is given by the black line in Fig. 3.11. A good

agreement between to the extracted velocities is visible. This correlation between tem-

perature and velocity is in good approximation independent of the laser intensity as long

as the dynamic range is high enough to observe the region of the undisturbed expanding

preplasma.

With the assumption of a one-dimensional expansion of the plasma, this correlation can

be used to calculate the electron temperature by rearranging Eq. 34 with respect to the

expansion velocity of the preplasma:

Te =
v2expMi

ZikB

[︁
ln
(︁n0
nc

)︁
– 1

]︁ . (44)

One could think about extracting this initial blue shift from the time-integrated spectrum

after the interaction, but the contribution to the total spectrum after the interaction is very

small. In addition, the simulations show that this early blue shift can be strongly exceeded

by the expansion of the preplasma at late interaction times. This prohibits the use of

the lowest wavelength component of the spectrum for the calculation of this expansion

velocity, showing the necessity of a time-resolved measurement.

All in all, I believe that a time-resolved measurement of the initial Doppler shift is able to

estimate the electron temperature of the plasma, picoseconds prior to the interaction of

the peak intensity with the plasma independently from the scale length of the preplasma.

To the best of my knowledge, no other measurement technique offers this possibility.

3.3.8 Influence of the preplasma scale length on the Doppler shift

Besides information about the temperature of the preplasma, the spectral properties ad-

ditionally contain information about the scale length of the plasma, which is described by

Eq. 33. As a reminder, a long scale length corresponds to a low density gradient of the

plasma, and a short scale length to a large density gradient, which usually corresponds

to a plasma with a long or short extent.

The correlation of preplasma temperature and initial wavelength shift is given if the light

pressure is low compared to the plasma pressure. If the laser intensity increases, the

plasma pressure is overcome which inverts the sign of the instantaneous wavelength

change, resulting in a red shift.

This transition between the plasma-dominated and laser-dominated regimes can be ob-

served, similar to the determination of the temperature, at the temporal front of the re-
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flected laser pulse. Since the pressure is higher in case of a short scale length the maxi-

mum HB velocity, and therefore the maximum red shift is additionally decreased.

An example for this can be seen in Fig. 3.12, showing the extracted velocity from the

temporal phase of the pulse after the interaction with a plasma of different scale lengths.

The simulation is conducted with a laser intensity of 1019 W/cm2 and an intensity ratio

of 10–4. The temperature of the preplasma is kept at Te =10 eV to avoid any further pre-

expansion of the plasma and to neglect the potential effect of the expansion velocity.

Only the extent of the preplasma is changed to achieve the shown scale length. Positive

velocities correspond to the HB velocity and therefore a red shift. The maximum velocity

is higher when the scale length of the preplasma increases and this maximum is reached

much faster, which indicates an increased acceleration of the critical surface into the

plasma.
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Figure 3.12: Example for the velocity change of the critical surface with the simulation

time, whereas the colors indicate different preplasma scale lengths. The initial tempera-

ture of the plasma was set to Te = 10 eV to avoid further expansion and the peak intensity

of the laser pulse was kept constant. The maximum HB velocity is higher in case of a

long scale length plasma, which indicates a higher acceleration of the critical density.

The dashed black lines correspond to a 5th-order polynomial fit which is used to deter-

mine the maximum acceleration at the beginning of the interaction, which is determined

between 400 fs and 200 fs prior to the initial pulse maximum.

The different curves should reach the same velocity at early times, because of the low

initial electron temperature. Since this is not the case for an increasing scale length, this

indicates that a dynamic range of 10–4 is not sufficient to resolve the plateau introduced

by the expansion of the preplasma, which has been introduced in Sec. 3.3.7.
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To verify the correlation between acceleration of the critical density surface into the

plasma and scale length, the maximum acceleration is extracted from the phase of the

laser pulse at the beginning of the interaction, between 400 fs and 200 fs prior to the

initial laser pulse maximum, which results in an intensity ratio of 10–3 to 10–1. When os-

cillations in the instantaneous wavelength are present, a second temporal differentiation

leads to strong acceleration spikes, which distort this method. Therefore, the velocity

extracted from the instantaneous wavelength is fitted by a fifth order polynomial and the

corresponding function is used for the further calculations. Examples for the resulting

fits are shown by the dashed black lines in Fig. 3.12.

The extractedmaximumacceleration for different peak laser intensities and scale lengths

is shown in Fig. 3.13, whereas the error is given by the averaged difference between the

acceleration from the fit and the derivative of the instantaneous velocity. The color of the

dots represents different peak laser intensities from 1018 W/cm2 to 1021 W/cm2.
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Figure 3.13: Maximum acceleration of the critical density, deduced from the beginning

(400 fs to 200 fs prior to the initial laser pulse maximum) of the interaction as a function

of the scale length. The color of the dots represents different initial peak laser intensities

and the dashed colored lines correspond to the maximum acceleration that is calculated

using Eq. 51, for the same scale lengths and laser intensities.

This shows a clear correlation between the maximum HB acceleration at the beginning

of the interaction and the preplasma scale length.

Removing the influence of the laser intensity on the correlation between scale length and

acceleration, enables a direct correlation. This can be achieved by calculating the tem-

poral derivative of the analytical HB velocity (Eq. 18) for low intensities to determine the
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intensity scaling at the beginning of the interaction. For a Gaussian intensity distribu-

tion and a one-dimensional interaction, a proportionality of
√
I can be found, which is de-

scribed in detail in the appendix A. 2. The resulting intensity-scaled acceleration is shown

in Fig. 3.14a, including the same intensities and scale lengths as in Fig. 3.13.
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Figure 3.14: (a) Maximum acceleration of the critical density, deduced from beginning

of the interaction in dependence of the plasma scale length, which is scaled to the peak

laser intensity
√
Imax of each simulation. The color of the dots represent the peak laser

intensity of the simulation and the colored dashed lines the corresponding linear fit. (b) A

better agreement is given for an intensity scaling of I
1/4
max which results in a similar slope

for all of the intensity data sets.

It can be seen that this scaling overcompensates the laser intensity and does not reduce

the spread of data points. Contrarily to the assumption of a square-root scaling, the low-

est variance of the deduced acceleration for each scale length and simulation is found for

an intensity scaling of I
1/4

, which is shown in Fig. 3.14b. As mentioned in Sec. 2.2.4, the

description of the HB velocity by Wilks et al. [32] does not take any density gradient into

account. Ping et. al. [39] already assumed that the electron density gradient of the pre-

plasma influences the movement of the critical density, by slowing down the HB process.

For this reason I developed a description of the HB velocity during a one-dimensional

interaction with the laser pulse, in the presence of an electron density gradient. The as-

sumption of a quasi one-dimensional interaction is justified for the 2-D simulations since

the movement of the critical density surface is below 2µm, which is much smaller than

the focal spot size of 6µm.



3.3 Numerical study of laser interaction with high-gradient plasmas 53

A similar approach has been used by Kemp et. al. [94], to calculate the position of the

critical density. The derivation is briefly introduced, whereas a detailed description is given

in A. 3. The only requirement is that the plasma stays overcritical during the interaction

and the temporal derivative of the electron density follows:

n
′
e(t) = v(t)

dne(x(t))

dx
, whereas x(t) =

∫︂
t

–∞
v(t

′
)dt

′
. (45)

At the start, the pressure balance between laser and density flux, given by Eq. 17,

2ni(t)Miv(t)
2
= (1 + R)

I(t)

c
(46)

is used and the ion density is replaced by the spatially and temporally varying electron

density ni(x(t)) = ne(x(t))/Z, including the charge state Z of the ions. The goal is now to

find a description of the velocity v(t), which can be achieved by calculating the temporal

derivative of Eq. 46. After some rearrangements, this results in a differential equation:

v
′
(t) –

v(t)

2

I
′
(t)

I(t)
+ v(t)

2 1

2ne(x(t))

dne(x(t))

dx
= 0. (47)

Solving this equation results in a time-dependent description of the HB velocity v(t):

v(t) =
√︁

I(t)

(︃∫︂
t

–∞

1

2ne(x(t
′))

dne(x(t
′))

dx

√︂
I(t′)dt′ + c1

)︃–1

(48)

To find the integration constant c1, one can use the assumption that the velocity at early

times can be described by the HB velocity of Wilks and the electron density at t → –∞
is given by the initial density of the interaction, the critical density nc. This results in the

integration constant of c1 =
√︁

2cncM/[(1 + R)Z], and the velocity can be described by:

v(t) =
√︁

I(t)

(︃∫︂
t

–∞

1

2ne(x(t
′))

dne(x(t
′))

dx

√︂
I(t′)dt′ +

√︄
2cncMi

(1 + R)Z

)︃–1

. (49)

Equation 49 can be even more simplified when assuming an exponential density profile

with the scale length Lc = ne(dne/dx)
–1, which does not change over time:

v(t) =
√︁

I(t)

(︃
1

2Lc

∫︂
t

–∞

√︂
I(t′)dt′ +

√︄
2cncMi

(1 + R)Z

)︃–1

. (50)

In the limit of a long scale length Lc, this description again results in the well known HB

velocity equation, with the constant critical density.

Calculating the temporal derivative of Eq. 50 results in a description of the corresponding

HB acceleration:
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a(t) = Lc

I
′
(t)

2
√

I(t)

(︃∫︁ √︁
I(t′)dt′ + 2Lc

√︃
2cncMi

(1+R)Z

)︃
– I(t)(︃∫︁ √︁

I(t′)dt′ + 2Lc

√︃
2cncMi

(1+R)Z

)︃2
. (51)

Using the same parameter as for in the PIC simulation, e.g. a Gaussian pulse with a pulse

duration ∆t = 250fs, the same maximum laser intensity and scale lengths of the initial

plasma, a calculation of the maximum HB acceleration is possible. An example for this

process is found in A. 3. Figure 3.13 shows the results of these calculations for a reflectiv-

ity of R = 1, given by the colored dashed lines for the respective maximum laser intensity,

which are in very good agreement with the simulation. Therefore, the scaling change of

themaximumHBvelocity and acceleration from I
1/2

to I
1/4

simply arises from the dynamic

of the interaction with the density profile.

This shows that the scale length of the preplasma, that is present close to the peak in-

tensity, can be deduced, just by measuring the acceleration of the critical density position

into the plasma at the beginning of the LPI, in combination to themaximum laser intensity.

As already mentioned, the scale length also influences the maximum reachable HB ve-

locity, which can be retrieved from the measurement of the complete reflected spectrum,

which was already shown by Zepf et. al. [17].
Therefore, a simpler way of achieving information about the scale length of the plasma

is also given by the analysis of the time-integrated spectrum. The simulations show an

increased maximum red shift and therefore HB velocity in the presence of a preplasma

with a long scale length. Therefore, instead of analyzing the initial acceleration, a mea-

surement of the maximum HB velocity can be done, which can then be correlated to the

scale length of the preplasma.

In contrast to the blue shift of the spectrum, which can either be created by the initial pre-

plasma expansion or the expansion of the plasma at the end of the interaction. The PIC

simulations show that the red shift is created by the maximum HB velocity only, which

results from the comparison with the movement of the critical density. The highest wave-

length component within the spectrum of the reflected pulse then corresponds to the

maximum HB velocity. The derived description of the HB velocity, given by Eq. 50, shows

that the presence of a short-scale-length plasma reduces the HB velocity. Reducing the

scale length results in a lower maximum HB velocity and therefore leads to a reduced

red-shifted spectrum.

To verify this assumption, the spectra of the reflected pulses for different laser intensities

and preplasma conditions are extracted from the simulations and analyzed in terms of

central wavelengths, given by the first moment of the spectrum, and the maximum wave-

length at 5% of the maximum spectral intensity. The results are shown in Fig. 3.15a, with
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the maximum wavelength of the incoming spectrum given by the dashed black line and

the calculated maximumwavelength, using the velocity from Eq. 50, which is additionally

shifted by the initial expansion velocity for the different scale length plasmas.
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Figure 3.15: (a) The maximum red shift at 5% of the spectral intensity for different laser

intensities (colors) and different scale lengths are shown in, whereas the black dashed

line corresponds to the highest spectral component of the incoming pulse. The dashed

colored lines show the calculation of themaximumwavelength shift using Eq. 50, which is

additionally corrected by the initial-expansion shift of the plasma. (b) The corresponding

central wavelength of the reflected pulse for different laser intensities and scale lengths

is shown in, whereas the black dashed line corresponds to the initial central wavelength

of the pulse before the interaction. The solid black lines indicate the shift that would be

introduced by the initial expansion of the preplasma.

It can be seen that the maximum wavelength increases for higher laser intensity. Above

laser intensities of 1019 W/cm2 themaximumwavelength additionally increases for higher

scale lengths. In case of the lower intensities, the light pressure is not sufficient to com-

pensate the initial expansion pressure of the preplasmawhich leads to a decreasingmax-

imum wavelength and therefore a complete blue-shifted spectrum.

This case might not be reachable in experimental conditions since the presented long

scale length is directly correlated to a high electron temperature, which should not be

present if the laser intensity is low.

A similar behavior is seen by analyzing the central wavelength of the pulse after the inter-

action, which is shown in Fig. 3.15b. It is visible that the central wavelength reduces when

a low scale length preplasma is present, which increases for rising laser intensity. One

reason for this could be an increased heating of the target which increases the plasma

pressure and therefore leads to a stronger blue-shifted spectrum, which depends on the
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initial temperature of the plasma. At a threshold scale length, close to the simulations

with Lc ≈0.27µm, the spectrum either shifts towards higher wavelengths when the HB

dominates for high laser intensities, or towards lower wavelengths if the laser intensity is

too low. A comparison of the analytical description with the central wavelength is not pos-

sible, since the deduced model does not take any plasma pressure into account, which

leads to a blue shift of the spectrum after reaching the peak laser intensity. It should

also be possible to include the effect of the plasma pressure in the description of the HB

velocity, which is part of future work.

The use of both quantities allows to determine the region of the scale length by just mea-

suring the spectrum of the pulse after the interaction. This direct correlation might only

be valid if the target is opaque during the interaction and relativistic transparency does

not occur, which could be verified by a measurement of the transmitted light. The latter

case would introduce a much stronger red-shifted spectrum, which might not permit a

direct correlation to the initial scale length.

In combination with the measurement of the expansion velocity, most of the preplasma

parameters are extracted, just by temporally resolving the reflected laser pulse during

the LPI. Even when just measuring the time-integrated spectrum these information are

partially obtainable. This qualifies the measurement of the reflected pulse after the inter-

action as a promising method to get insight into the present preplasma conditions close

to the arrival of the peak laser intensity. So far, only the case of normal incidence has

been studied, which will be expanded to higher incidence angles in the next section.

3.3.9 Influence of the incidence angle on the Doppler shift

An aspect which has to be examined is the dependency on the incidence angle for the

LPI. As already mentioned, the shown simulations and corresponding analysis were per-

formed with an incidence angle between laser axis and target-normal of 0°, leading to

an expansion of the plasma on the laser axis. When increasing the interaction angle, the

effective expansion velocity with respect to the propagation axis changes. This effect is

already indicated by the cosine-term in Eq. 22.

Therefore additional simulations for an intensity of 1020 W/cm2 were performed with an

increased incidence angle of 30°. The verification is done in the same way as in the previ-

ous section. First the correlation between the movement of the critical density and the in-

stantaneous wavelength is cross-checked. The comparison to the density surface move-

ment, normal to the target surface, for an initial electron temperature of 2 keV is shown

in Fig. 3.16, showing a good agreement between the movement of the critical density and

the instantaneous wavelength.

This indicates that the presented method of the temperature measurement is also valid
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for non-zero incidence angles. However, it should be noted that the time-resolved correla-

tion is only given for an s-polarized laser pulse and might not be applied to a p-polarized

laser field at large angles [20]. The projection of the expansion velocity on the laser axis

due to the interaction angle has to be taken into accountwhen calculating the temperature

of the preplasma. Besides the impact on the temperature measurement, the effect of in-

creasing interaction angles on themeasurement of the scale lengthmust be investigated.

Therefore, the central wavelength and maximum red shift after the interaction has been

extracted from the spectrum and compared to a simulation with an incidence angle of 0°

and the same laser intensity of 1020 W/cm2. The results of themaximumwavelength and

central wavelength is shown in Fig. 3.17.

The behavior of the maximum wavelength seems to be similar for both incidence angles.

When comparing the central wavelength of both cases, a slight discrepancy, especially in

the lower scale length regime, is visible. This deviation might correspond to a varying re-

flection angle during the interaction in case of an oblique incidence, which would change

the angular-spectral behavior of the reflected beam. This might change the central wave-

length of the laser pulse after the interaction, depending on the analyzed angle.

However, since both interaction angles show a similar impact on the spectral properties

of the reflected pulse, the mentioned method is still viable to estimate the scale length

of the preplasma. The maximum acceleration at the beginning of the interaction can be

calculated, analogously to Sec. 3.3.8. To enable a direct comparison to the analytical

description (Eq. 51), the interaction angle θ has to be taken into account, which is done by
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Figure 3.16: This figure shows a comparison of the Doppler shift introduced by the velocity

of the critical density during the simulation (blue dots) and the instantaneous wavelength

of the laser pulse which is reflected during the interaction (red) for an incidence angle of

30°.
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Figure 3.17: (a) The maximum red shift at 5% of the spectral intensity for an incidence

angle of Θ = 0◦ (red) and Θ = 30◦ (blue) for different scale lengths are shown, whereas

the black dashed line corresponds to the highest spectral component of the incoming

pulse. (b) The corresponding central wavelength of the reflected pulse for different in-

cidence angles and scale lengths is shown, whereas the black dashed line corresponds

to the initial central wavelength of the pulse before the interaction. Despite the different

interaction angle, the spectral behavior is similar for both cases.

reducing the momentum of the light pressure, given by Eq. 46, by cos(θ). This changes

the integration constant in Eq. 48 to c1 =
√︁

cncMi/[(1 + R)Zcos(θ)]. In addition, the laser

pulse interacts with a longer scale length, because of the one-dimensional expansion of

the plasma, which has also been taken into account. Figure 3.18 shows the results of

the simulations for an incidence angle of θ = 30°, different scale lengths, with respect

to the direction in target normal, and laser intensities, including the adapted analytical

description which is given by the dashed lines.

This shows that the model and the method to extract the preplasma properties from the

laser pulse after the interaction can also be adapted for an oblique incidence angle.

However, there are still some limitations of this method and possible influences which

have not been considered so far, which will be discussed in the following section.
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Figure 3.18: This figure shows the maximum HB acceleration for different plasma scale

lengths and different laser intensities for an incidence angle of 30°. The dashed colored

lines show the calculated acceleration for the different scale lengths and laser intensities,

while taking the increased incidence angle into account.

3.3.10 Discussion

Thedescribedwayof determining the preplasmaproperties relies on several assumptions

and is restricted to certain laser and plasma parameters. Therefore, the laser and plasma

parameter outside of the so far investigated range might disturb the extraction of the

preplasma information from the spectrum and phase of the laser pulse, which will be

discussed in the following section.

Effect of self-phase modulation

One of the key requirements for the presented method is the correlation of the Doppler

shift to the movement of the critical density while neglecting the frequency changes in-

troduced by SPM. As indicated by Eq. 36 the impact on the phase increases in case of

high laser intensities or a very short pulse duration which both increase the magnitude

of the temporal intensity derivative and therefore increases the impact of SPM [90]. This

effect has evenmore impact if the laser pulse propagates through a long near-critical pre-

plasma, which is present in case of a very long scale length. This implies a possible upper

limit for the measurable preplasma scale length if the effect of SPM starts to dominate

the spectral behavior. Additional studies have to be donewhen including ionization, which

temporally changes the electron density and therefore leads to further self-phase modu-

lation [95]. It is also problematic that the presence of a strong SPM might not be directly

visible within the spectrum or the time-resolved measurement, which makes it difficult to

determine such a limit.
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Effect of the dynamic range

As already mentioned in the previous section, it is necessary to resolve the region where

the critical density movement is dominated by the plasma pressure. In experimental con-

ditions, this is given by the dynamic range of the measurement. Within the simulation,

this is given by the definition of the laser pulse, since the EM field starts and ends with a

rapid rise and drop from 0 to a certain defined intensity-ratio and vise versa. The effect of

different intensity-ratios of such a cutoff can be seen in Fig. 3.19, showing the instanta-

neous wavelength of a laser pulse with the intensity of 1020 W/cm2 after the interaction

with a plasma of Te,ini = 2 keV at normal incidence. The instantaneous wavelength at the

beginning of the pulse is shown for an intensity cutoff at 10–2 (blue) and 10–5 (red) of

the maximum intensity. In the case of a lower dynamic range the plateau from the initial

Doppler shift, introduced by the expansion of the preplasma, can not be measured with

a contrast of 10–2. The reduction of the intensity-ratio could lead to a wrong estimation

of the initial Doppler shift and therefore an error-prone calculation of the preplasma tem-

perature. Especially in experimental conditions, where the level of noise is much higher

than during the simulation, this restriction might limit the possibility of the temperature

and scale length measurement.
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Figure 3.19: Influence of the laser-cutoff intensity on the determination of the initial spec-

tral shift.

Effect of the ionization state

A further assumption that is used for the simulation, which is also needed for the tem-

perature measurement is the ionization state of the ions within the preplasma. According

to Eq. 44 the charge state affects the correlation between the expansion velocity and
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the temperature of the preplasma. For a given temperature and a reduced charge state

from Z = 6 to Z = 3, the velocity decreases, resulting in a reduced blue shift.

If the charge state is unknown, which is usually the case for a preplasma at such

timescales, it must either be estimated or determined by hydrodynamic simulations.

A wrong estimation would lead to a large uncertainty within the measurement of the

preplasma temperature, due to the scaling between temperature and charge-state

of Te ∝ 1/Z.

Effect of the laser-pulse duration

One aspect which still needs to be studied is the dependency on the pulse duration, es-

pecially for short laser pulses in the range of tens of femtoseconds. Small spectral shifts

that are introduced by the initial plasma expansion might not be visible in case of these

broadband pulses. Therefore, a short laser pulse duration might be a limit to the field of

application for this method. In addition to this, the interaction dynamics strongly changes

in this regime, leading to a much shorter HB duration and therefore a stronger accelera-

tion. Analytically calculating the maximum HB acceleration for different pulse durations

using Eq. 51 leads to an empirical scaling of ≈ ∆t3/2. This can be cross-checked by per-

forming a simulation with a laser intensity of 2.4 × 1020 W/cm2, a scale length of Lc =

0.48µm, and a reduced pulse duration of ∆t = 125 fs, which is a factor of 2 lower than

the other simulations. This results in an acceleration of (1.74± 0.25)× 1020 m/s2, which

is in rather good agreement with the results obtained for a pulse duration of ∆t = 250 fs,

multiplied by 23/2, which results in (1.42± 0.21)× 1020 m/s2.

3.4 Conclusion

The previous sections have shown that the laser pulse, reflected during the interaction

with a plasma, contains plenty of information about the preplasma and the interaction

dynamics. This study has been carried out by performing 2-D PIC simulations for various

laser and plasma parameters. With the help of a time-resolved analysis of the Doppler

shift, the movement of the critical density can be tracked throughout the interaction.

The temporally resolved analysis of the laser pulse shows a clear correlation between

spectral laser-pulse properties and the preplasma parameters, despite some dependen-

cies that have to be investigated, like the dependency of the HB acceleration and maxi-

mum velocity on the dimensionality of the interaction.

At early interaction times, where the light pressure is smaller or comparable to the pres-

sure of the expanding plasma, the pulse contains information about the preplasma state

picoseconds prior to the arrival of the peak intensity. The initial blue shift of the pulse
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spectrum can be correlated to the expansion velocity and to the corresponding electron

temperature, assuming that the preplasma expansion is one-dimensional and follows the

Samirmodel [83]. In addition to the temperature, information about the scale length of the

preplasma can be extracted from this region, when the light pressure slowly overcomes

the plasma pressure. The initial acceleration of the critical density position increases in

case of higher laser intensities as well as in the presence of longer scale length plasmas.

An analytical description of the HB velocity, which included the assumption of a density

change during HB, and the corresponding acceleration was derived which enabled the

possibility to calculate the maximum HB acceleration between 400 fs and 200 fs prior

to the initial peak intensity. The resulting dependence of the acceleration on the laser

intensity as well as the scale length is in very good agreement with the 2-D PIC simula-

tion results. This shows that measuring the temporally resolved spectral shift, which is

created at early interaction times, can be used to get insight into the preplasma proper-

ties. With this analytical model, the preplasma properties might be directly deduced from

themeasurement of the time-resolved spectrum. Therefore, the simulations indicate that

this non-invasive single-shot method, which does not require any secondary probe beam,

might be able to measure scale length regimes currently not reachable by other types of

diagnostics.

Even when only the time-integrated spectrum after the interaction is measured, the scale

length can be estimated by the maximum occurring wavelength, which could also be de-

rived from the presented equation for theHB velocity, in combination to the corresponding

central wavelength. An increased maximum red shift in combination with a red-shifted

central wavelength indicates a higher scale length of the preplasma. On the contrary, a

blue-shifted central wavelength in combination to a low maximum red shift shows the

presence of a plasma with a strong density gradient.

While this study establishes the presented method as a diagnostic for preplasma proper-

ties, these findings have to be experimentally verified. The realization of such an experi-

ment will be presented in the next section.
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4 Experimental Validation

In the previous section several findings, which imply a direct correlation between plasma

parameters and the spectral evolution of the reflected laser pulse, have been deduced

from numerical simulation of the LPI and the developed analytical model. This includes

the study of the initial blue shift of the instantaneous wavelength and the acceleration of

the critical density into the plasma, at the beginning of the interaction. The corresponding

spectral properties of the complete reflected laser pulse are correlated to the different

preplasma conditions.

To observe these correlations during experimental conditions and therefore validate the

measurement principle, I conducted two experiments at the PHELIX facility [22]. This

facility provides laser intensities up to 5× 1020 W/cm2, while using a F/1.7 focusing

parabola, with maximum pulse energies of 180 J on target and a pulse duration of

(500±75) fs [96]. Additionally, the system ensures a high temporal ASE contrast of 10–12

on the nanosecond-to-100-picosecond time scale [78], which is necessary to reduce

the pre-expansion of the target as much as possible. Therefore, PHELIX offers optimal

conditions to perform such a study, which will be presented in this section.

In the following, Sec. 4.1 describes the setup of the experimental campaigns, including

the difference of the temporal contrast for both experiments, which influences the state

of the preplasma. In particular, the diagnostics that play a central role deserve to be put

in focus in Sec. 4.2. Then, Sec. 4.3 and Sec. 4.4 proceed with the analysis of the time-

integrated and time-resolved data, which is the basis for the subsequent discussion. At

last, Sec. 4.5 deals with the comparison of the experimental and numerical results.

4.1 Experimental setup

I gathered the data that is analyzed in this thesis during two experimental campaigns in

December 2018 and June 2020, during which I acted as experiment coordinator (EC). My

main tasks and contribution to the experiment were the technical planning and implemen-

tation of the proposed setup after consultation with my supervisor, as well as the team

coordination before and during the experiment. During the technical planning, I was re-

sponsible for the design and procurement of the plasma-mirror and target mount, as well

as the diagnostics. During the execution of the experiment, I was additionally involved in

carrying out the shot procedure and the data acquisition.

The validation of themeasurement principle for the preplasma properties, which has been

described in Sec. 3, is the main goal of these experiments. The simplified scheme of the

setup, shown in Fig. 4.1, is kept similar for both beamtimes. The laser pulse enters the

target chamber and is focused onto a, by 30° rotated, thin foil target using a F/1.7 off-axis
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parabola. The foil is placed on a Plexiglas frame, which is mounted on a specifically-

designed Delrin holder to reduce the electromagnetic pulse (EMP) that is created during

the LPI. This would otherwise disturb the online measurement of the reflected pulse. To

capture the beam after being reflected by the target, a sub-aperture of it is coupled out

using an uncoatedmirror. This sub-aperture covers only an opening angle of 3° in specular

direction to reduce further nonlinear effects in following optical components. To ensure a

measurement of the pulse in the focal region and increase the stability from shot to shot,

the beam is relay-imaged onto the diagnostics outside the chamber.

Figure 4.1: Simplified scheme of the experimental campaigns. The beam is focused onto

the target using a F/1.7 off-axis parabola. A part of the reflected beam is imaged onto the

diagnostics, which are placed outside of the chamber. To enhance the temporal contrast,

a plasma mirror (PM) can be implemented, which is indicated by the inlet.

The imaging onto the diagnostics is crucial for the stability of the measurement. During

the initial alignment of the beam path a mirror has to be put into the exact focus position

of the laser beam. A vertical or horizontal tilt, with respect to the intended target surface

orientation, will change the direction of the reflected beamand therefore changes the sub-

aperture that is measured by the diagnostics. While the reflection angle only affects the

direction that is measured, an offset in the position of the mirror leads to a pointing error

during the shot and amisalignment of the diagnostic path. This ismuchmore detrimental

to the measurement method than the rotation. Since most optical diagnostics are very

alignment-sensitive, a changed path of the reflected beam would lead to an altered or

wrong measurement, underlining the importance of a precise imaging of the reflected

beam.
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To verify the model presented in Sec. 3.3, the conditions of the preplasma have to be

varied to enable different scale lengths and temperatures. To achieve these conditions,

including an unperturbed and cold plasma when the peak intensity arrives at the target,

the contrast of the laser pulse is manipulated. This is done by placing two plasma mirror

(PM) into the focusing beam, which is indicated by the inlet in Fig. 4.1. This increases the

temporal contrast on the nanosecond scale up to 2-3 orders of magnitude and steepens

the rising slope of the laser pulse close to the peak intensity [97]. Depending on the angle

of incidence and the polarization of the laser pulse, a single PM is able to reflect up to

80% of the incident energy [98]. During the experimental campaigns, both a single and

double PM setup have been used to increase the temporal contrast.

To better understand the effect of the PMs on the laser beam, a simplified scheme of the

setups is shown in Fig. 4.2, whereas the focused laser pulse is shown in red, the PMs

in blue and the target in yellow. The laser is either directly focused on the target to study

the interaction without any contrast improvement (a), reflected by one PMwhich changes

the direction of the beam by 90° (b), or is reflected by two PMs (c). The last configuration

does not change the direction of the beam, but introduces a spatial offset to the focal

position. Therefore, switching from configuration (a) to (c) is possible within a short time

frame of a few hours, whereas the setup (b) would require a new setup of the reflection

beamline and was therefore conducted in a separate campaign.

AR mirror
target

a) b) c)

Figure 4.2: A simplified scheme of the setups used during the experimental campaigns.

The laser is either directly focused onto the target (a), reflected by a single PM (b), or

reflected by a double PM (c).

Both PM configurations were characterized during the experiments by measuring the re-

flectivity for different incident pulse energies, while keeping the pulse duration constant.

The reflectivity of the single and double PM setup wasmeasured to be≈68% and≈55%,

for the maximum possible laser energy of 120 J and 160 J respectively. A more detailed

description about the characterization and properties of the used PM, including the re-
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flectivity curve for different angles of incidence, can be found in Sec. A. 4. Setup (c) used

standard commercial coatings, whereas the coating for setup (b) was optimized for a

large range of incidence angles, which are present in the converging beam of the focus-

ing parabola. The resulting theoretical contrast, which is calculated with the response

curve of each setup and the respective measured temporal contrast, is shown in Fig. 4.3.

For a better differentiation, the earlier campaign which uses the double PM is referred to

as experiment A and the latter with only one PM is referred to as experiment B.
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Figure 4.3: The different initial temporal contrast for the two experimental campaigns are

indicated by themagenta line for experiment A and the light blue line for experiment B. The

corresponding theoretical contrast curves for the double and single PM setups are given

by the red and blue lines, respectively. The approximate ionization threshold is indicated

by the dashed black line.

The initial temporal contrast of both campaigns are indicated by the magenta line for

experiment A and the light blue line for experiment B. The red and blue lines correspond

to the theoretical contrast curves for the double and single PM setup respectively. The

single PM reduces the prepulses ≈ 140 ps and ≈400ps prior to the maximum intensity

and the laser pulse reaches the ionization threshold (black dashed line) ≈60ps prior to

the peak intensity. For the double PM, the time difference between ionization and peak

intensity is even further reduced, below 5ps.

One sees that the main difference between the experiments is given by the temporal con-

trast as well as the maximum possible energy on target, which is reduced by the different

PM setups. These differences between both campaigns will be briefly described.
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During experiment A, the double PM improved the temporal contrast on the nanosec-

ond scale by approximately four orders of magnitude while reducing the energy on tar-

get from ≈ 150 J to ≈80J. This leads to the reduction of the intensity on target from ≈
2.4 × 1020 W/cm2 to ≈ 1 × 1020 W/cm2. During this experimental campaign, the target

material is given by polystyrene with a varying thickness between 35nm and 1µm, which

were manufactured at the TU-Darmstadt.

The corresponding reflected pulse is measured for different laser energies and target

thicknesses. To further characterize the interaction, the setup included a measurement

of the transmitted light in terms of energy, spectrum and temporal pulse profile. The latter

properties are measured, similar to the reflected pulse, by imaging the interaction region

onto a device based on "Frequency-Resolved Optical Gating" (FROG) and a spectrome-

ter. These diagnostics are described in Sec. 4.2. In addition to this, we placed a glass

screen, with a cut-out for the time-resolved measurement, in the transmitted beam and

collected the scattered light with a Fresnel lens to measure the transmitted energy with a

calorimeter.

As already mentioned, a complete removal of the PM to obtain a reduced temporal con-

trast was not possible during experiment B, due to the additional deflection introduced

by the single PM. Therefore, a high reflectivity mirror replaced the anti-reflection coated

mirror to achieve a low temporal contrast for comparison. This lead to a reduction of the

energy on target for both cases from≈ 120 J to≈80J. During this experiment, the target

thickness was kept above 500nm to ensure fully opaque targets during the interaction.

For a better overview, the resulting laser parameters of the different beamtimes are sum-

marized in Tab. 3, including the energy on target EL and the corresponding intensity IL, for

the mentioned setups, as well as the contrast improvement within each experiment.

exp. EL and IL without PM EL and IL with PM contrast enhancement

A 150 J, 2.4× 1020 W/cm2 80J, 1× 1020 W/cm2 ≈ 2.5× 10–4

B 80J, 1× 1020 W/cm2 80J, 1× 1020 W/cm2 ≈ 4× 10–3

Table 3: Laser energy for the different contrast setups of both experiments, including the

contrast enhancement on the nanosecond scale, introduced by the PM.

The resulting spectral and temporal properties of the laser pulse that is reflected during

these experiments have to be measured. Therefore, the necessary optical diagnostics

and corresponding requirements are described in the next section.
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4.2 Optical diagnostics

In order for a time-resolved diagnostic to be used for the measurement of preplasma

properties, it must meet several requirements. It has to be able to perform for various

properties of the laser pulses to be measured, from a narrow bandwidth and short pulse

duration during alignment, to spectrally- and temporally-broadenedpulses during themea-

surement, both with a sufficient resolution. This includes a spectral bandwidth of 4 nm

and a pulse duration of 500 fs whenmeasuring the initial properties of the incoming laser

pulse and up to 200nm with a temporal measurement range of a few picoseconds after

the interactionwith a plasma. In addition, the diagnosticsmust provide a stable alignment

with adjustable energy range to ensure a single-shot operation.

The time-resolved measurement of the incident laser pulse, as well as the reflection mea-

surement during the interaction is performed with a diagnostic based on "Frequency-

Resolved Optical Gating" (FROG) [99], which uses the second-harmonic generation (SHG)

to acquire a time information. This diagnostic, which has been specifically designed

during a master thesis by C. Schmidt and later on improved and commissioned during

my master thesis, is able to cover the necessary temporal and spectral measurement

range [23, 100]. In addition to this, the algorithm used for the reconstruction of the mea-

sured FROG traces has been implemented into a LabVIEW [101] program to enable a real-

time analysis of the measurement. Such a diagnostic based on FROG has been used by

other groups to detect the relativistic transparency [21], or at laser intensities in the range

of 1018 W/cm2 [19], with only minor success.

The described diagnostic can be used to characterize the laser pulse that is incident on

the plasma. This is especially important when utilizing a PM, which introduces a blue

shift at the beginning of the laser pulse [97]. This would mainly impact the time-resolved

diagnostics, resulting in an incorrectmeasurement of the preplasmaproperties. Themea-

surement of the incoming laser pulse was performed during experiment A without a tar-

get in the focal region and by utilizing the previously mentioned beamline to measure the

transmitted pulse. These measurements of the pulse with and without PM showed an

offset of the initial wavelength when the pulse intensity reached 0.1% of its maximum.

Figure 4.4 shows the measurement of the input pulse and the corresponding instanta-

neous wavelength with (a) and without (b) the PM.

Since the time-resolved diagnostic has a time ambiguity, the wavelength shift was mea-

sured at both ends of the pulse. This leads to a possible offset of the initial wavelength

of ∆λhigh =–0.3
–1.5

nm and ∆λlow =+2.8
+0.4

nm for the high and low contrast, respectively. Since

the instantaneous wavelength before and after the interaction can not be directly corre-

lated, the resulting uncertainty can not be included in the uncertainty of the reflection

measurement. The impact of this uncertainty on the time-integrated spectrum should be



4.2 Optical diagnostics 69

0

0.2

0.4

0.6

0.8

1

in
te

n
s
it
y
 i
n
 a

rb
. 
u
n
it
s

-500 0 500

time in fs

-1.5

-1

-0.5

0
in

s
t.
 w

a
v
e
le

n
g
th

 s
h
if
t 
in

 n
m

inst

intensity

(a)

0

0.2

0.4

0.6

0.8

1

in
te

n
s
it
y
 i
n
 a

rb
. 
u
n
it
s

-500 0 500

time in fs

-1

0

1

2

3

in
s
t.
 w

a
v
e
le

n
g
th

 s
h
if
t 
in

 n
m

inst

intensity

(b)

Figure 4.4: Time-resolved measurement of the incoming laser pulse in experiment A with

(a) and without (b) PM. The red line shows the instantaneous wavelength shift with the

corresponding uncertainty given by the shaded region. The blue line and region corre-

spond to the intensity of the laser pulse and the uncertainty. An existing instantaneous

wavelength shift is visible in both measurement which lead to an uncertainty of the re-

flection measurement.

comparably low since these wavelengths only contribute a small amount to the complete

spectrum.

As mentioned, a drawback of this device is the time-ambiguity introduced by the second

order nonlinear process. For this reason, another complementary diagnostic was devel-

oped in the framework of a master thesis which I supervised [102]. This device works

with the principle of "Spectral Phase Interferometry for Direct Electric-field Reconstruc-

tion" (SPIDER) [103], which does not hold this type of ambiguity. The diagnosticwas tested

during the experiment B, showing a qualitative good agreement with FROG. However, a

design flaw of the SPIDER implementation made it extremely alignment sensitive, but

changes to the optical layout of the SPIDER are possible to alleviate this drawback. The

results of the SPIDER diagnostic are therefore not part of this thesis and will be analyzed

in future work.

Another time-resolved diagnostic that is used during experiment B is a Wizzler (Fastlite)

to measure the laser pulse during alignment mode that is incident on the focal position

without any target. This measurement is used to optimize the incoming laser pulse with

a feedback to a Dazzler (Fastlite), which is placed at the beginning of the laser chain of

PHELIX. This is done to flatten the initial phase of the laser pulse as much as possible.

However, it is currently not possible to perform this optimization for the laser pulse on-

shot with full energy.

As a complementary diagnostic, the time-integrated spectrum was measured by using a
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commercially available spectrometer from OceanOptics (Maya 2000-Pro, MAYP113999)

with a wide spectral range from 800nm to 1200nm, with a wavelength spacing

of ∆λ = 0.2 nm. This spectrum can be used for a validation of the time-resolved diagnos-

tics and as a stand-alonemethod to get information about the preplasma conditions. The

analysis of these time-integrated measurements is first presented in the next section.

4.3 Time-integrated spectral analysis

The results of the time integrated spectra are now analyzed and compared for both ex-

periments. An example for the measured spectra after the interaction with a plasma, with

similar laser and target parameters of the different experimental campaigns, are shown

in Fig. 4.5
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Figure 4.5: (a) Comparison of the normalized spectrum after the interactionwith a plasma

obtained during experiment A, with and without PM. A strong blue-shifted spectrum is

obtained when a PM is used, compared to the red shift without PM. (b) A similar behavior

is present in experiment B for the cases with and without PM.

The red andmagenta curves represent the spectra of experiment A with and without dou-

ble PM. The blue and light blue lines correspond to the spectra of experiment B, again

with and without PM. This color code will be maintained for the upcoming figures in this

section. One sees that the spectra without PM look similar for both beamtimes, includ-

ing a strong red-shifted tail in both cases and the spectra with PM show a strong blue

shift in both experiments. Most of the spectra show a dominant peak at the initial cen-

tral wavelength. Our current hypothesis is that this might be introduced by scattered light

from focal regions with a lower intensity, that either interacts with the plasma, or is just

reflected at the surface of the target material. However, we were not able to verify this
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and one should examine this feature, because its origin remains unclear. The presence

of this peak leads to an offset of the central wavelength towards the initial wavelength

of 1053 nm. For this reason, I removed the incoming spectral feature, by fitting a Gaus-

sian distribution with a fixed bandwidth and central position, to ease the analysis of the

data. The resulting central wavelength with and without this wavelength peak removal

are used as a minimum and maximum value of the measured central wavelength, which

is therefore included in the uncertainty of eachmeasurement. Since thismethod does not

change themaximum red-shifted part of the spectrum, this removal mainly influences the

measurement of the central wavelength.

The resulting maximum wavelength of the spectrum and the shift of the central wave-

length of every experiment is compared for the different contrast conditions. Because of

the variation in themaximum available laser energy during both experiments, the spectral

properties of the reflected pulses are compared for different laser energies. To illustrate

this point, Fig. 4.6 shows the resulting central wavelength and maximum wavelength for

different laser energies.
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Figure 4.6: Comparison of measured spectral properties of experiments A and B for dif-

ferent on-target laser energies. The red and dark-blue dots correspond to the cases with

a higher temporal contrast and the magenta and light blue dots show the measurement

with a lower temporal contrast for the different experiments A andB. The lines in the corre-

sponding colors represent the averaged value over all measurements. The central wave-

length of the spectrum, given by its first moment, is shown by (a), whereas (b) shows the

maximum wavelength at 1% of the maximum spectral intensity. The dashed black lines

indicate the central wavelength or maximumwavelength of the incoming laser pulse prior

to the interaction.

Several tendencies can be seen when looking at the shift of the central wavelength in
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Fig. 4.6a. First, the central wavelength is more blue shifted with respect to the initial cen-

tral wavelength when a PM is used and red shifted in the case without PM, even when

the energy on target is similar for both cases. It can also be seen that a stronger blue

shift occurs when the double PM is used during beamtime A compared to the single PM

of beamtime B. This is in agreement with the reduced expected temporal contrast when

only one PM is used.

The strength of the blue shift with PM does not seem to depend on the energy on target.

This is also in agreement with the simulation, which only shows an intensity dependence

of the central wavelength if the scale length is above a certain threshold (Fig. 3.15). Only

when the scale length is increased by removing the PM, the influence of HB starts to

dominate the interaction and the central wavelengths tend to be more red-shifted when

the energy of the laser pulse is increased.

A similar behavior is seen for the maximum wavelength of the spectrum as shown in

Fig. 4.6b. In the presence of a high temporal contrast, the maximumwavelength does not

seem to be changed within the chosen energy range. Only when removing the PM, the

maximum wavelength strongly increases and an energy dependency is visible.

To determine whether the target thickness does have an impact on the spectral measure-

ments, several target thicknesses have been tested during the experimental campaign. In

addition, the transmitted laser energy for different target thicknesses is measured during

experiment A, which is shown in Fig. 4.7.
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Figure 4.7: Measurement of the transmitted laser energy for different target thicknesses,

with (blue) and without (red) PM, which has been performed during experiment A. The

dashed black line indicates the detection threshold of the measurement setup.

Without a PM a significant amount of energy is transmitted for target thicknesses below

1µm, ranging from20% for a target thickness of 550nmup to 75% for a 55 nm-thin target.
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When using a PM, the transmission occurs only at target thicknesses below 85nm. One

would expect an increased red-shifted spectrum when reducing the target thickness, due

to the possible onset of relativistic transparency.

The result of the spectral properties for the different target-thicknesses, with respect to

the maximum wavelength and a shift of the central wavelength, is visible in Fig. 4.8.
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Figure 4.8: Comparison of measured spectra of experiments A and B for different target

thicknesses. The red and blue dots correspond to the cases with a higher temporal con-

trast and the magenta and light blue dots correspond a lower temporal contrast for the

different experiments A and B. The lines in the corresponding colors represent the aver-

aged value over all measurements The central wavelength of the spectrum, given by its

first moment is shown by (a), whereas (b) shows the maximum wavelength at 1% of the

spectral intensity for the different properties.

Even though the beamtimes do not share the complete range of target thicknesses and

the fluctuations from shot to shot are relatively high, we did not recognize any clear cor-

relation between the spectral properties and the thickness of the target. Even in the thick-

ness regime where transparency occurs, no direct correlation is visible. This indicates

that the spectral modulations only arise because of the different laser intensities and the

temporal contrast changes, resulting in different preplasma conditions. This also indi-

cates that even when transparency of the target occurs, the spectral modulations might

mainly arise from the HB at the beginning of the interaction and the transparency effects

are comparatively small.

For an upcoming comparison with the simulation in Sec. 4.5, the averaged properties for

each contrast condition and beamtime are calculated, including the corresponding un-
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certainties given by the PTV of the minimum and maximummeasured value. This results

in a central wavelength of (1049 ± 2
4
) nm and (1062 ± 10

6
) nm with and without double

PM respectively, for the experiment A. The maximum wavelength behaves similarly and

is up-shifted by (12± 6) nm with double PM and (45 ± 17
16
) nm without PM.

As for the results of experiment B, the averaged central wavelength lies at (1052 ± 8
5
) nm

and (1056 ± 9
4
) nm with and without PM. The maximum wavelength is also up-shifted by

(8 ± 12
9
) nm and (35 ± 23

11
) nm with and without PM, respectively.

Since the time-integrated spectrum can not be used to determine the expansion velocity

and therefore the temperature of the preplasma, the time analysis of the time-resolved

measurement is necessary.

4.4 Time-resolved spectral analysis

The time-resolved measurement of the spectral properties after the interaction contains

much more information about the preplasma properties than just the time-integrated

ones. Therefore, the complex field of the laser pulse is extracted from the recorded FROG

traces and the temporal phase is used to calculate the instantaneous wavelength as de-

scribed in Sec. 3.3.4.

Similar to the analysis of the previous section, I averaged the data over all shots for each

temporal contrast condition and the experiments are compared against each other. Fig-

ure 4.9 shows the results of themeasurementwithout PMsand Fig. 4.10 shows the results

with the increased contrast. The dashed lines represent the instantaneous wavelength

and the temporal intensity is given by the solid lines, for the experiment A (red) or exper-

iment B (blue). The colored areas indicate the uncertainty given by the PTV values of all

measurements.

Themeasurements are centered on the first moment of the temporal pulse intensity. Let’s

go at first over the measurement without PM. The comparison shows that the pulse

duration is shorter in case of experiment B. In the lower intensity regions, especially at

the pulse front, the discrepancy of the instantaneous wavelength between both measure-

ments increases. The instantaneous wavelength does not reach the predicted plateau at

the beginning of the interaction, but the behavior is indicated by the rising wavelength at

the beginning. When moving close to the maximum of the pulse intensity the behavior

of the instantaneous wavelength is similar, including the transition into a slight blue shift

after the pulse maximum.

In case of the time-resolved measurement with a PM, the behavior of both experiments,

including the measurement range, is similar and the instantaneous wavelength of mea-

surement A indicates a plateau at the beginning of the pulse. It is also visible that the

mean instantaneous wavelength of experiment B shows an increasedmaximum red shift,
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Figure 4.9: The graphs show the temporal evolution of the instantaneous wavelength for

both the beamtimes A (red) and B (blue) without PM. The shaded area around the in-

stantaneous wavelength corresponds to the uncertainty introduced by the shot-to-shot

fluctuation, and the corresponding temporal pulse intensity given by the solid lines.

in combination with a reduced blue shift at the end of the interaction, in comparison to

experiment A. This indicates the presence of an increased scale length during experi-

ment B, when using a single PM. It can also be seen that the instantaneous wavelength

only reaches the blue-shifted plateau of the initial plasma expansion in case of the high-

contrast measurement of experiment A. Despite the high shot-to-shot fluctuations, the

temporal evolution of themeasured instantaneous wavelengthmatches the behavior pre-

dicted by the simulations, even if the plateau of the free plasma expansion is not reached

by the measurement without pm.

As a cross-check the spectrum, which is reconstructed from the FROG trace, is compared

to themeasurement of the time-integrated spectrometer to validate the reconstruction. In

case of experiment A, the reconstructed and measured spectra were in good agreement.

In the case of experiment B, a large discrepancy was found for the low-wavelength region,

which is shown in Fig. 4.11.

This low-wavelength region is also not observed in the measured FROG trace. The pres-

ence of a reduced wavelength range, due to a misalignment of the spectrometer within

the FROG, was excluded by measuring a laser pulse which was spectrally broadened. To

achieve such a broadened spectrum, the laser pulse with an energy in the micro-joule

range was sent through a glass block multiple times. This lead to the effect of self-phase

modulation, which spectrally broadened the laser pulse up to the regime of the miss-

ing wavelength. The measurement of this modified pulse with the FROG showed a good

agreement with the separately measured time-integrated spectrum. Since the diagnostic

based on SPIDER was also able to measure the full spectrum, even into the lower wave-



76 4.4 Time-resolved spectral analysis

Figure 4.10: The graphs show the temporal evolution of the instantaneous wavelength

for both the beamtimes A (red) and B (blue) with PM. The shaded area around the in-

stantaneous wavelength corresponds to the uncertainty introduced by the shot-to-shot

fluctuation, and the corresponding temporal pulse intensity given by the solid lines.
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Figure 4.11: A comparison of a measurement with the time-integrated spectrometer (red)

and the spectrum of the reconstructed FROG trace (blue) during experiment B. The high-

pass cut-off at approximately 1040 nm for the FROG spectrum can be seen clearly.

length regime, the exact origin of the observed effect is not fully understood and has to

be examined during future experiments. For this reason only the time-resolved measure-

ments of experiment A are compared to the simulation results.
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4.5 Comparison with the simulation

The experimental measurement of the reflected spectrum shows a similar behavior as

seen in the simulation. Therefore, the next step would be to compare the measured time-

integrated and time-resolved spectral properties with the findings of the numerical sim-

ulations. Since an as yet unexplained FROG artifact has falsified the measurement of

experiment B, I only use the results of experiment A.

For a direct comparison with simulations of different preplasma scale lengths, the simu-

lations have to use the same laser intensities as in the experimental condition. Therefore,

the simulations were repeated for intensities of 1 × 1020 W/cm2 and 2.4× 1020 W/cm2,

which represent the intensities with andwithout the double PM respectively. In addition to

this, the incidence angle of the simulation is adapted to 30°. The preplasma scale lengths

are a result of the different initial temperatures, again ranging from 10 eV up to 7 keV, as

described in Sec. 3.3.2. The time-integrated spectral properties of the conducted simula-

tions for the various plasma scale lengths are represented by the colored dots in Fig. 4.12.

These can be comparedwith the averaged spectral propertiesmeasuredwith andwithout

the double PM, obtained from Sec. 4.3. The experimental measurements are indicated by

the solid blue and red lines in Fig. 4.12 for the case with and without PM, with the corre-

sponding uncertainty given by the PTV of the measurements.

The areas where the simulation results overlap with themeasurement and corresponding

uncertainty can be used to estimate the scale length. For a better comparison with the ex-

perimental results, the red shift of the spectrum is calculated from the holeboring velocity

(Eq. 50), using a pulse duration of 500 fs and a fully ionized CH plasma (Z = 7, Mi = 13u).

The resulting maximumwavelength for different scale lengths is given by the dashed col-

ored lines in Fig. 4.12b, for the case with PM (blue) and without PM (red). The scale length

is taken from the region that agrees best with the analytical description, giving an upper

and lower limit for each temporal contrast option. This results in an estimation of the

scale length of (0.18±0.11)µm and (0.83±0.39)µm, with and without PM respectively.

Apart from the comparison of the spectral shifts it is also interesting to compare the

instantaneous wavelength of the simulation and measurements. The averaged time-

resolved measurement is shown in Fig. 4.13 (left), with the uncertainty given by the PTV.

For a better visibility the uncertainty of the pulse intensity is not included in the figure.

The time ambiguity of the SHG-FROG is overcome by a comparison with the simulation.

These showed that the highest red shift occurred prior to the maximum intensity of the

reflected pulse. Accordingly, the individual experimental traces were time-flipped before

averaging to match this observation from the simulation.

As an example, the right hand side of Fig. 4.13 therefore shows simulations with a scale

length of of Lc = 0.02µm (blue) and Lc = 0.26µm (red). Even though the time range
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Figure 4.12: (a) The colored dots represent the central wavelength of the reflected spec-

trum for the PIC simulations with intensities of 1× 1020 W/cm2 and 2.4× 1020 W/cm2, as

a function of the preplasma scale length. The blue and red solid lines correspond to the

mean central wavelength of all experimental shots with and without double PM, whereas

the shaded region indicates the range between the found PTV. The dashed black line

corresponds to the central wavelength of the incoming laser pulse. (b) The plot shows

the maximum wavelength after the interaction for the PIC simulation and the averaged

experimental values and the calculated maximum wavelength from the analytical model

(colored dashed lines).

is shortened, because of the pulse-duration reduction, it can be seen that the behavior

between the experimental measurement and the simulation is similar. A reduced red shift

is visible in the presence of a high temporal contrast or low scale length, respectively.

Close to the maximum of the reflected intensity, the wavelength tends to be more and

more blue shifted, which corresponds to the later expansion of the heated plasma in the

simulation. The strength of the blue shift at later times is much lower than predicted by

the simulation, which might correspond to a much lower pressure of the heated plasma.

In contrast to the simulation results, the initial blue shift introduced by the expansion of

the preplasma is not visible for the low contrast measurements. As already described in

Sec. 3.3.10, this region can not be resolved if the dynamic range of the measurement is

too low. This would mean that the measurement starts at a time where the laser pulse

is already within the HB regime and a red shift is observed. Therefore, the measurement

without PM at≈ -2 ps might correspond to a region at≈ -0.2 ps in case of the simulation.

A possibility for the large time difference might be given by the laser-pulse shape that is

present within the experiment. This is visible when calculating the instantaneous wave-

length from the analytical description of the HB velocity (Eq. 50), for different laser pulse
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Figure 4.13: Comparison of the experimental instantaneous wavelength with and without

PM in the temporal domain (left). The solid lines represent the mean value of all shots

with the corresponding uncertainty, given by the PTV values. The dashed blue and red line

show the averaged pulse intensity for each condition, normalized to its integral and the

dashed black line shows the central wavelength of the incoming laser pulse. The right

hand side image shows the PIC simulation for a scale length of Lc = 0.02µm (short)

and Lc = 0.26µm (long) showing a similar evolution for both cases. Additionally, the

calculated maximum wavelength is given by the colored dashed lines for the two laser

intensities.

shapes which are shown in the right hand side of Fig. 4.14.

This includes an ideal Gaussian pulse, with a pulse duration (FWHM) of 500 fs (yellow),

the experimentally measured incoming laser pulse as described in Sec. 4.2 (blue) and an

example for a non-ideal intensity distribution (black). The left hand side of Fig. 4.14 shows

the resulting instantaneous wavelength for the different pulse shapes with an arbitrary ve-

locity offset of 0.01 c, including the measurement of the instantaneous wavelength with-

out PM (red dashed line). This shows that a rather small deviation from the ideal Gaussian

pulse shape already changes the instantaneouswavelength evolution, whichmight be the

reason for the relatively high shot-to-shot fluctuation in the measurements. Since only a

small part of the beam is used for the measurement of the incoming laser pulse, such a

difference in the pulse shape might be possible. A further possibility is the uncertainty

of the instantaneous wavelength of the incoming laser pulse described in Sec. 4.2, which

would be either compensated or enhanced by the initial shift during the laser plasma in-

teraction. With an increased dynamic range and control of the incoming laser pulse, this

type of measurement will also yield a lot of information that can be extracted and used

to determine the preplasma conditions.
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Figure 4.14: (left) Comparison of the experimentally measured instantaneous wavelength

without PM (dashed red) with the wavelength shift calculated from the analytical descrip-

tion of the HB velocity for different laser pulse shapes. (right) The different laser pulses

used for the calculation are an ideal Gaussian pulse (yellow), the experimentallymeasured

incoming laser pulse (blue) and a assumed non-ideal intensity distribution (black).

4.6 Conclusion

The previous sections have shown that the spectral modulation of the laser pulse after

the interaction with a plasma is strongly influenced by the state of the preplasma, which

is again influenced by the temporal contrast of the laser pulse. The setup to determine

the preplasma properties bymeasuring the spectral modulationmay seem easy to set up,

but the implementation is not straightforward and the laser conditions have to be exactly

known. To ensure a stable measurement of the reflected pulse, the interaction region

of the laser and target has to be imaged onto the diagnostics. In addition to this, the

knowledge of the incoming temporal phase is very important, since any initial shift at the

beginning of the laser pulse might enhance or compensate the spectral shift, which is

introduced by the preplasma expansion.

To be able to see the effect of different scale lengths on the spectral properties of the

reflected laser pulse in the experiment, the preplasma conditions had to be varied. The

chosen way to do this within the experiment was to tune the temporal contrast by the use

of a single or a double PM setup in two different experimental campaigns. By measuring

the time-integrated spectrum during both experiments for the different preplasma states,

many of the predictions given by the numerical simulation were observed.

The measured spectrum is either blue-shifted if the temporal contrast is increased, or

red-shifted if no PM is used. Additionally, when the single PM is used, the spectrum is

less blue-shifted in comparison to the double PM, which matches the increased temporal

contrast in the second case. For both experiments, the strength of the blue shift did not
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increase when the laser energy on target is increased. This indicates the existence of a

threshold scale length, at which the HB starts to be capable of dominating the interaction,

which is also in agreement with the numerical simulation.

In contrast to this, an energy dependency is observed when the PMs are removed, which

leads to the formation of a more extent preplasma because of the lower temporal con-

trast, allowing a stronger HB. These spectral properties did not correlate with the used

target thickness, even into the regime where a significant amount of transparency oc-

curs. This indicates that the spectral modulation might mainly arise from the HB at the

beginning of the interaction, and the transparency effects are comparatively small.

A direct comparison of the experimental time-integrated spectra with the analytical de-

scription of the holeboring velocity enabled the possibility to measure the preplasma

scale length during the experiment. The corresponding scale length is determined to be

(0.18±0.11)µm and (0.83±0.39)µm, with and without the PM respectively. This might

correspond to a lower limit, since simulations in a similar regime indicate that the HB is

less dominant in 3-D compared to 2-D [104]. This would lead to an increased red shift

and acceleration within the simulation and therefore indicate that a higher scale length is

present in the experimental conditions.

In addition, the reflected light could be successfully measured using the time-resolved di-

agnostic FROG. The corresponding wavelength-change shows a reduced maximum red

shift in case of an increased temporal contrast. This red shift is then compensated by

the following expansion of the heated plasma, until a blue shift occurs. The blue shift at

later interaction times is much lower than predicted by the simulations. One reason for

this could be an larger spatial distribution of the laser energy, again due to the difference

between 2-D, in the simulation, and 3-D, which yields a lower temperature and electron

density ahead of the pulse, therefore lowering the plasma pressure. The dynamic range

was not sufficient to resolve the velocity of the freely expanding plasma and the accelera-

tion a the beginning of the interaction to determine the preplasma temperature and scale

length.

Nevertheless, the tendency towards lower wavelengths is indicated by the instantaneous

wavelengths and the general behavior shows a qualitatively good agreement with the sim-

ulation. By increasing the dynamic range of the measurement and better controlling the

incoming laser pulse in future experiments, the necessary region can be resolved and

the gathered information used to confirm the simulation, and afterwards use the initial

shift and acceleration to gather information about the preplasma properties. This suits

such type of measurement as a diagnostic tool for the preplasma properties in LPI exper-

iments.
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5 Enhancement of the ion acceleration at PHELIX

The study of the preplasma properties during LPI is embedded in thewider theme of laser-

driven ion acceleration at PHELIX. As presented in Sec. 2.3, not only does the preplasma

condition have a strong influence on the particle beam in terms of maximum reachable

energy and particle number, but onemust also pay attention to other experimental param-

eters like the target thickness, absorption and laser intensity. In the following sections,

two methods to enhance the energy yield in laser particle acceleration will be discussed.

The results obtainedwhen applying thesemethods to the PHELIX facility will be presented

afterwards.

For this study, two experimental campaigns were conducted with a different emphasis

each. The first experiment focuses on the enhancement of the laser absorption, while

utilizing fully opaque targets in the thickness regime of 1µm and above, which showed

no transmission (Sec. 4.3). The second experiment prioritizes the interaction in the rela-

tivistic transparency regime with a target thickness of 300nm, while enhancing the laser

intensity. Both campaigns featured a similar setup and laser parameters, which will be

described first, followed by the results.

5.1 Experimental setup and laser performance

The schematic setup of the conducted experiments is shown in Fig. 5.1. The system

provides an s-polarized beam, which is able to deliver a maximum on-target energy of

180 J. This beam is focused to a spot size of≈4µm (FWHM) on the target, by using a f/1.7

off-axis diamond turned copper parabola. With a laser pulse duration equal to 500 fs, this

corresponds to a maximum achievable intensity of 5 × 1020 W/cm2. The laser interacts

with a micrometer or sub-micrometer-thick target with varying incidence angle.

To detect the accelerated ions, a stack of radiochromic film (RCF), which are layered be-

tween mylar sheets, is placed behind the target. These RCFs are stained during the inter-

action with an ion, whereby the intensity of the color is directly correlated to the deposited

energy in the film. The position of this stack is changed depending on the experimental

campaign. For the first experiment, which uses an interaction angle of 45°, the stack is

placed in TNSA-direction at a distance of 5 cm. During the second experiment, the inter-

action angle is decreased to 5° and the stack is placed at a distance of 10 cm in laser

direction to avoid the pollution of the target chamber, induced by a strong ablation of the

first layer of the stack by the light leaking through the thin target.

In addition to the RCF stack, a Thomson parabola [105] is used as a complementary ion

diagnostic during the second experiment. Since it requires a direct line of sight to the ion

source, a 5-mmhole is drilled into the RCF stack and the diagnostic is placed at a distance
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of 50 cm in laser direction (0°). The Thomson parabola uses an electric andmagnetic field

to deflect the incoming ions onto an image plate. Depending on the energy and charge-

to-mass ratio of the ions, this deflection results in separated traces on the image plate,

which enables an evaluation of the ion spectrum in terms of ion energy and species. This

can be used to detect protons with energies up to 90MeV with an uncertainty of 5%, for

this Thomson parabola. For a subsequent energy calibration and to shield the image plate

from heavy ions, copper plates, with a thickness ranging from 0.5mm at lower energies,

up to 5mm for the higher proton energies, are mounted directly onto the image plate.

5-10 cm

target
RCF

polarization

6
 c

m

laser

ion beam

Thomson

parabola

50 cm

5°-45°

Figure 5.1: Schematic top view of the setup that is used for the laser-ion acceleration. The

laser is focused onto a thin target with varying incidence angle. In the first setup, the RCF

stack is placed in direction of the target normal at an angle of 45° and a distance of 5 cm,

to detect the ions. In the second experiment, the incidence angle is changed to 5° and the

RCFs, together with the Thomson parabola, are placed in laser direction.

The target-foils are attached to a small 500µm-thin supporting-plate with an opening of

5mm which enables the possibility to mount the targets at an incidence angle of 45°

without perturbing the accelerated ions. The target thickness andmaterial is changed be-

tween the different setups. In the case of an incidence angle close to normal, which aims

at the ion acceleration in the regime of relativistic transparency as described in Sec. 2.3.2,

300-nm-thin polystyrene targets are used. For the second setup, which focuses on staying

within the regime of TNSA, the target material is changed to gold and the target thickness

is increased up to 1µm and 10µm. As described in Sec. 2.3 the maximum energy of the

accelerated ions increases for higher laser intensities, independent on the acceleration

mechanism. Since the laser intensity can not be measured directly, it has to be inferred

from the measurement of the pulse duration, the pulse energy and the focal-spot fluence

distribution after the last focusing optic.
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The measurement of the on-shot laser energy is performed with a pyroelectric detector

which is placed behind a leaky mirror, located at the output of the main amplifier of the

system. This energy measurement is cross-calibrated with a second detector that can be

moved into the full-aperture beam. Since the compressor of the system, which is placed

between the main amplifier and the target chamber, introduces additional losses, the re-

duction of energy is calibrated by ameasurement within the target chamber. This enables

a measurement of the on-target laser pulse energy with an uncertainty of ≈5%.

A larger uncertainty is given by the measurement of the focal spot. The on-shot distri-

bution has to be deduced from separate measurements, because of the inaccessibility

of a direct measurement. In case of the PHELIX system, the focal spot is measured dur-

ing alignment mode, which is performed by directly image-relaying the focal plane to the

center of a 16-bit camera (Hamamatsu ORCA-flash4.0 LT), which is located outside of the

target chamber. The corresponding spatial distribution of the fluence is recorded prior to

each shot, in addition to a measurement of this distribution at a diagnostic that is located

at the compressor. At this location, the focal distribution can also be measured on-shot.

The difference between both measurements can be used to define an on-shot correction

factor, which compares the fluence of both locations. The correction factor is given by

the ratio between the maximum of the measured signal on-shot and the maximum that is

measured prior to the shot, whereas both distributions have been normalized to the inte-

gral of the signal. Themeasurement of this ratio shows that the on-shot intensity reduces

to (75± 7)% of the initially estimated intensity during the alignment mode. The reason for

this difference is given by the on-shot aberrations occurring in the laser chain, as well as

a change of the beam profile from being close to Gaussian during the alignment, to a

flat-top profile on-shot.

Another uncertainty is introduced by themeasurement of the pulse duration by the FROG-

device, whichwas presented in Sec. 4.2. Themeasurement during alignmentmode, which

is also compared to a measurement with full laser energy, results in a pulse duration of

500 fs FWHM. The uncertainty is mainly given by the fluctuation of the reconstruction

algorithm, which results in a variation of the pulse duration by ≈ 15% (PTV). Besides

the knowledge of temporal pulse shape at the maximum, the knowledge of the temporal

profile of the pulse on a high dynamic range is essential for the interaction. As described

in Sec. 2.5 the composition of the temporal contrast may alter the target condition and

influences the ion acceleration. The properties of the temporal contrast of PHELIX has

been described in Sec. 4.1, showing an ASE-contrast of 10–12 on the ns-scale which can

be reduced to 10–6.

Thementioned parameters of the laser pulse have a strong impact on the process of laser-

ion acceleration and therefore influence the maximum reachable proton energy. Most

of these parameters, like the pulse duration and maximum laser energy, are difficult to
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improve without making large changes to the laser system itself. Therefore, the first goal

is to increase themaximumproton energy by increasing the absorption of the laser energy

on the target, with an incidence angle of 45°.

5.2 Effect of increased laser absorption on the maximum proton energy

There are two strategies that can be implemented to increase the laser absorption. As

described in Sec. 2.2.3 many absorption mechanisms at relativistic intensities arise if the

laser pulse contains a p-polarized component with respect to the target. The polarization

of the system is given by the pulse compressor of the system, which only works for an

s-polarized beam at PHELIX. A rotation of the polarization using a waveplate after the

compressor is not straightforward, mainly due to the large size of the beam of 28 cm

which complicates the manufacturing and implementation. The easiest way to achieve

this is by rotating the target along the horizontal axis, perpendicular to the laser direction.

This setup has been used in combination with a high temporal contrast of 10–12 and 1µm-

thick gold targets.

Another possibility is to increase the extent and therefore scale length of the preplasma,

which has been described in Sec. 2.3.1, by decreasing the temporal contrast on the

nanosecond scale. Such technique has been tested during previous experiments at

the PHELIX laser [12]. In the presence of a nanosecond temporal contrast of 10–6, a

density of ≈ 1020 cm–3 is reached ≈30-40µm in front of the initial target surface. As a

comparison, this density is reached approximately 5µm before the initial target surface

in case of the highest available temporal contrast [12]. When using this method, the

target thickness has to be increased to prevent the laser from burning through the foil. In

this case, the thickness of the targets is increased to 10µm.

Since the rotation of the target changes the direction of the accelerated protons out of

the horizontal laser plane, only the RCF stack can be used as an ion diagnostic and the

Thomson parabola is removed from the setup.

These two setups are compared with a standard setup using the s-polarized beam, a high

temporal contrast and 1µm-thick gold targets. The intensity on-target is changed by re-

ducing the laser pulse energy and the maximum proton energy is recorded, with the cor-

responding results that are shown in Fig. 5.2.

With the low temporal contrast in combinationwith the 10µm-thick target, proton energies

up to 38MeV are achieved (green), which is systematically lower than the standard option

with approximately 15% higher proton energies (red). This indicates that the increased

preplasma formation does not compensate for the increased target thickness. Thismight

be overcome if the target thickness is slightly decreased, which has not been tested during

this experiment.
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Figure 5.2: Intensity-dependent maximum proton energy for the different contrast levels,

target thicknesses and laser polarization, with an incidence angle of 45°.

On the contrary, when changing only the laser polarization, the maximum proton energy

is increased by ≈60% up to 71MeV (blue), whereas an increase of the maximum energy

was visible for all shots of this condition at similar intensity. One possible reason for this

might be the increased effect of vacuum heating [106] because of the small plasma scale

length during the interaction. This would lead to an increased electron temperature and

therefore enhance the amount of particles that are accelerated via the TNSA mechanism

and energies that are reachable. This increase of the accelerated particles is also shown

by the proton spectra, which have been reconstructed from the RCF stack, for each con-

figuration (Fig. 5.3). The detection threshold of the RCFs

The reconstructed proton spectra not only show an increased maximum proton energy,

but also an enhanced number of accelerated protons. This in turn is associated with an

increased conversion from laser to particle energy. This conversion efficiency for protons

above 10MeV is increased from 3.9% up to 5.2%. A similar behavior is visible when calcu-

lating the total number of accelerated particles in this region, which increases by ≈57%

up to 3.2 × 1012 particles. To achieve even higher proton energies, the intensity of the

laser can be increased. The procedure to increase the laser intensity and the limits will

be discussed in the following section.
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Figure 5.3: Proton spectrum for each configuration with comparable on-target laser inten-

sity in the range of 3× 1020 W/cm2, whereby the dashed lines correspond to an exponen-

tial function that is obtained by a fit to the deposited energy in the RCF layers. The data

given by the circles is obtained by sequential deconvolution of the signal from the last

layer from the previous ones. The detection threshold of the RCFs in this configuration is

≈ 2× 108 protons/sr.

5.3 Intensity scaling of the maximum proton energy

Another possibility to enhance the maximum reachable proton energy is to use the I
1/2

-

scaling [47] by increasing themaximum laser intensity. Since the pulse duration can not be

reduced easily and the energy limit of 200J, given by the damage threshold of the system,

can not be exceeded, the only remaining possibility is to increase the focal spot quality.

In order to do this, it is useful to divide the focal-spot degradation into two components,

namely static and dynamic contributions. A closed-loop system using a deformable mir-

ror located at the output of the pre-amplifier ensures a compensation of the wavefront

distortion in the low- and mid-spatial frequencies up to the compressor input. In addi-

tion, low-spatial-order on-shot aberrations from the amplifier are pre-compensated for,

instants before the shot. As a consequence, the Strehl ratio of the beam is very good up

to the compressor input.

Therefore, the static degradation is mostly dominated by the wavefront error of the com-

pressor gratings and the copper parabola with surface form tolerances of λ/3-λ/2 and λ/2

(PTV), respectively. Since the quality of the compressor grating is among the highest that

is currently available, the diamond-turned parabola is exchanged by a dielectrically-coated
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high-quality parabolic mirror with the same geometrical properties but a decreased wave-

front error of λ/36 root mean square (RMS). The comparison of both focal spots before

and after the exchange is shown in Fig. 5.4 (top). Both distributions have been normalized

to the integral of the corresponding distribution.
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Figure 5.4: (Upper half) Comparison of the focal spot obtained with the copper parabola

and glass parabola. The measurement is performed during alignment mode inside the

target chamber, which shows the improvement of the focal spot. The green curve corre-

sponds to the sum of the distribution in the vertical axis, with the corresponding FWHM

of the foci. The lower part of the figure shows the encircled energy for both parabolas.

The implementation of the glass parabola reduces the energy distribution in the outer

focal regions, while increasing the peak fluence. This is also indicated by the sum of the

distribution in the vertical axis, given by the green line, showing a reduced width of the

focal spot.

This improvement can be quantified by calculating the encircled energy of the fo-

cus (Fig. 5.4, bottom), showing the energy contained in the focal spot at a certain

distance from the center. It can be seen that the energy increases from 35% up to 62%

within a radius of 5µm and from 74% to 85% at a distance of 10µm. This increased

energy within the center of the focus raises the intensity by a factor of 2.8, up to

≈8× 1020 W/cm2.
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To observe the influence of the increased intensity on the ion acceleration, a second ex-

periment has been performed. The effect of this enhanced intensity should result in an

increased maximum proton energy, while maintaining the same scaling with the intensity

as for the copper parabola. This is done by varying the laser energy on-target andmeasure

the corresponding maximum proton energy for the different focusing parabolas. As men-

tioned, the laser pulse of varying intensity interacts with a 300nm-thick polystyrene target

at an incidence angle of 5°. At increased laser intensities the interaction with these thin

targets showed signs of HB which is indicated by a strong blurred electron background

on the RCFs [55], without any increase in the maximum proton energy. Therefore, the tar-

get thickness is increased to 1.5µm, while maintaining the target material. The resulting

maximum proton energies for the different conditions are shown in Fig. 5.5.
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Figure 5.5: The scaling of the maximum proton energy is shown for different laser inten-

sity, different focusing optics and target thicknesses. The black dots represent the ener-

gies obtained while using the copper parabola and a target thickness of 300 nm. The blue

and red dots correspond to the energies obtainedwith the glass parabola and target thick-

nesses of 300nm and 1.5µm, respectively. The solid black and blue lines correspond to

a square-root fit for the different scaling with the copper and glass parabola respectively.

With the setup of the glass parabola and the thick targets, a maximum proton energy

of 90±3
0
MeV has been reached for an intensity of 7 × 1020 W/cm2. This proton energy

is comparable to the maximum proton energy of other facilities for similar laser intensi-

ties [67, 70], whereas these facilities used much thinner targets in the nanometer range.

The corresponding last five RCF layers of this shot can be seen in Fig. 5.6a. The signal of

the protons, which is indicated by the green arrow at the penultimate layer, is blurred due

to straggling of the proton beam within the RCF stack. The resulting proton signal can
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not be easily distinguished from the electron signal, which is usually done by looking for

sharp features on the RCF. Instead, the gradient of the signal between each RCF layer is

used to differentiate between the signals, which is lower for the electron signal than for

signal generated by the protons. As a comparison the signal at the Thomson parabola

is analyzed, measured within the white region in the middle of the RCFs in Fig. 5.6a. The

measured trace is shown in Fig. 5.6b with the corresponding analyzed spectrum given by

Fig. 5.6c. The spectrum indicates a cut-off at approximately 85-90MeV, which is consis-

tent with the energy that is observed around the hole in the RCF stack.

85 MeV 87 MeV 90 MeV 93 MeV 96 MeV

0

-1

-2

250 MeV 34 MeV 13 MeV

0.51235

proton energy in MeV
0 80604020

108

1010

1012

p
ro

to
n
s
 /

 (
M

e
V

 s
r)

100

c)

a)

b)

proton spectrum
background level

Figure 5.6: Image a) shows the signal at the last five RCF-layers, with an enhanced con-

trast to increase the visibility of the protonswith the highest energy, indicated by the green

arrow. This shows a maximum proton energy of at least 90MeV, with a possible extent

to 93MeV. Image b) shows the trace obtained from the Thomson parabola, that is gen-

erated by the protons that passed the hole within the RCF stack. The lines indicate the

position of the copper filters used to block heavier ions, with the corresponding thickness

in mm. Image c) shows the spectrum that is extracted from the Thomson-parabola trace

with a transition into the background level at approximately 85-90MeV.

Besides reaching a new record for the accelerated protons at PHELIX, the maximum en-

ergy is only a slight improvement to the one measurement by Wagner et al. [107], which

was also performed at the PHELIX facility. To examine the reason for this behavior, the

scaling of the maximum proton energy with the on-target laser intensity is calculated.

This is done by a square-root fit with the laser intensity, for the different setups, which is

given by solid black line for the copper parabola and the blue line for the glass parabola,
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including all target thicknesses (Fig. 5.5). First, a scattering of the measurement points

with respect to the found curve is visible, which reaches a deviation of more than 20% for

the copper parabola. Additionally, the two conditions show a different intensity scaling,

in contrast to the assumption of one scaling with an extension to higher proton energies

when the intensity is increased by the glass parabola.

One possible explanation could be a systematic error in the calculation of the laser in-

tensity, which results in a deviation from the expected behavior. This would occur if the

improvement that is introduced by the glass parabola is covered by on-shot aberrations

occurring within the system. One of these aberrations could be given by a defocus that

changes the position of the focal spot. Since the glass parabola only improves the beam

quality in the diffraction limited regime of the focus, but not in the outer regions, this ef-

fect of the improvement would be lost if the beam is defocused. Such a defocus is easy

to introduce, because of the short Rayleigh range of ≈ 10µm, and might also be given by

the pre-expansion of the target which moves the position of the interaction region. On the

contrary, the necessity to increase the target thickness when changing the parabola from

copper to glass, is a validation of the increased laser intensity in the second case.

Since the glass parabola leads to a redistribution of the energy, from the outer regions

of the focal spot into its center, the gain for the ion acceleration might not be as high as

expected. A redistribution would therefore increase the impact in the center and reduce

the contribution from the outer region. In total, the effect on the ion acceleration would

only be marginally improved.

As a validation, the measured maximum proton energies are compared to a scaling with

the laser peak power instead of the laser intensity. The result of the maximum proton

energy for the laser power is shown in Fig. 5.7, which corresponds to a variation of laser

energy. As already shown by Robson et al. [108], this shows a better agreement of the

measurements for the different conditions, especially in the lower or energy range. The

blue and black lines, which almost perfectly match each other, correspond to a power

scaling of the maximum proton energy, given by Zeil et al. [53], with a conversion effi-

ciency from laser energy to electron energy of 14%. The found scaling agrees very well

with the measured proton energies. Only in the region of high laser power, the deviation

increases up to 34%, which might indicate that the acceleration process might not be

purely dominated by TNSA. Different acceleration mechanisms might be enabled in this

regime, even though no direct evidence for this assumption can be given.

The conclusion is that the use of a better optical focusing element only slightly improves

the ion acceleration, reaching a new proton energy record of 90±3
0
MeV, that are acceler-

ated with PHELIX. This slight improvement is backed up by the finding that the maximum

ion energy rather scales with the laser peak power, instead of the laser intensity, showing

that laser-ion acceleration in the TNSA regime does not strongly depend on the quality of
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Figure 5.7: The maximum proton energy in dependence on the laser power is shown for

the the copper parabola (black dots) and the glass parabola for the target thickness of

300 nm (blue) and 1.5µm (red). Since the pulse duration is kept constant, this corre-

sponds to a change of the laser energy, which results in a better agreement between the

different conditions [108]. The colored lines, which almost perfectly match each other,

represent the corresponding scaling with the laser-power-scaling, given by Zeil et al. [53].

the focal spot.

This indicates that the maximum proton energy rather scales with the laser power on-

target than the laser intensity and an improvement to the focal spot does not strongly

influence the acceleration process. Therefore, the proton energy scaling from the first ex-

periment can also be compared to the ones of the second experiment. The corresponding

power scaling of the maximum proton energy for these two cases are shown in Fig. 5.8.

The blue dots represent the interaction with an s-polarized laser and an incidence angle

of 5°, and the red dots correspond to the setup with an incidence angle of 45° and the

p-polarization. The corresponding fit to the scaling is given by the solid lines.

Despite the reduced laser intensity, which is introduced by the increased incidence angle,

the scaling with the laser power is similar in both cases. This shows that the increased

absorption while using the p-polarization cancels out the reduced intensity, and similar

maximum proton energies can be achieved while utilizing completely different laser and

target setups.
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Figure 5.8: Comparison of the scaling for the maximum proton energy with the laser peak

power, for the first beamtime with a p-polarized laser pulse and an incidence angle of 45°

(red) and the beamtime close to normal incidence with s-polarization (blue). Both exper-

iments, which were conducted with a high temporal contrast, show a good agreement

between the different scaling.

5.4 Conclusion

During this sections, two experimental campaigns have been presentedwhich focused on

the improvement of the maximum proton energy at PHELIX. The first campaign focused

on the improvement of the laser absorption, first by changing the polarization of the laser

pulse from s- to p-polarization, while using 1-µm-thin targets and second by reducing the

temporal contrast on the nanosecond scale to 10–6, and increasing the target thickness

to 10µm. The latter method showed no improvement compared to the standard setup

with high contrast, s-polarization and a target thickness of 1µm. Changing the laser po-

larization on the other hand, lead to an increase in the maximum proton energy by≈60%

up to 71MeV, while increasing the amount of particles by ≈57% up to 3.2× 1012 protons

above 10MeV.

The second campaign focused on the improvement of the focal spot to achieve an in-

creased intensity on-target, which is done by exchanging the last focusing optics to a

glass parabola. With that, an increased laser intensity of up to 8× 1020 W/cm2 could be

achieved. Even though the intensity could be improved by almost a factor of 3, the re-

sulting maximum proton energy increased only by a small amount. This was backed up

by the finding that the maximum ion energy does not scale with the laser intensity, but

with the laser peak power in case of the conducted experiments. Nevertheless, a new
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record for protons accelerated with PHELIX could be achieved with a maximum energy

of 90±3
0
MeV. The found scaling also matched the measurements of the previous experi-

ment with a p-polarized laser pulse, despite the completely different incident angles. The

results presented within these sections were published in the journal "High-Power Laser

Science and Engineering" [96].
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6 Summary and conclusion

The goal of this work was to develop and verify a principle to determine the preplasma

properties by measuring the light that is reflected during the laser-plasma interaction.

This has been done with the help of numerical simulations, as well as the measurement

of the reflected laser pulse during two experimental campaigns.

The findings of the numerical modeling and reflectionmeasurements will be summarized

in the following, including the additional part of this work which focused on the enhance-

ment of the ion-acceleration at PHELIX.

6.1 Numerical simulation results

The numerical 2-D PIC simulations have shown that the reflected light contains plenty

of information about the preplasma. The influence of the preplasma properties on

the reflected light has been simulated for various laser intensities from 1018 W/cm2

to 1021 W/cm2 at a pulse duration of 250 fs and different preplasma conditions. With the

help of a time-resolved analysis of the Doppler shift, the movement of the critical density

can be tracked throughout the interaction.

A clear correlation between spectral laser-pulse properties and the preplasmaparameters

has been found, especially at early interaction times, where the light pressure is smaller

than the pressure of the expanding plasma. This region contains information about the

preplasma state picoseconds prior to the arrival of the peak laser intensity.

The initial blue shift of the pulse spectrum can be correlated to the expansion velocity of

the plasma. With the assumption of a one-dimensional expansion, following the Samir

model, this expansion velocity can be used to calculate the electron temperature of the

preplasma. The comparison with the two-dimensional preplasma expansion obtained

from the numerical simulation shows a good agreement with the 1-D Samir model for

the conditions met at modern laser facilities like PHELIX. This early-interaction region

additionally contains information about the scale length of the preplasma. When the in-

tensity rises and the light pressure overcomes the plasma pressure, holeboring occurs

and the critical density is pushed into the higher density region. The initial acceleration of

this movement increases for higher laser intensities, as well as in the presence of longer

scale length plasmas.

An analytical description of the HB velocity, which included the assumption of a density

change during the HB, and the corresponding acceleration was derived which enabled the

possibility to calculate the maximum HB acceleration between 400 fs and 200 fs prior

to the initial peak intensity. The resulting dependence of the acceleration on the laser

intensity as well as the scale length is in very good agreement with the 2-D PIC simulation
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results, even for an oblique incidence angle. As a remaining task, the influence of the

dimensionality of the interaction on the correlation between scale length and acceleration

has to be investigated. Nevertheless, the simulations indicate that the preplasma scale

length in the micrometer to sub-micrometer regime can be determined by analyzing the

temporally resolved spectral shift that is created at early interaction times.

Even when only analyzing the time-integrated spectrum after the interaction in terms of

maximum wavelength and central wavelength, the scale length of the preplasma can be

estimated. The presence of an increased maximum red shift in combination with a red-

shifted central wavelength indicates a higher scale length of the preplasma. On the con-

trary, a blue-shifted central wavelength in combination to a lowmaximum red shift shows

the presence of a plasma with a strong density gradient.

The simulations therefore indicate that this non-invasive single-shot method, which does

not require any secondary probe beam, is able to measure scale length regimes currently

not accessible by other types of diagnostics.

6.2 Reflection measurement results

The presented method to measure the preplasma properties has been investigated ex-

perimentally at the PHELIX facility during two experimental campaigns which features

laser intensities up to 5 × 1020 W/cm2 with on-target pulse energies up to 180 J, a laser

pulse duration of 500 fs and an ASE contrast of 10–12. Both campaigns featured a similar

experimental setup in which the reflected light has been successfully measured in spec-

ular direction, with the help of a specifically designed time-resolved diagnostic based on

FROG. Setting up the measurement is not straightforward and the laser conditions have

to be exactly known to determine the spectral change of the laser pulse because of the

interaction with the plasma. Therefore, the knowledge of the incoming temporal phase is

very important, since any initial shift at the beginning of the laser pulse might enhance or

compensate the spectral shift, which is introduced by the preplasma expansion. To en-

sure a stable measurement of the reflected pulse, the interaction region of the laser and

target has to be imaged onto the diagnostics.

To validate the influence of the preplasma properties on the reflected light, the temporal

contrast has been enhanced to reduce the formation of the preplasma. This has been

done by implementing a single or double plasma mirror (PM) in the two experimental

campaigns respectively.

The enhancement of the temporal contrast lead to a strong blue shifted spectrum after

the interaction, in contrast to a red-shifted spectrum if no PM is used. Even the small

difference of the temporal contrast between the single and double PM could be observed,

which lead to a less blue-shifted spectrum when only one PM is used.
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In the presence of a high temporal contrast, the strength of the blue shift did not increase

when the on-target laser energy is increased, which has been observed for both exper-

imental campaigns. This indicates the existence of a threshold scale length, at which

the HB starts to be capable of dominating the interaction, which is also in agreement

with the numerical simulation. When removing the PMs the preplasma formation is en-

hanced and a stronger HB is possible, resulting in an energy dependency of the spec-

tral shift. The measurement of the time-integrated spectrum for the different preplasma

states confirmed the behavior of the spectral changes, that were predicted on the basis

of the numerical simulations.

It was also found that the spectral properties did not correlate with the used target thick-

ness, even into the regime where a significant amount of transparency occurs. This in-

dicates that the spectral modulation might mainly arise from the HB at the beginning of

the interaction, and the spectral changes induced by the transparency of the target are

comparatively small.

The time-integrated spectra were compared to the simulation, which enabled the possi-

bility to estimate the preplasma scale length during the experiment. The corresponding

scale length is determined to be (0.18±0.11)µm and (0.83±0.39)µm, with and without

the PM respectively.

The time-resolved measurement of the laser pulse also showed a reduced maximum red

shift in case of an increased temporal contrast. This red shift changes to a blue shift,

which is introduced by the following expansion of the heated plasma. The behavior of

themeasured instantaneous wavelength showed a qualitatively good agreement with the

simulation. By increasing the dynamic range of the measurement in future experiments

and improving the measurement of the incoming laser pulse, the region to extract the ini-

tial wavelength shift and acceleration can be resolved and the gathered information used

to additionally determine the preplasma properties with the time-resolved measurement.

6.3 Laser-ion acceleration

Besides the study of the correlation between preplasma properties and the spectral mod-

ulation of the reflected laser pulse, another part of this work focused on the enhancement

of the laser-ion acceleration.

Our group conducted two experimental campaigns which focused on the improvement

of the maximum proton energy at PHELIX. This has been done by improving the laser

absorption, for an incidence angle between laser and target of 45°, first by changing the

polarization of the laser pulse from s- to p-polarization, while using 1µm-thin targets. The

secondmethod focused on the enhancement of the preplasma formation by reducing the

temporal contrast on the nanosecond scale to 10–6, and increasing the target thickness
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to 10µm. The latter method showed no improvement compared to the standard setup

with high contrast, s-polarization and a target thickness of 1µm. When the laser polariza-

tion has been changed, the maximum proton energy has been increased by ≈60% up to

71MeV, while increasing the amount of particles by≈57% up to 3.2×1012 protons above

10MeV.

During the second campaign, the on-target intensity was increased by improving the fo-

cal spot distribution, which has been done by exchanging the last focusing optics from a

copper parabola to a glass parabola. This lead to an improvement of the laser intensity

by almost a factor of 3, of up to 8× 1020 W/cm2. Despite this increase in intensity, the re-

sulting maximum proton energy was only enhanced by a small amount. This was backed

up by the fact that the recorded maximum proton energies were much better represented

by a scaling of the peak power instead of a scaling with the intensity. The found scal-

ing also matched the measurements of the previous experiment with a p-polarized laser

pulse, despite the completely different incident angles and therefore reduced laser inten-

sity. During these campaigns a new record for protons accelerated with PHELIX could be

achieved with a maximum energy of 90±3
0
MeV.
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7 Future prospects

There are several possibilities to extend this work on the correlation between preplasma

properties and the spectral behavior of the reflected laser pulse.

For example, the precise influence of an initially non-zero temporal phase on the instanta-

neous wavelength after the interaction can be monitored. This might help to understand

how an altered phase influences the measurement in experimental conditions. This can

be done in combination to a temporally resolvedmeasurement of the full-aperture incom-

ing beam to use this measurement as an input for the calculation of the HB velocity.

In addition, the dimensionality of the interaction has to be taken into account within the

analytical solution for theHB velocity, which could also be supported by three-dimensional

PIC simulations.

However, the computationally-expensive 3-D simulation is accompanied by the need to

reduce the amount of data and computation time, which could be achieved by strongly

reducing the simulation box and picking off the EM field at the boundaries for each time

step. A further possibility to reduce the computational resources time is offered by a cur-

rent project in which I am involved. It deals with the on-line data reduction of the numerical

simulation, which is currently developed for the PIC code EPOCH and later tested at the

Kronos cluster of GSI.

These improvements might lead to the possibility of computing the presented simulation

scheme in three dimensions.

The experimental realization of the presented method can also be improved in future

work. Especially, the time-resolved diagnostics can be enhanced by utilizing a third-order

non-linear effect. This would enable the measurement of the spectral shift at the begin-

ning of the pulse by comparing the incoming and reflected pulses without ambiguity.

Additionally, the dynamic range of the FROG device could be increased by acquiring a

saturated and unsaturated FROG trace at the same time. The combination of both mea-

surements would increase temporal and spectral range that can be reconstructed.

This could be used to resolve the low intensity regime that contains most of the informa-

tion about the preplasma properties.

To further validate the presented measurement method and to study the limits of ob-

servable properties, a designated prepulse can be used to create preplasmas of different

extent and expansion velocity.

To ensure that the preplasma expansion only occurs because of the introduced prepulse,

the influence of the rising slope of the laser pulse on the preplasma generation must

be negligible. Even though it was shown that the implementation of a double plasma

mirror is able to strongly reduce the rising slope, the corresponding laser-energy losses

are relatively high. This shows that a improvement of the temporal contrast is absolutely
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necessary to avoid the use of a PM. A possibility to ensure a similar rising slope might be

given by an upgrade of the pulse stretcher, which currently seems to be the major reason

for an imperfect rising slope [80].

The presented method might also be applied to the study of RPA, provided that a time-

resolved measurement method for circularly polarized light is available. The reflection

spectroscopy could therefore be used to determine if the necessary regime of an unper-

turbed and cold plasma is present in experimental conditions.
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List of abbreviations

PIC particle-in-cell

PHELIX Petawatt High-Energy Laser for Heavy-Ion eXperiments

EM electromagnetic

eV electron Volt

MPI multi-photon ionization

HB holeboring

TNSA "Target-Normal Sheath Acceleration"

RITA "Relativistically Induced Transparency Acceleration"

BOA "Breakout Afterburner"

RPA "Radiation Pressure Acceleration"

CPA chirped-pulse amplification

ASE amplified spontaneous emission

FWHM full width at half maximum

SPM self-phase modulation

WVD Wigner-Ville distribution

EMP electromagnetic pulse

PM plasma mirror

SHG second-harmonic generation

RCF radiochromic film

PTV peak to valley

RMS root mean square

LPI laser-plasma interaction

FROG "Frequency-Resolved Optical Gating"

SPIDER "Spectral Phase Interferometry for Direct Electric-field Reconstruction"
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Appendix

Convergence test for PIC simulations

A convergence test for the one-dimensional scenario of the simulation presented in

Sec. 3.3.2. The test has been done for the lowest temperature of 10 eV and a laser

intensity of 1020 W/cm2.

The simulation has been conducted for different grid resolutions, ranging from 24nm to

3 nm and different number of particles per cell (ppc). In the following, a denotation of

"12nmN8" refers to a simulation with a resolution of 12 nm and 8 ppc.

Since the conducted simulations focused on the reflected pulse, the resulting laser pulse

intensity and instantaneous frequency were used as the physical quantity that has to con-

verge. An example for the calculation of the intensity difference ∆ between two simula-

tions is given by

∆ = |I24nmN8 – I12nmN4|
2
, (52)

where the simulation with the higher resolution (12nmN4) has been reduced to the same

number of cells as the simulation with the lower resolution (24nmN8). This is done by

averaging the values of every two cells. The resulting convergence curves are shown in

Fig. A.1, for the instantaneous frequency, and Fig. A.2 for the pulse intensity. The hori-

zontal axis shows the parameter of the simulations, whereas the first entry 12nmN4
24nmN8

corre-

sponds to Eq. 52.
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Figure A.1: Convergence of the instantaneous frequency.

It is visible that the difference between the simulations does only slowly change after the

simulation with a resolution of 6 nm and 4 ppc, or 12 nm and 8 ppc. Therefore a resolution
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Figure A.2: Convergence of the pulse intensity.

of 12 nm seems to be sufficient when the number of cells is accordingly high.

Intensity dependence of the holeboring acceleration

The holeboring velocity vf(t) can be connected to the laser intensity I(t) by [40].

(1 + R)
I(t)

c
= 2niMivf(t)

2
, (53)

with the speed of light c, the reflectivity of the plasma R, the number of ions ni and the

corresponding mass Mi. By resolving this for the front velocity with the ion density at the

critical density ni = γnc/Z, one obtains:

vf(t) =

√︄
Z(1 + R)I(t)

2cncMi

. (54)

To obtain the acceleration of this holeboring front af(t), the temporal derivative of vf is

calculated:

af(t) =
d

dt
vf(t) =

√︄
Z(1 + R)

2cMinc

d

dt

√︁
I(t). (55)

The pre-factor will be summarized by X. This leads to a derivative of

af(t) =

√︄
Z(1 + R)

2cMinc

I(t)′

2
√︁

I(t)
, (56)

when assuming a Gaussian distribution of I(t). The derivative of the laser intensity is given

by I(t)′ = –
8 log(2)t

∆t2
I(t), where ∆t corresponds to the laser pulse duration (FWHM), which
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can be used to resolve Eq. 56 to:

af(t) = –

√︄
Z(1 + R)

2cMinc

8 log(2)t

2∆t2

√︁
I(t). (57)

This leads to a dependency between the acceleration and interaction parameters such as

the interaction time t, the laser intensity at this time I(t) and the pulse duration ∆t, given

by:

af(t) ∝
t

∆t2

√︁
I(t). (58)

This shows an increased acceleration if the laser pulse duration is shorter, or the laser

intensity is increased. The point in time at which the acceleration is determined has to be

taken into account as well.

Holeboring in a plasma of varying density

For this description of the holeboring velocity, I consider a spatially expanded plasma

and that the initial interaction of the laser pulse with the plasma occurs at the critical den-

sity nc. Besides the necessity that the plasma stay opaque during the whole interaction,

the only requirement for the density profile is, that the function follows:

ne(t) = ne(x(t)), and
dne(x(t))

dt
= v(t)

dne(x(t))

dx
, whereas x(t) =

∫︂
t

–∞
v(t

′
)dt

′
. (59)

The equation for the momentum balance between laser and ion flux is used as a starting

point:

2ni(t)Miv(t)
2
= (1 + R)

I(t)

c
. (60)

The first step is to replace the ion density ni with the electron density ne and the corre-

sponding charge state of the ion Z.

2ne(t)

Z
Miv(t)

2
= (1 + R)

I(t)

c
(61)

Calculating the temporal derivative of this equation, results in:

2Mic

(1 + R)Z

(︃
v(t)

3dne(t)

dx
+ 2

dv(t)

dt
v(t)ne(t)

)︃
=

dI(t)

dt
. (62)

The electron density and the square of the velocity is factorized from the left hand side.

2Mic

(1 + R)Z
v(t)

2
ne(t)

(︃
v(t)

1

ne(t)

dne(t)

dx
+ 2

dv(t)

dt

1

v(t)

)︃
=

dI(t)

dt
(63)
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Using Eq. 60 to replace the pre-factor with the description of the laser intensity. In addi-

tion,
1

ne(t)

dne(t)

dx
is re-written as ρ(t), which results in:

I(t)

(︃
v(t)ρ(t) + 2

dv(t)

dt

1

v(t)

)︃
=

dI(t)

dt
. (64)

This can be rearranged to form a differential equation:

v
′
(t) –

v(t)

2

I
′
(t)

I(t)
+ v(t)

2ρ(t)

2
= 0, (65)

which can be reduced to a linear differential equation of the first degree, by dividing the

equation with v(t)2:

–
v′(t)

v2(t)
+

1

2v(t)

I
′
(t)

I(t)
–

ρ(t)

2
= 0, (66)

while substituting the velocity by ω(t) = 1/v(t), which results in:

ω
′
(t) + ω(t)

I
′
(t)

2I(t)
–

ρ(t)

2
= 0 (67)

This differential equation of the form y′ + p(t)y = q(t), with p(t) =
I
′
(t)

2I(t)
can be solved using

standard methods. Defining a function µ(p(t)), given by:

µ(t) = exp

(︃∫︂
p(t)dt

)︃
= exp

(︃∫︂
I
′
(t)

2I(t)
dt

)︃
= exp

(︃
1

2
ln(I(t))

)︃
=
√︁

I(t), (68)

helps to solve the equation. Multiplying Eq. 67 with µ(t) results in:

µ(t)ω
′
(t) + µ(t)ω(t)

I
′
(t)

2I(t)
– µ(t)

ρ(t)

2
= 0 (69)

µ(t)ω
′
(t) + µ

′
(t)ω(t) = µ(t)

ρ(t)

2
(70)

(µ(t)ω(t))
′
= µ(t)

ρ(t)

2
(71)

This equation can now be integrated and divided by µ(t), which leads to a description

for ω(t):

ω(t) =
1

µ(t)

∫︂
t

–∞
µ(t

′
)
ρ(t′)
2

dt
′
+ c1. (72)

By resubstituting ω(t) and using the description of µ(t) and ρ(t), one gets:

v(t) =
√︁

I(t)

(︃∫︂
t

–∞

1

2ne(t
′)
dne(t

′)
dx

√︂
I(t′)dt′ + c1

)︃–1

(73)

The constant c1 can be found by using Eq. 60 for the found velocity:
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√︄
(1 + R)I(t)Z

2cne(t)Mi

=
√︁

I(t)

(︃∫︂
t

–∞

1

2ne(t
′)
dne(t

′)
dx

√︂
I(t′)dt′ + c1

)︃–1

(74)

which can be rearranged to:√︄
2cne(t)Mi

(1 + R)Z
=

∫︂
t

–∞

1

2ne(t
′)
dne(t

′)
dx

√︂
I(t′)dt′ + c1 (75)

For t → –∞, the electron density tends towards the critical density ne(–∞) = nc and the

constant is given by:

c1 =

√︄
2cncMi

(1 + R)Z
. (76)

This results in the description of the holeboring velocity for an arbitrary laser intensity

profile and density profile:

v(t) =
√︁

I(t)

(︃∫︂
t

–∞

1

2ne(t
′)
dne(t

′)
dx

√︂
I(t′)dt′ +

√︄
2cncMi

(1 + R)Z

)︃–1

(77)

Now follows the assumption of an exponential density profile ne(x) = ncexp(
x

Lc
), with

scale length Lc = ne(dne/dx)
–1, which does not change over time.

v(t) =
√︁

I(t)

(︃
1

2Lc

∫︂
t

–∞

√︂
I(t′)dt′ +

√︄
2cncMi

(1 + R)Z

)︃–1

(78)

A temporal derivative of the previous equation results in a description of the holeboring

acceleration:

a(t) = Lc

I
′
(t)

2
√

I(t)

(︃∫︁ √︁
I(t′)dt′ + 2Lc

√︃
2cncMi

(1+R)Z

)︃
– I(t)(︃∫︁ √︁

I(t′)dt′ + 2Lc

√︃
2cncMi

(1+R)Z

)︃2
(79)

These equations can be used to calculate themaximum holeboring velocity and accelera-

tion. An example for the readout of these quantities is visible in the following. At first, one

calculates the temporal velocity and acceleration evolution Eq. 78 and Eq. 79 for different

scale lengths. This results in a data set, shown in Fig. A.3a and Fig. A.3b.

We take the corresponding maximum velocity and acceleration from this data set, which

is indicated by the red crosses, which results in the scaling shown in Sec. 3.3.8.
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Figure A.3: Example for the calculation of velocity (a) and acceleration (b) for different

preplasma scale lengths, which is used to determine the correspondingmaximum values,

given by the red crosses.

Characterization of the plasma mirrors

The setups for the characterization of the plasmamirrors is similar for both experiments.

First, the reflectivity for different incidence angles has beenmeasured using a continuous-

wave laser with the same central wavelength as the laser pulse during the experiment of

1053 nm. For this, the power of the incoming and reflected laser beamhas beenmeasured

for various incidence angles and the corresponding reflectivity calculated. The results are

shown in Fig. A.4a for a single plasmamirror of experiment A and Fig. A.4b for the plasma

mirror of experiment B.

The red lines correspond to theminimumandmaximumangle of the incident beamduring

the experimental conditions, which are given by the focusing parabola for a central inci-

dence angle on the plasma mirror of 45°. The dashed black lines show the averaged re-

flectivity over thewhole angular range. It is visible that the averaged reflectivity in Fig. A.4a

strongly increases for increasing incidence angles, reaching ≈8% for the highest angle.

This increases the average reflectivity to ≈ 1.6%. The high angular range of the incident

beam has been considered for the second plasma mirror of experiment B, which shows

a much lower average reflectivity of ≈0.4%, shown in Fig. A.4b. The uncertainty is quite

large due to the low reflectivity and the low power of the used test laser. During the ex-

periment, the response curve of the plasma mirror is measured for each setup. For this,

the laser pulse after the interaction with the plasmamirrors was reflected by an uncoated

glass plate and afterwards focused onto a calorimeter tomeasure the transmitted energy.

This setup was cross calibrated with a direct measurement of the full beam at low energy

before the glass plate to account for the corresponding losses. The energy of the laser
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Figure A.4: Reflectivity curves for the different plasma mirrors of experiment A (a) and

experiment B (b) given by the blue dots. The dashed black lines corresponds to the aver-

aged reflectivity and the red lines show the minimum and maximum angle of incident on

the plasma mirror during the experiment.

pulse was varied and the resulting transmitted energy measured. Since a double plasma

mirror was used in experiment A, the laser energy was varied to measure the response

instead of the laser intensity for experiment B. The result, including an error-function fit

(blue), is shown in Fig. A.5a. The minimum reflectivity at low laser energy is fixed by the

averaged reflectivity that was previously measured. The same procedure has been per-

formed during the second beamtime. The resulting response curve for the different laser

intensities on the plasma mirror, including the error-function fit is shown in Fig. A.5b.

These fit functions are later used to determine the theoretical contrast which has been

shown in Sec. 4.1.

Lesson learned

This section will introduce a short guideline for a successful time-resolved optical

measurement during the laser-plasma interaction, with respect to certain key aspects.

All of these tips hold apply for the measurement of the reflected light as well as the

measurement of the transmitted laser pulse.

Incoming pulse

• Measure the incoming laser pulse in a time-resolved manner for similar energy con-

ditions as during the execution of the experiment, especially when using a plasma

mirror.
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Figure A.5: Response curve of the experiment A (a) and experiment B (b) including the

coresponding error-function fit.

• Ensure that the phase of the incoming laser pulse is as flat as possible, even for

laser pulses with full energy and with the use of a plasma mirror.

Plasma mirror

• Design the plasma mirrors for the full range of incidence angles of the focusing

parabola.

Diagnostic beamline

• Monitor the nearfield and farfield of the diagnostic beamline to trace any fluctua-

tions of the beam path which might disturb your measurement.

• Check the stability of the imaging system by monitoring the impact of a target posi-

tion or rotation change during the alignment on the measurement by your diagnos-

tics. The near- and farfield measurement might help to identify any difficulties later

on.

• Reduce the fluence of the pulse before the first transmission optics as much as

possible and choose materials with a low n2, to avoid any nonlinear effects like

self-phase-modulation within the optics that further modulate the spectrum of the

pulse after the interaction. This is especially important for the measurement of the

incoming pulse without any target.

• Use spatial filters in the diagnostic beamline to suppress the impact of scattered

light, which is critical for the time-integrated diagnostics like spectrometer.
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• Use well-defined broadband spectral filters and optics and if possible characterize

the whole beamline using a light source with a known broadband spectrum.

Reducing interferences

• The interaction of a high intensity laser pulse with matter produces a lot of x-rays

that disturb the cameras and sensors of the optical diagnostics. Especially in the

laser-propagation direction or opposing this. Therefore the diagnostics should

not be placed in these directions, or should be placed outside of the laser-target-

interaction level. In addition, the diagnostics should be placed as far as possible

from the interaction region and shielded by lead or other heavy materials to further

reduce the influence of the generated x-rays.

• The increased distance also reduced the impact of the electromagnetic pulse (EMP)

that is generated during the laser-plasma interaction. The impact is also decreased

by actively shielding the detectors with EMP cages. in order to reduce the EMP itself,

the use of metals in the focus region should be avoided and the target, including its

mount and holder, should be made out of plastics.
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