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A B S T R A C T

Discrete-time quantum walks are among the branches of quantum information
and computation. They are platforms for developing quantum algorithms neces-
sary for quantum computers. In addition, due to their universal primitive nature,
discrete-time quantum walks have been used to simulate other quantum systems and
phenomena that are observed in physics and chemistry. To fully utilize the potentials
that the discrete-time quantum walks hold in their applications, control over the
discrete-time quantum walks and their properties becomes essential.
In this dissertation, we propose two models for attaining a high level of control over
the discrete-time quantum walks. In the first one, we incorporate a dynamical nature
for the unitary operator performing the quantum walks. This enables us to readily
control the properties of the walker and produce diverse behaviors for it. In fact, we
show that with our proposal, the important properties of the discrete-time quantum
walks such as variance would indeed improve.
To explore the potential of this proposal, we apply it in the simulations of topological
phases that are observed in condensed matter physics. We show that with our
proposal, we can control the simulations and determine the type of topological
phenomena that should be simulated. In addition, we confirm the simulations of
topological phases and boundary states that can be observed in one-, two- and
three-dimensional systems. Finally, we also report the emergence of exotic phase
structures in form of cell-like structures that contain all types of topological phases
and boundary states of certain classes.
In our second proposal, we take advantage of resources available in quantum me-
chanics, absent in classical mechanics, namely quantum entanglement and entangled
qubits. In this proposal, we use entangled qubits in the structure of a discrete-time
quantum walk and show that by tuning the initial entanglement between these qubits
and/or how these qubits are modified through the walk, one is able to produce
diverse behaviors for the discrete-time quantum walk and control its behavior.
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Z U S A M M E N FA S S U N G

Zeitdiskrete Quantum Walks gehören zu den Bereichen der Quanteninformation und
-berechnung. Sie sind Plattformen für die Entwicklung von Quantenalgorithmen,
die für Quantencomputer erforderlich sind. Aufgrund ihrer universellen primitiven
Natur wurden zeitdiskrete Quantum Walks außerdem verwendet, um andere Quan-
tensysteme und Phänomene zu simulieren, die in der Physik und Chemie beobachtet
werden. Um das Potential, das die zeitdiskreten Quantum Walks in ihren Anwen-
dungen haben, vollständig auszuschöpfen, ist die Kontrolle über die zeitdiskreten
Quantum Walks und ihre Eigenschaften unerlässlich.
In dieser Dissertation schlagen wir zwei Modelle vor, um ein hohes Maß an Kontrolle
über die zeitdiskreten Quantum Walks zu erreichen. Im ersten beziehen wir eine
dynamische Natur für den unitären Operator ein, der die Quantum Walks durchführt.
Dies ermöglicht es uns, die Eigenschaften des sogenannten Walkers leicht zu kontrol-
lieren und verschiedene Verhaltensweisen für ihn zu erzeugen. Tatsächlich zeigen
wir, dass sich mit unserem Vorschlag die wichtigen Eigenschaften der zeitdiskreten
Quantum Walks wie die Varianz tatsächlich verbessern würden.
Um das Potenzial dieses Vorschlags zu untersuchen, wenden wir ihn auf die Si-
mulation topologischer Phasen an, die in der Physik der kondensierten Materie
beobachtet werden. Wir zeigen, dass wir mit unserem Vorschlag die Simulationen
steuern und die Art der topologischen Phänomene bestimmen können, die simuliert
werden sollen. Darüber hinaus bestätigen wir die Simulationen topologischer Phasen
und Grenzzustände, die in ein-, zwei- und dreidimensionalen Systemen beobachtet
werden können. Schließlich berichten wir auch über die Entstehung exotischer Pha-
senstrukturen in Form von zellähnlichen Strukturen, die alle Arten von topologischen
Phasen und Grenzzuständen bestimmter Klassen enthalten.
In unserem zweiten Vorschlag nutzen wir die in der Quantenmechanik verfügbaren
Ressourcen, die in der klassischen Mechanik fehlen, nämlich Quantenverschränkung
und verschränkte Qubits. In diesem Vorschlag verwenden wir verschränkte Qubits
in der Struktur eines zeitdiskreten Quantum Walks und zeigen, dass man durch
Einstellen der anfänglichen Verschränkung zwischen diesen Qubits und / oder
die Art wie diese Qubits während des Walks modifiziert werden, verschiedene
Verhaltensweisen für den zeitdiskreten Quantum Walk erzeugen und sein Verhalten
kontrollieren kann.
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1

I N T R O D U C T I O N

The 20th century was a booming era for new fields of science, from which we
can highlight physics, information theory, and computer science. Physics was
revolutionized by introductions of new branches known as quantum mechanics and
general relativity. Quantum mechanics gave a counterintuitive picture regarding the
mechanical behavior of quantum-like particles by using the probabilistic methods.
Computer science arguably came to existence by the introduction and implementation
of the Turing machine. Information theory is older than computer science, and it
started to mix up with computer science in the early stage of the development of
computers and networks.

The technological development of computers and computer science are based on us-
ing classical mechanics and electrodynamics. The quantum-mechanical counterparts
were ignored mainly due to complexity or lack of proper machinery. The necessity
for having a quantum computer was pointed out by Feynman’s pioneering work on
quantum computing (Feynman, 1982). In this work, he reported his observations
of the simulation of quantum systems with classical computers. He concluded that
simulation of the quantum-mechanical systems is rather a hard task for a classical
computer. A quantum computer can provide a better platform. Following this
work, in 1986, he introduced a Hamiltonian that can implement any quantum circuit
(Feynman, 1985).

Feynman’s paper in 1986 inspired a new line of view for applications of quantum
mechanics. Instead of using quantum mechanics as a tool to describe phenomena
observed in nature, one can employ its principles to design systems for specific
purposes. This means that instead of looking for systems in nature, we create our
quantum systems. This is the cornerstone of quantum computers and quantum
technologies. Feynman’s paper also motivated a series of studies into the possibility
and efficiency of quantum computers and quantum information. These studies
turned out to be quite fruitful. In 1997, Shor introduced a quantum algorithm for
factorization which was proven to solve the problem of factorization in polynomial
time (Shor, 1997). This is in contrast to any classical algorithm which takes super-
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2 introduction

polynomial time to perform the factorization. Therefore, it is indeed crucial to have
fully operational quantum computers.

Any computer has different building blocks. Algorithms are among these blocks
that play central roles in the efficiency of a computer tackling a problem. In classical
computers, a series of algorithms were developed using classical random walks.
In brief, a classical random walk is a stochastic process that describes the random
movement of a walker in a position space. In building quantum computers, it is
inevitable to have quantum algorithms for performing the tasks. Otherwise, the
quantum computer would not be as efficient as it is expected. The question would
arise then whether we are able to find a counterpart of the classical random walk in
the framework of quantum mechanics? The answer is yes.

Historically speaking, the origins of the quantum random walk are rooted in
investigations of dynamics of quantum diffusion (Feynman et al., 1964). In the late
80s, Gudder, Grossing, and Zeilinger conducted a series of studies addressing the
quantum dynamics via a discrete time step (Gudder, 1988; Grössing and Zeilinger,
1988). Aharonov et al. were the first ones to publish a paper titled "quantum random
walk" with its main focus on the quantum random walk as an independent field of
study (Aharonov et al., 1993). It took almost a decade for the community to start
to take more interest in quantum random walks. The interest was sparked by a
prominent work of Farhi and Gutmann which laid the foundation for continuous-time
quantum walks (Farhi and Gutmann, 1998) and followed by a series of investigations
by Aharonov et al. and Ambainis et al. studying discrete-time quantum random
walks (Aharonov et al., 2001; Ambainis et al., 2001).

For developing algorithms with the quantum random walk, Venegas-Andraca
outlined three criteria (Venegas-Andraca, 2012): I) Choosing unitary Hamiltonians
or operators for both continuous- and discrete-time quantum walks to produce
desirable end results on quantum hardware. II) Proper measurement mechanism and
operators to find the walker’s position or internal state. III) Noise or decoherence to
modify and control the properties of the walker, specifically its probability density
distribution. The last criterion turns out to be fatal for quantum computers and
quantum computation. In fact, the noise/decoherence is one of the central obstacles
to build large-scale quantum computers (Harper et al., 2020). To overcome this issue,
it becomes rather crucial to find the proposals for noise-free quantum random walks
that can produce diverse behaviors and one can readily modify the state of the walker
with them. Motivated by this, in the present dissertation, we introduce two proposals
for the discrete-time quantum random walk.

In the first proposal, we incorporate a dynamical nature for the unitary operator of
the discrete-time quantum random walk. This provides us with a high level of the



introduction 3

control over walker’s properties. The power of this proposal becomes eminent in the
application of the discrete-time quantum random walk for simulating topological
phases that are observed in condensed matter. In the second proposal, we introduce
the discrete-time quantum random walk with entangled qubits. We show that by
tuning the entanglement between the qubits and how these qubits are modified,
one can steer the walker’s behavior significantly. These two proposals are without
any decoherence, hence providing noiseless unitary operations that are required for
quantum computers.

In the next chapter, we first briefly introduce the stochastic processes and show their
specific properties that make them effective platforms for modeling other systems
2.1. Next, we review the classical random walk and highlight its important features
2.2. This is necessary to contrast the classical and quantum random walks.

In Chap. 3, we present the details for the discrete-time quantum random walk
in a one-dimensional position space. We show how the end results of the discrete-
time quantum random walk significantly differ from its classical counterpart. To
fully explore our proposal, we will investigate the applications of the discrete-time
quantum random walk in simulating the topological phases observed in condensed
matter. Therefore, we review how the discrete-time quantum random walks can be
utilized for simulating topological phenomena.

Next, we incorporate our first proposal in the unitary operator of the discrete-time
quantum random walk in Chap. 4. We confirm several issues including better
variance for our proposed discrete-time quantum random walk and, diverse and
controllable behaviors for our walker. This makes our proposal ideal in the context
of state engineering and transfer which are crucial for quantum algorithms. Then,
we apply our proposal to simulate topological phases. We confirm that our proposal
can simulate different classes of topological phases that are observed in arbitrary
dimensions. Due to the dynamical nature of our proposal, we are able to control the
simulated topological phenomena as well. We also report on exotic phenomena such
as formations of cell-like structures in phase space, multiphase configuration, and
multicriticality.

Lastly, we explore our second proposal to highlight the level of control that we
can wield over the walker’s properties in Chap. 5. To this end, we study the long
term behavior of the discrete-time quantum random walk as a function of initial
entanglement between the qubits as well as how the qubits are affected by the unitary
operator of the discrete-time quantum walk. We confirm that by tuning the initial
entanglement between the qubits, we can control the most probable place to find the
walker. In addition, we are able to produce different behaviors for the walker which
brings us to our goal of finding controllable discrete-time quantum random walks.





2

R A N D O M WA L K S

2.1 stochastic processes

Random walks, irrespective of their types, are stochastic processes. The word
stochastic stands for random or randomness presents in a system or phenomena.
A stochastic process is a mathematical tool used to describe a random system or
phenomena which probabilistically evolves in time. Therefore, a stochastic process is
simply a process that develops in time according to probabilistic rules. This definition
unfolds two aspects of stochastic processes:

• Our main tool in the investigation of the stochastic processes is the theory
of probability, hence time-dependent probability density distributions which
parametrize the likeliness of the occurrences of events in time.

• The randomness plays a central role in the process and we can attain it by
undergoing the system through chance fluctuation.

In a more mathematical framework, a stochastic process is a family of random
variables, X(t), t ∈ T , in which X(t) measures the aspect of the system we are inter-
ested in. t is a point in space T . If T ∈ [0,∞), the process would be continuous.
This indicates that the changes in the system occur instantly. In contrast, for T ∈N,
the changes are done discretely and the process is a discrete-time stochastic process.
The probability density is established by p(x, t) = Prob[X(t) = x] which measures
the probability of X(t) attaining x at time t. This probability density is called single
time probability and provides the probability when there is no knowledge about the
previous time.

A simple example of a stochastic process is a modification in the number of
customers that are in the line to receive services in a coffee shop. In this case, X(t) is
the number of customers that are in the line at time t. The customers arrive and leave
which results in X(t) changing. The value of X(t) increases by one unit due to the
arrival of a customer and decreases similarly by the departure of a customer. We can
observe this process continuously over time or at unit intervals, say once per hour.

5



6 random walks

To fully specify a stochastic process, we need the joint probability distributions
(or the joint densities) of the random variables. The joint probability distribution is
probability distributions for observations at several times p(x1, t1; ...; xn, tn) which
represents the probability to observe value close to x(t1), ..., x(tn) at respective times.
In the presence of the finite joint probability densities p(x1, t1; ...; xn, tn) for any n,
we can marginalize the joint density over one of the random variables resulting into
Chapman-Kolmogorov Equation of

p(x1, t1; ...; xn−1, tn−1) =
∫
p(x1, t1; ...; xn, tn)dXn, (2.1)

in which for discrete variables, the integral would be replaced by a sum. Based on
this definition, we can introduce characterizations of the properties to classify the
stochastic processes. A stochastic process is called independent if we can characterize
it by completely independent events. This indicates that for s < t, X(t) is independent
of X(s). Therefore, the joint probability density will reduce to

p(x1, t1; ...; xn−1, tn−1) = p(x1, t1)p(x2, t2)...p(xn, tn). (2.2)

Stationary stochastic processes are processes in which the probabilistic rules do
not change with time. Examples of such stochastic processes are white noise and a
Bernoulli scheme. For the white noise, the mean value and the variance are always
fixed and independent of the time.

One of the well known stochastic processes is Markov process named after Russian
probabilist Andrei Andreyevich Markov. A process called Markov if it possesses
Markov property which assumes that prediction of the future requires present
knowledge and it is independent of the past. In mathematical language, for an
interval of t1 < t1 < ... < tn, the conditional probability reduces to a translational
probability between the last two states

p(xn, tn|x1, t1; ...; xn−1, tn−1) = p(xn, tn|xn−1, tn−1), (2.3)

which indicates that the future (Xn) is independent of the past (Xn−2,Xn−3, ...,X1) and
it can be determined only by present Xn−1. Consequently, we can express the joint
probability density as translational probabilities with an initial probability

p(x1, t1; ...; xn−1, tn−1) = p(xn, tn|xn−1, tn−1)...p(x2, t2|x1, t1)p(x1, t1). (2.4)

The Markov property is referred to as the lack of memory property. Markov
processes are much easier to analyze than general stochastic processes. In fact, in
modeling by the stochastic processes, the Markov property is a common assumption.
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It should be noted that although such modeling assumptions often do not hold
exactly, they frequently allow a good compromise between accuracy and tractability
of models.

The Markov processes have been used to predict traffic flows, communication
networks, genetic issues, cellular processes at the macromolecular level, and enzyme
activity. In addition, they are the basis for Markov chain Monte Carlo methods, a class
of algorithms for sampling based on a specific probability distribution and Bayesian
statistics. The Markov processes have been widely used in different branches of
physics to model phenomena and processes.

The Markov processes classify into different sub-classes. For example, Brownian
motion and the Poisson process are continuous-time Markov processes, while random
walks in discrete time are discrete-time Markov processes. There is also a bigger
sub-class of Markov processes known as Markov chains. Among these sub-classes,
the random walks are the simplest and yet one of the most productive stochastic
Markov processes in modeling other systems and phenomena including those in
physics.

2.2 random walk

Random walk is a field of study that lies in neighboring of probability, potential
theory, harmonic analysis, geometry, graph theory, and algebra. Historically speak-
ing, the term "random walk" was introduced by Karl Pearson, a mathematician and
biostatistician, in 1905. To formally put it, a random walk is a stochastic process
that resulted from the summation of independent, identically distributed random
variables. To make it simpler, we consider an object that in a step moves a specific
distance in a random direction. By doing the same procedure through successive
equal time steps, we obtain a random walk. The dimensionality of the random walk
varies from one to three. This indicates that the random walk can take place on a line,
lattice, plane or graphs. We have certain flexibility regarding the movement of the
walker. We can put down rules for the movement so with a probability the walker
remains in its place as well.

One of the most famous examples of a two-dimensional random walk is a drunkard
that wanders through pubs that are in different corners of a city. He visits a pub,
gets drunk and then decides to go to another pub. Since he has no preferences for
the next pub, he would randomly choose between the pubs that are the closest to
him. After finishing in the second pub, he goes to another one which could be the
previous pub or a new one that is the closest to him. Therefore, our drunkard moves
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around in a two-dimensional plane, preferably a square one. It should be noted that
our drunkard could go back to the same pub and drink again, given his condition of
drunkenness.

Random walks are rather simple and easy to analyze by mathematical meth-
ods. They are Markov processes and could be Markov chains as well. They are
non-stationary stochastic processes. They have been excessively used in ecology,
psychology, computer science, physics, chemistry, biology, economics and sociology
for applications such as the development of stochastic algorithms, image segmen-
tation, modeling earthquake, genomic distance from DNA sequence location, and
enzymes. Like all other stochastic processes, random walks can be categorized into
continuous-time and discrete-time random walks.

The walker in a random walk can be any kind of object ranging to subatomic
particles. This indicates the existence of two distinct branches of the random walks
based on two branches of physics describing the motion of an object (classical and
quantum mechanics). Therefore, we have two types of random walks labeled by
classical random walk and quantum random walk. In what follows, we briefly
introduce the discrete-time classical random walk and its properties. Then we move
on to the discrete-time quantum random walk and describe it. From now onwards,
we omit the discrete-time random from our notations for the sake of brevity unless it is
necessary.

The classical walk is the most studied and investigated branches of the random
walks. In the classical walk, the rules governing the movement of the objects come
from classical mechanics. The walk can be done in different environments including
graphs, on a real line, in a plane, higher-dimensional vector spaces, and on curved
surfaces or higher-dimensional Riemannian manifolds. The example of the drunkard
that we gave previously is a classical walk on a two-dimensional plane.

The simplest example of a classical walk is a walk on a one-dimensional lattice.
Assume that we are standing in the middle of this lattice and consider our standing
point as the origin. We take out a coin and toss it. If the result of the coin toss is
head, then we move one lattice to the right. If the result is tail, we move one unit
to the left. We repeat the same process of coin tossing and moving for an arbitrary
but fixed number of times and then we mark the place that we are at the end. This
is the simplest and yet one of the strongest examples of the classical walk. The
coin toss provides us with randomness in the classical walk and our movement is
a conditional one determined by the result of the coin toss. The type of the walk is
indeed discrete-time and unbiased since there is a fifty-fifty chance for the result of
the coin toss.

To put in a more mathematical framework, the classical walk includes a single
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walker that moves along an axis with unit steps at a unit interval. The probabilities of
the movement to the right- and left-hand sides are given by N and 1−N, respectively.
If the walker start from the origin, we obtain the probability of finding the walker at
position k after T times step as

p(x = k, T) =


 T

1
2(k+ T)

N1
2 (k+T)(1−N)

1
2 (k+T), 1

2(k+ T) ∈N ∪ 0

0 otherwise

, (2.5)

which is a binomial distribution (see Fig. 2.1). If we remove the positions with
zero probability densities, the resultant probability density distribution would be a
Gaussian distribution. It should be noted that the Gaussian stems from a limiting
process starting from binomial. It is straightforward to find the variance of the
walker’s probability density distribution as

σ2 = O(T), (2.6)

which indicates that the variance of the classical walk grows linearly over time,
therefore the classical walk is diffusive.
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Figure 2.1: Probability density distribution of the classical walk after 50 steps. If we remove
the positions with zero probability densities, we have a Gaussian probability
density distribution for the classical walk.

To find the results of our earlier example regarding the coin toss and moving on a
line, we should set N = 1

2 in (2.5) giving us the probability density distribution as
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p(x = k, T) =


 T

1
2(k+ T)

 1
2T

, 1
2(k+ T) ∈N ∪ 0

0 otherwise

, (2.7)

which by using the Stirling’s approximation (T ! ≈
√
2πT(Te )

T ), we can find

p(x = k, T) ≈

√
2T

π2(T2 − k2)

T T

(T + k)
T+k
2 (T − k)

T−k
2

. (2.8)

Here, it is useful to define hitting time as a means to better understand the
properties of the classical walk and make a contrast between the classical and
quantum walks. The hitting time denotes the expected number of steps that takes to
reach lattice j starting from lattice i. The expected hitting time is found by inverting
the probability density distribution.

For the unbiased classical walk, since the shape of the probability density dis-
tribution is Gaussian and the walk is diffusive, we consider two specific limits to
investigate hitting time. The case k � T corresponds to the region under the bell-
shape part of the distribution. The case k ≈ T consists of the regions along the tails
of the distribution. For the first case, the probability density distribution reduces to

p(x = k, T) ≈
√

2

π2T
, (2.9)

which indicates that the hitting time would be the square root of the step number,
hence time. In contrast, for the second case, the probability density distribution
yields

p(x = k, T) ≈ 1

2T

√
2T

π(T2 − k2)(T − k)T−k
, (2.10)

in which T2 − k2 and T − k are small numbers and since 2T grows faster than
√
T , we

can conclude that the hitting time for this case would be exponential. The end results
indicate that if the lattice is placed under the bell-shaped part of the distribution, it
takes

√
T number of steps to reach it from the origin whereas if the lattice is placed

at the tail of the distribution, it takes 2T number of steps to reach it. In summary, we
find the followings for our unbiased one-dimensional classical walk:

• The probability density distribution of the classical walk on a one-dimensional
lattice is binomial or Gaussian.
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• The behavior of the walker is diffusive, indicating that the square of the variance
of the classical walk grows over time linearly.

• It takes
√
T to reach a lattice provided the lattice is the under bell-shape of the

distribution.

The generalization to higher dimensions is a straightforward work. It is also
possible to change from discrete-time to continuous-time classical walk. In fact, by
such a simple setup and generalization of the walk to three-dimensional position
space or other platforms, the cornerstone for developing algorithms based on the
classical walk was obtained. From then on, the classical walk has been used for the
introduction of algorithms for image segmentation and developing algorithms to
uncover various types of structural properties of networks. Of other applications
of the classical walk, we can point out to locomotion and foraging of animals
(Viswanathan et al., 1999; Codling et al., 2008), decision-making in the brain (Gold
and Shadlen, 2007), polymer chains (Fisher, 1966), the evolution of research interests
(Jia et al., 2017), dimension reduction and feature extraction from high-dimensional
data (Coifman et al., 2005), and even sports statistics (Clauset et al., 2015).

The algorithms developed by classical walks are used in classical computers,
computations, and information. Recent years witnessed the emergence of similar
fields of studies that instead use the principals of quantum mechanics as their
building blocks. The hint was given by Feynman in one of his seminal works in
1986 in which he proposed a Hamiltonian that can implement any quantum circuit
(Feynman, 1985). This resulted in the fields that we know as quantum computation,
communication, networks, information, and so on. The development of quantum
computers is one of the milestones that has been pursued by these fields. And for
any computer to work properly, we need algorithms and for quantum computers, we
need quantum algorithms. Therefore, it is natural and straightforward to try and find
the quantum counterparts of the classical walks and use them similarly to develop
algorithms required for quantum computers.





3

T H E D I S C R E T E - T I M E Q UA N T U M WA L K

3.1 one-dimensional quantum walk

In nutshell, the quantum walk is the counterpart of the classical walk. This indicates
that the walker is no longer a classical object rather a quantum-like one and the laws
governing the walker’s movement are dictated by principles of quantum mechanics.
This definition gives three guidelines regarding quantum walks:

• The movement of the walker and the chance fluctuations required for ran-
domness must be attained through quantum operators that are applied on the
walker.

• In the quantum walk, contrary to the classical walk, one can not make mea-
surements at each step. This is due to the principles of quantum mechanics
which state upon the action of measurement, the wave function of the system
collapses. Therefore, the integrity of the system as a quantum walker would be
eliminated upon measurement and it is not possible to continue the walk.

• Quantum mechanics offers specific features that are absent in the classical
systems. The most well known of these features is entanglement. In fact,
we take advantage of the entanglement as a resource to produce significantly
diverse properties for the quantum walk comparing to its classical counterpart.
In addition, we use the superposition as an additional feature offered in the
quantum walk to introduce novel properties that are absent in the classical
walk.

The walker in the quantum walk could be neutral atoms (Karski et al., 2009), ions
(Schmitz et al., 2009; Zähringer et al., 2010), photons (Schreiber et al., 2010; Bian et al.,
2015; Barkhofen et al., 2018), Bose-Einstein condensation (Dadras et al., 2018), optical
networks (Lorz et al., 2019) and etc. The quantum walk can be also implemented
in electric (Genske et al., 2013) or magnetic fields (Sajid et al., 2019). Similar to the

13
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classical walk, we have two types of continuous-time and discrete-time quantum
walk. In what follows, we briefly talk about a one-dimensional quantum walk with
two integral states.

3.1.1 Theory

The discrete-time quantum walk is the most studied model of the quantum walks.
In the discrete-time quantum walk, the total Hilbert space of the walk consists of
two sub-spaces (H = HP ⊗HC). One of these sub-spaces is originated from the
internal degrees of freedom of the walker. This sub-space is also known as coin space
or internal states (HC). The other sub-space is the external degrees of freedom of
the walker and is usually known as the position space (HP). Correspondingly, the
evolution operator of the discrete-time quantum walk includes two operators:

• The coin operators which are explicitly applied on internal states of the walker.
The application of the coin operators usually creates a superposition of the
internal states. In fact, this superposition is one of the fundamental principles
that diversifies the discrete-time quantum walk from its classical counterpart.

• The shift operators which displace the walker in position space. The shift
operators are conditionalized based on the internal states of the walker. To
put it simply, the shift operators move the walker according to its internal
states. And due to the application of the coin operators and superposition of
the internal states, the displacements of shift operators could amplify or reduce
the probability of finding the walker in different positions at each step.

Chronologically, first a coin operator is applied on the walker and then followed
by a shift operator. One time application of the evolution operator on the walker
is one step of the walk and the generation of the quantum walk is the result of the
successive application of the evolution operator for T times step on an initial state of
the walker.

The evolution operator is also known as the protocol of the quantum walk. The
numbers of coin and shift operators determine the type of protocol. In literature,
two types of protocols have been used for the quantum walk (Kitagawa et al., 2010):
I) Simple-step which has one coin and one shift operator (shift-coin), II) Split-step
which consists of at least two different coin and two different shift operators (shift-
coin-shift-coin).

To provide contrasts between the classical walk and quantum walk, we construct
the coin toss and movement of the classical walk described in the previous section,
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in the framework of the quantum walk. To do so, we should translate the operation
in the classical system to its quantum counterpart. The walker in such a translation
would be a quantum-like particle that has two internal states. This indicates that coin
space is a two-dimensional Hilbert space spanned by {|↑〉 , |↓〉} in which

|↑〉 =

1
0

 , |↓〉 =

0
1

 . (3.1)

The walker has a one-dimensional position space as the external degree of freedom.
Such a Hilbert space is spanned by {|x〉 : x ∈ Z}. In general, the walker is described
by a wave function containing the combination of internal and external degrees of
freedom. Next, we need proper translations for the coin toss and movement of the
walker from classical mechanics to quantum mechanics. The coin toss in the classical
walk is translated to a coin operator in quantum mechanics (Ĉ) which is a rotation
matrix. Since we are interested to replicate the coin toss in the classical walk, we
choose the coin operator as

Ĉ =
1√
2

1 1

1 −1

 , (3.2)

which is the famous Hadamard gate. The application of the Hadamard gate on the
two internal states results in

Ĉ |↑〉 = 1√
2
(|↑〉+ |↓〉), Ĉ |↓〉 = 1√

2
(|↑〉− |↓〉), (3.3)

which creates a superposition of the internal states with equal probabilities, hence
replicating the coin toss of the classical walk. The displacement of the walker in the
quantum walk is depicted by a conditional shift operator given by

Ŝ↑↓(x) = |↑〉 〈↑|⊗
∑
x

|x+ 1〉 〈x|+ |↓〉 〈↓|⊗
∑
x

|x− 1〉 〈x| . (3.4)

Depending on the internal states present in the state of the walker, the shift operator
displaces the walker one unit to the right or left in position space. The evolution
operator of the walk is then formulated by

Û = Ŝ↑↓(x)Ĉ, (3.5)

and the final state of the walker is obtained if we apply T times this evolution operator
on an initial state
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|ψ〉T = ÛT |ψ〉ini. = (Ŝ↑↓(x)Ĉ)
T |ψ〉ini. . (3.6)

One of the main differences between the classical walk and quantum walk is the
dependency of the quantum walk on its initial state. Here, we consider three specific
initial states for the walker

|ψ〉ini. = |0, ↑〉 , (3.7)

|ψ〉ini. = |0, ↓〉 , (3.8)

|ψ〉ini. =
1√
2
(|0, ↑〉+ |0, ↓〉), (3.9)

where in the last one, we have used the principle of the superposition in quantum
mechanics.

The end product of the quantum walk is a wave function. Similar to the classical
walk, any calculation regarding the observables of this wave function would give
us the probability of finding that observable. The observables in the quantum walk
are two items: the position of the walker and its internal state. This indicates that if
we want to find, for example, the probability of finding the walker in position x, we
should project the walker’s wave function to a state in position x and sum over all
the internal states. The same can be done for the internal states as observables. In
either case, since there is no decoherence in our system (pure final state), the sum
over the probabilities of positions or internal states equals the unit.

The probability density distributions in position space for the initial states of Eqs.
(3.7) and (3.8) are plotted in Fig. 3.1 with T = 50. In the context of probability
density distribution in position space, we observe significantly different behavior
for the quantum walk comparing to its classical counterpart. The symmetry of the
distribution depends on the internal states considered in the initial state. The sym-
metrical distribution is resulted if the initial state contains the superposition of both
internal states with equal probability densities. Otherwise, the distribution would
be asymmetrical. While the classical walk has the Gaussian (binomial) probability
density distribution, the quantum walk shows skewness feature for its probability
density distribution. This indicates that in the classical walk, the walker is more likely
to be found in its initial position, whereas in the quantum walk, the most probable
place to find the walker step-dependently moves away from the initial position. This
is rooted in the entanglement between the two sub-spaces of the walk and quantum
interference due to the application of the shift-coin operator. That being said, in the
initial position and around it, we observe a quasi-uniform behavior in the probability



3.1 one-dimensional quantum walk 17

-40 -20 0 20 40
0.00

0.05

0.10

0.15

Position

P
ro
b
a
b
ili
ty
d
e
n
s
it
y

Figure 3.1: Probability density distributions of the quantum walks with the two initial states
of (3.7) (red line) and (3.8) (blue line) for T = 50.

density distribution of the quantum walk. Finally and most importantly, the variance
of the quantum walk can be estimated to

σ2 = O(T2), (3.10)

which shows that the quantum walk has ballistic behavior and it reaches to certain
point quadratically faster comparing to the classical walk (compare (3.10) with (2.6)).
Therefore, the quantum walk has ballistic spread in its wave function comparing to
the diffusive behavior of the classical walk. This is the cornerstone of the proposal
that algorithms such as search algorithms developed using quantum walks can
efficiently outperform their classical counterparts.

3.1.2 Analytical description of the walk

To study the asymptotic behavior of the quantum walk analytically, several methods
have been developed. Among them, we can highlight two specific methods that
are widely used: I) Combinatorial approach in which the amplitudes of a specific
position are obtained by summing up the amplitudes of all the paths which start
from the initial position and end up to that position. II) Schröodinger approach
which Fourier transforms the spatial part of the wave function of the walker at a
specific step and uses complex analysis to obtain the amplitudes at each position and
internal state. This method was first used for the quantum walk by Ashwin Nayak
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and Ashvin Vishwanath (Nayak and Vishwanath, 2000). In this dissertation, we use
the latter method since the Fourier transformation also serves as a tool to use the
quantum walk for simulation of the topological phases observed in condensed matter
physics (Kitagawa et al., 2010).

Since our walker has two internal states, we can write the wave function of the
walker as two-component vector amplitudes in the form of

|ψ(x)〉T = ψ↑(x, T) |↑〉+ψ↓(x, T) |↓〉 , (3.11)

in which for the next step of the walk, the wave function of the walker at position x
can be written as

|ψ(x)〉T+1 =

 0 0

1√
2

− 1√
2

 |ψ(x− 1)〉T +

 1√
2

1√
2

0 0

 |ψ(x+ 1)〉T

= M+ |ψ(x+ 1)〉T +M− |ψ(x− 1)〉T . (3.12)

The quantum walk described above has translational invariance which enables us
to use the Fourier transformation and complex analysis to study its behavior and
properties. The spatial Fourier transformation is given by

|kx〉 =
∑
x

eikxx |x〉 , (3.13)

which indicates that the wave function of the walker in the momentum space at step
T can be obtained by

|ψ(kx)〉T =
∑
x

eikxx |ψ(x)〉T . (3.14)

This gives us the wave function of the walker at T + 1 as

|ψ(kx)〉T+1 =
∑
x

(M+ |ψ(x+ 1)〉T +M− |ψ(x− 1)〉T )e
ikxx

= (eikxM+ + e−ikxM−) |ψ(kx)〉T =M |ψ(kx)〉T . (3.15)

The result enables us to have the mapping of |ψ(kx)〉T = MT |ψ(kx)〉0 which
reduces the problem to find MT . To do so, we use the unitary nature of the M.
According to principles of quantum mechanics, if M is unitary, we can calculate MT

by diagonalizing M and expressing it in terms of its eigenvalues and eigenstates.
Since our operator is 2× 2 and unitary, it is diagonalized. M can be rewritten as

M = λ1 |φ〉1 〈φ|1 + λ2 |φ〉2 〈φ|2 , (3.16)
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where |φ〉i and λi are eigenstates and eigenvalues of M, respectively and MT is

MT = λT1 |φ〉1 〈φ|1 + λ
T
2 |φ〉2 〈φ|2 . (3.17)

For the quantum walk with Hadamard gate and initial state of |ψ(kx)〉0 =

1
0

,

the eigenvalues of M are λ1 = e−iωkx and λ1 = ei(ωkx+π) in which sin(ωkx) =
sin(kx)√

2

and ωkx ∈ [−π
2 , π2 ]. On the other hand, the eigenstates are obtained as

|φ〉1 =

 e−ikx
√
2e−iωkx − e−ikx


√
2(1+ cos2(kx)) − 2 cos(kx)

√
1+ cos2(kx))

, (3.18)

|φ〉2 =

 e−ikx

−
√
2eiωkx − e−ikx


√
2(1+ cos2(kx)) − 2 cos(kx)

√
1+ cos2(kx))

. (3.19)

The results should be transformed back into real space. To do so, we use the
following relation

|x〉 = 1

2π

∫π
−π
e−ikxx |kx〉dkx, (3.20)

which gives us

ψ↑(x, T) =
1+ (−1)x+T

2

∫π
−π

(1+
cos(kx)√
1+ cos2(kx)

)e−i(ωkT+kxX)
dkx

2π
, (3.21)

ψ↓(x, T) =
1+ (−1)x+T

2

∫π
−π

eikx√
1+ cos2(kx)

e−i(ωkT+kxX)
dkx

2π
. (3.22)

The first consequence of the obtained results is the dependency of the amplitudes
on the parity as it was observed. In other words, the amplitudes of the even positions
at odd steps are zero and vice versa. The probability density of the position x at step
T is found by P(x, T) = |ψ↑(x, T)|2 + |ψ↓(x, T)|2. To find the asymptotic properties of
the wave function for large T , we use the method of the stationary phases developed
in complex analysis (see appendix 7.1 for more details) which leads to

ψ↑(αT , T) ∼
1+ (−1)(α+1)T√

2πT |ω′′kα |
(1−α) cos(φ(kα,α)T +

π

4
), (3.23)
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ψ↓(αT , T) ∼
1+ (−1)(α+1)T√

2πT |ω′′kα |
α cos(φ(kα,α)T +

π

4
) −

√
1−α2 sin(φ(kα,α)T +

π

4
), (3.24)

in which α is limited to [−1, 1] and is a stationary point, φ(kα,α) is given in (7.4). It
is a matter of the calculation to find the probability density as

P(αT , T) ∼
1+ (−1)(α+1)T

πT |ω′′kα |
(1−α2)

(
cos2(φ(kα,α)T +

π

4
)+ cos2(φ(kα,α)T +

π

4
,kα)

)
.

3.2 applications

The discrete-time quantum walk on its own is an interesting field of study since it
provides an easy empirical method for implementation and testing of the quantum
mechanics’ principles. On the other hand, the quantum walk has been used for
simulations of quantum phenomena observed in physics (Vakulchyk et al., 2019) and
chemistry (Mohseni et al., 2008) as well as the development of quantum algorithms.
In this section, we briefly review some of these applications.

3.2.1 Quantum search algorithm

Originally, the initial interest in the quantum walk was due to its possible applica-
tions in developing algorithms for quantum computers. This is stemmed from the
development of efficient stochastic algorithms using the classical walk.

One of the first algorithms based on the quantum walk was introduced by Shenvi
et al. as a search algorithm on a n-dimensional hypercube (Shenvi et al., 2003). The
cube has 2n nodes and each node is connected to n other nodes. The Hilbert space of
the such system (the algorithm) is H = Hn⊗H2n . In such a Hilbert space, each state
is characterized by a bit string (−→x ) and a direction (

−→
d ) which are the position on

hypercube and internal state, respectively. The shift operator changes the bit string
to −→x ⊕−→ed. The coin operator is a n×n unitary operator which is built out of Grover
diffusion operator and an identity operator. Shenvi et al. showed that a search with
their proposed algorithm takes T = π

2

√
2n steps to complete which comparing to any

classical algorithm (with the completion time of T = 2n), is quadratically faster.

Another quantum walk algorithm was proposed by Ambainis for element dis-
tinctness (Ambainis, 2004). This algorithm is also a search algorithm in which two
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equal items among N items are found. The generalization of element distinctness
algorithm addresses k equal items among N items. Aaronson and Shi showed that
there is a lower bound for quantum algorithms developed for element distinctness
which indicates that the quantum algorithm requires at least O(N

2
3 ) quantum queries

(Aaronson and Shi, 2004). Buhrman et al. developed a quantum algorithm for
element distinctness which violates the lower bound (Buhrman et al., 2005). In con-
trast, Ambainis’ algorithm based on the quantum walk is an O(N

2
3 ) query quantum

algorithm which improves the results. For the generalized element distinctness case,
Ambainis’ algorithm gives the result in order of O(N

k
k+1 ) which meets the lower

bound criteria.

Except for the two cases pointed out here, there are several references that studied
the algorithm application of the quantum walk. For instance, Magniez et al. presented
an algorithm to detect marked elements (Magniez et al., 2007). Paparo and Martin-
Delgado developed a quantum-mechanical version of Google’s PageRank algorithm
(Paparo and Martin-Delgado, 2012). Sampling via the quantum walk is yet another
application of the quantum walk in the direction of developing algorithms and it
was shown that decoherent in the quantum walk can be used as a means to achieve
speedup (Richter, 2007). In ref. (Rohde et al., 2012), data security in the quantum
network and computation using a quantum walk is discussed. It was shown that by
the boson sampling and multiwalker quantum walk, it is possible to have a limited
quantum homomorphic encryption.

3.2.2 Universal computational primitive

Child proved that the continuous-time quantum walk can be utilized as a universal
computational tool (Childs, 2009). Later on, Lovett et al. applied the same idea for the
discrete-time quantum walk (Lovett et al., 2010). In their proposal, they constructed
a universal gate using the discrete-time quantum walk on a graph. The universal
gate was built by a combination of phase and Hadamard gates. In their scheme, the
quantum wires played the role of a quantum state. They showed that using their
scheme, it is possible to have perfect state transfer. The end results indicate that the
discrete-time quantum walk is indeed a universal primitive.

The universality points out to capability of simulating other phenomena and
systems. This means that discrete-time quantum walks can be used as platforms
to simulate other quantum systems and phenomena that are observed in different
branches of science. This is highly a desirable feature for any protocol of quantum
information and computation. In fact, this brings us to the question of what systems
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can be simulated with discrete-time quantum walks? and how we can do so?
Simulation of the topological phases observed in condensed matter is one of the
manifestations of the universality of the discrete-quantum walks and answers this
question.

3.2.3 Simulation of the topological phases

Recently, the quantum walk has been used as a simulator of the topological phases
and boundary states that are observed and studied in condensed matter physics
(Kitagawa et al., 2010; Kitagawa, 2012; Asbóth, 2012; Asbóth and Obuse, 2013;
Tarasinski et al., 2014; Rakovszky and Asboth, 2015; Obuse et al., 2015; Ramasesh
et al., 2017; Chen et al., 2018). In a pioneering work, Kitagawa et al. proposed a
series of protocols for the quantum walk that could simulate all types of one- and
two-dimensional topological phases that are observed in condensed matter (Kitagawa
et al., 2010). Their inspiration was due to the similarity of Su-Schrieffer-Heeger (SSH)
model of polyacetylene and quantum walks. In what follows, we briefly review
general details concerning the topological phases. Then, we describe the SSH model,
and afterward, we study the simulation of BDI class of topological phases with
quantum walks.

Topological phases

Materials in nature are observed in different phases. A profound yet simple example
of different phases of a matter is water in three forms (phases) of crystal, liquid,
and vapor. The word "phase" refers to how the particles of a material are organized.
Various properties of materials are originated from the type of organization which is
called order. Therefore, different phases of the materials are recognized by different
orders.

Landau developed the theory underlining different phases of matter based on their
orders and phase transitions between them (Landau, 1937). His theory categorizes
different phases of the materials based on the symmetries that are present in them and
recognizes phase transitions as points where certain symmetries are broken/gained.
To put it simply, the reason that we see different forms of the water is because of the
presence or absence of a certain set of symmetries in that phase. The transition from
one phase to another one is simply a symmetry or symmetries break(s) or emerge(s).

In the example of the water, in the crystal form, rotational and translational symme-
tries are absent while discrete symmetries are present. In the liquid form though, the
rotational and translational symmetries are present. Therefore, at the phase transition
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point where the liquid turns into the crystal, rotational and translational symmetries
are broken. Another example of the different phases is ferromagnetic materials in
which at a specific temperature, the global rotational symmetry would be broken and
we would have magnets.

Landau’s symmetry-breaking theory of the phases enables us to obtain the critical
properties of the materials in their phase transition points. This theory has been the
cornerstone of condensed matter physics. Despite its success, the discoveries of the
fractional Hall effect (Tsui et al., 1982) and superconductors (Tsui et al., 1982) in the
1980s challenged the wholesomeness of Landau’s paradigm. The existence of such
phases is not predicted or allowed in Landau’s theory. In fact, in the phase transition
points for these materials, no symmetry is broken (Thouless et al., 1982; Bernevig
et al., 2006; König et al., 2007; Fu and Kane, 2007; Qi et al., 2008; Fidkowski and
Kitaev, 2011). These symmetry-preserving materials can be categorized by a global
order which is known as the topological invariant (Hasan and Kane, 2010).

The topological invariant characterizes the global structure of the ground-state
wave function of symmetry-preserving materials. In contrast to symmetry-breaking
materials, the global order does not change continuously. The phase transition point
in symmetry-preserving materials is recognized by a sudden change in topological
invariant. The physical manifestation of the topological invariant varies from one
material to another one. For example, the quantized Hall conductance in two dimen-
sions is characterized by a topological invariant known as Chern number (Thouless
et al., 1982; Niu et al., 1985). In one-dimensional superconductors, the presence of the
Majorana fermions at the ends of the wire corresponds to the topological invariant
(Kitaev, 2001; Lutchyn et al., 2010).

Different classes of the topological phases are defined based on two factors: di-
mensionality of the system under consideration and the symmetries that are present
(Schnyder et al., 2008; Ryu et al., 2010; Kitaev, 2009; Chiu et al., 2016). The symmetries
that we are concerned with are the time-reversal (TRS), particle-hole (PHS), and chiral
(CHS) with their corresponding operators of T̂, P̂ and Γ̂ , respectively. The presence
of these symmetries are conditioned to

P̂ĤP̂−1 = −Ĥ, (3.25)

Γ̂−1ĤΓ̂ = −Ĥ, (3.26)

T̂ĤT̂−1 = Ĥ, (3.27)

in which Ĥ is the Hamiltonian. P̂ and T̂ are antiunitary operators, while Γ̂ is a unitary
one. The square of the TRS and PHS could yield P̂2 = ±Î and T̂2 = ±Î whereas,
for the CHS operator, we have Γ̂2 = Î. The presences of two of these symmetries
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Topological Symmetry Dimension
Class P̂ T̂ Γ̂ 1D 2D 3D

A 0 0 0 0 Z 0

AI 0 +Î 0 0 0 0

AII 0 -̂I 0 0 Z2 Z2

AIII 0 0 +Î Z 0 Z

BDI +Î +Î +Î Z 0 0

C -̂I 0 0 0 Z 0

CI -̂I +Î +Î 0 0 Z

CII -̂I -̂I +Î Z 0 Z2

D +Î 0 0 Z2 Z 0

DIII -̂I +Î +Î Z2 Z2 Z

Table 3.1: Different classes of topological phases observed in one (1D), two (2D), and three
dimensions (3D). The presence of a symmetry is depicted by ±Î while the absence
is given by 0. +Î and −Î specify whether the symmetry operator squares to +Î and
−Î (e. g. P̂2 = +Î or −Î). The class of the topological phases is determined by
the dimensionality, available symmetries, and corresponding topological invariant
which could be an integer, Z, or a binary Z2.

guarantee the existence of the third one. For each class of the topological phases,
the topological invariant and its value would be different. Table 3.1 gives a compact
classification of topological phases based on the dimensionality, symmetries, and the
square of the symmetries’ operators.

Topological phases and Su-Schrieffer-Heeger model

The SSH model belongs to the one-dimensional BDI class of the topological phases.
This model addresses the conductivity and insulation in terms of spinless fermions
hopping on a one-dimensional lattice with staggered hopping amplitudes. A physical
example of the materials described by the SSH model is polyacetylene molecules
which are organic materials that could show conductivity and insulation properties.

The SSH model considers the electrons or fermions being spinless and located
in or around the ground state at zero temperature and chemical potential. For a
chain of polyacetylene molecules, we divide them into N unit cells each containing
two carbons. Each of these two carbons belongs to two sub-lattices of A and B. The
sub-lattices play the role of spin for us. Due to the absence of the onsite potential
terms, each carbon provides one conducting electron. The interactions between the
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electrons are neglected. The dynamic of each electron is described by the following
Hamiltonian (Su et al., 1979)

Ĥ = v

N∑
m=1

(|m,B〉 〈m,A|+ h.c) +w
N−1∑
m=1

(|m+ 1,A〉 〈m,B|+ h.c), (3.28)

in which h.c is Hermitian Conjugate, v and w are real and positive hopping ampli-
tudes. The chain of the molecules has two ends which are known as "edges" and the
rest of the chain is called "bulk". For now, we are mainly interested in the bulk part
of the chain, as well as eigenstates and eigen energies of the Hamiltonian

Ĥ |ψn〉 = En |ψn〉 , (3.29)

with n ∈ 1, ..., 2N. To simplify our calculations, we use Fourier transformation in the
form of

|k〉 =
1√
N

N∑
m=1

eimk |m〉 , (3.30)

for unit cells. k spans the first Brillouin zone. Such a transformation enables us to
look for eigenstates in a plane wave form (Bloch’s theorem). The state |ψn〉 would
then be

|ψn〉 = |k〉 ⊗ |u(k)〉 , (3.31)

in which |u(k)〉 is the eigenstate of the bulk Hamiltonian with form of |u(k)〉 =
an |A〉+ a′n(k) |B〉. The general form of the Hamiltonian of bulk momentum space is

Ĥ = d0(k)σ0 +d(k) ·σ, (3.32)

in which σi are Pauli matrices. In the context of the SSH model, d0(k) = d3(k) = 0
and we have

d1(k) = v+w cos(k), d2(k) = w sin(k). (3.33)

It is a matter of calculation to find the eigen energies as

E = ±
√
v2 +w2 + 2vw cos(k), (3.34)

in which the presence of the ± indicates two bands of energy. These two bands of
energy are gaped with a width of 4 = |v−w|. The conductivity of the molecules
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is explained by this gap. As long as the hopping amplitudes are not equal, the
SSH model describes (polyacetylene) insulator whereas for v = w the energy bands
become gapless and a conductor would be resulted. Here, we should be cautious
though. From the energy point of view, in the staggered case (v 6= w), occupied
states would have lower energy comparing to unoccupied states (non-staggered with
v = w).

In the SSH model, the topological invariant is known as winding number. As the
"winding" offers, it is a measurement of how many times n =

d(k)
|d(k)| winds around the

origin in Bloch sphere as k traverses the first Brillouin zone. The winding number is
calculated by

γ =
1

2π

∫π
−π

(
n× ∂kn

)
k

dk. (3.35)

For polyacetylene molecules, if v > w for staggering amplitudes, the winding
number would be γ = 0 which indicates a trivial phase. In contrast, for w > v, the
winding number is γ = 1 and we have a non-trivial phase. It should be noted that for
v = w (gapless energy bands), n would pass the origin of the Bloch sphere as k spans
[−π,π] and topological invariant is not well-defined. To change from a trivial phase
to a non-trivial one, we should drag the n through the origin. The phase transition
point is where topological invariant is ill-defined, hence a point in which energy
bands are gapless. We call these phase transition points "boundary states" since they
reside at the border of two different phases with well-defined topological invariants.

The procedure prescribed by the SSH model is significantly similar to the movement
of a walker in the quantum walk. This similarity alongside the quantum walk being
universal primitive inspired Kitagawa et al. to use the quantum walk for simulating
topological phases described by the SSH model and other ones (Kitagawa et al., 2010).

Topological phases with quantum walks

The bridge to reach from the quantum walk to the SSH model is periodically driven
systems or more precisely Floquet operators. A Floquet operator drives the system
in time through one complete driving period. The Floquet operator is applied on the
system over and over to move the system forward through discrete time steps. This
makes the Floquet operator stroboscopic. Considering the definition of the quantum
walk and its procedure, one can state that the protocol of the quantum walk is indeed
a Floquet operator. Therefore, the protocol of the quantum walk realizes a periodic
Floquet evolution that can be mapped to a dimensionless effective Hamiltonian

Û = e−iĤ, (3.36)
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in which we assumed  h = 1 and the time it takes for Ĥ to be applied is 1. The
effective Hamiltonian has a (quasi)energy dispersion, E, which spans [−π,π]. As we
established in the last section for the SSH model, the effective Hamiltonian here can
be expressed as

Ĥ = En ·σ, (3.37)

which by the mapping between the protocol of the quantum walk and the effective
Hamiltonian, one can obtain the energy dispersion through

E = i lnΞ, (3.38)

where Ξ is the eigenvalue of Û. Since the effective Hamiltonian and energy are
momentum dependent, the protocol of the discrete-time quantum walk and its eigen-
values should have a similar dependency. This requires the Fourier transformation
(3.14) of the position space of the walk into the momentum space.

Due to our interest in the simulation of the SSH topological phases with the
quantum walk, the spatial dimension of the walk would be one. The coin operator of
the quantum walk is a generalized coin given by

Ĉθ =

cos(θ2 ) sin(θ2 )

sin(θ2 ) − cos(θ2 )

 = e−
iθ
2 σy , (3.39)

in which θ is the rotation angle around y axis that traverses [0, 2π]. The shift operator
is given by Eq. (3.4) which by using Fourier transformation it would be transformed
to

Ŝ↑↓(x) = eikxσz , (3.40)

and it is diagonalized in momentum space. The protocol of the quantum walk in
momentum space is

Û =

eikxσz cos(θ2 ) eikxσz sin(θ2 )

eikxσz sin(θ2 ) −eikxσz cos(θ2 )

 . (3.41)

It is a matter of calculation to find eigenvalues of the protocol and consequently
obtain energy as

E = ± cos−1
[

cos(
θ

2
) cos(kx)

]
. (3.42)
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The results indicate the presence of two energy bands (due to ±) that are gaped.
These two bands of energy span [−π,π]. The gap between the energy bands could
close. The gap-closure happens only for E = 0 and ±π at the rotation angles of

θE=π = ±2 cos−1[− sec(kx)] + 2πc, (3.43)

θE=0 = ±2 cos−1[sec(kx)] + 2πc, (3.44)

where c is an integer. It should be noted that c can be chosen only in a way that θ
lies within [0, 2π]. The obtained energy bands could have three distinctive behaviors
(Fidkowski and Kitaev, 2011; Schnyder and Ryu, 2011; Chiu et al., 2016): I) They can
be a linear function of the kx and the gap-closure could happen linearly. This type
of the boundary state is Dirac cone. II) They can be a nonlinear function of the kx
and the gap-closure could take place nonlinearly. This type of the boundary state
is called Fermi arc. III) Finally, the energy bands can be independent of kx which is
called flat bands, irrespective of gap-closure happens or not.

For the quantum walk considered here, the gap-closure takes place linearly, hence
Dirac cone type of boundary states are simulated by this quantum walk. The gapless
points in kx space are only at kx = 0 and kx = ±π. It is a matter of calculation to find
the flat bands with E = ±π2 as

θE=π/2 = 4πc± π. (3.45)

Having energy bands, we are in a position to calculate the group velocity which is
associated with the wave function of the walker

V(kx) =
dE

dkx
= ±

cos(θ2 ) sin(kx)√
1− [cos(θ2 ) cos(kx)]2

. (3.46)

For linear gap-closure, the walker around the gapless point has constant group
velocity but with different signs. The boundary state or phase transition point can
be detected via a sudden change of the sign of group velocity. In fact, at the gapless
point, the group velocity becomes ill-defined. This is yet another means to detect
phase transition points. For flat bands on other hand, the group velocity is zero
which indicates that the walker is localized.

To find the topological invariant, we find n as

n =
1√

1− [cos(θ2 ) cos(kx)]2


sin(θ2 ) sin(kx)

sin(θ2 ) cos(kx)

− cos(θ2 ) sin(kx)

 , (3.47)
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which becomes ill-defined at the gapless points of energy bands. Before we calculate
the topological invariant, we should check the symmetries that the system has. To this
end, we use the following guidelines for checking the presences of certain symmetries
and finding their operators:

• PHS: To check the presence of the PHS, we look at the matrix elements of the
protocol of the quantum walk. If all the elements are real-valued, the complex
conjugate of the protocol would be equal to itself (Û∗ = Û). Consequently
and in contrast, the effective Hamiltonian would admit Ĥ∗ = −Ĥ which means
the presence of PHS. Following these arguments, one can state that if the coin
operators in the protocol of the quantum walk rotate the walker’s state in xy
plane, the protocol would have the PHS. To break the PHS, we simply should
consider the rotation axis of the coin in z plane.

• TRS: The presence of the TRS can be checked through the energy bands. For
each k, we have two energy eigenvalues associated to two states by ±|E(k)|. If
the TRS is present, then we will have |E(k)| = |E(−k)|. The violation of this
condition indicates the absence of the TRS.

• CHS: The existence of PHS and TRS guarantees the presence of the CHS. The
presence of the CHS limits the n to lie on a great circle of a Bloch sphere.
Therefore, if n does not lie on a plane that includes the origin of the Bloch
sphere, the system does not have the CHS.

The protocol in Eq. (3.41) admits all three symmetries. Since Ĥ∗ = −Ĥ, the PHS
operator would be P̂ = K̂ in which K̂ is the complex conjugate operator. To find the
CHS operator, we use the fact that n should lie in a plane containing origin in the
Bloch sphere. We define a vector A as

A =


sin(θ2 )

0

− cos(θ2 )

 , (3.48)

which is perpendicular to n for arbitrary kx. The CHS operator is then build by

Γ̂ = A ·σ. (3.49)

Finally, using the PHS and CHS operators, we can find the TRS operator as T̂ = Γ̂ P̂.
The square of the all symmetry operators equal to P̂2 = T̂2 = Γ̂2 = +Î which confirms
that the effective Hamiltonian belongs to the SSH model and the protocol of the
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quantum walk simulates topological phases of BDI class. The topological invariant is
calculated as

γ =

∫π
−π

(
n× ∂n

∂kx

)
·Adkx

2π
= − sin(

θ

2
)

√
csc(

θ

2
). (3.50)

The resulted topological invariant indicates that the considered protocol of the
quantum walk can simulate only non-trivial topological phases. To overcome this
problem, Kitagawa et al. proposed to modify the simple-step protocol to a split-step
one in the following form (Kitagawa et al., 2010)

Û = Ŝ↑(x)ĈαŜ↓(x)Ĉβ. (3.51)

In the new protocol, a single step of the walk includes a rotation of internal states
of the walker with Ĉβ, a displacement of its position with Ŝ↓, the second rotation
of internal states with Ĉα and finally, its displacement with Ŝ↑. The coin and shift
operators are given by

Ĉα = e−
iα
2 σy , (3.52)

Ĉβ = e−
iβ
2 σy , (3.53)

Ŝ↑(x) =
∑
x

[|↑〉 〈↑|⊗ |x+ 1〉 〈x|+ |↓〉 〈↓|⊗ |x〉 〈x| ], (3.54)

Ŝ↓(x) =
∑
x

[|↑〉 〈↑|⊗ |x〉 〈x|+ |↓〉 〈↓|⊗ |x− 1〉 〈x| ], (3.55)

which by using the Fourier transformation, we can rewrite the shift operators in
diagonalized forms of Ŝ↑(x) = e

ikx
2 (σz−1) and Ŝ↓(x) = e

ikx
2 (σz+1). The rotation angles

α and β span [−π,π].
The first consequence of this modification in the protocol is the independency of

the probability density on parity. In other words, with split-step protocol, in even
(odd) steps, odd (even) positions have also non-zero probability densities. This is
because in the split-step protocol, in each step, the walker can remain in its initial
position. This is similar to the Hamiltonian of the SSH (3.28) in which the electron
could stay in the same unit cell. The energy bands of the split-step protocol are
obtained as

E = ± cos−1
[

cos(
α

2
) cos(

β

2
) cos(kx) − sin(

α

2
) sin(

β

2
)

]
. (3.56)

It is a matter of calculation to find the group velocity and n as
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V(kx) = ±
cos(α2 ) cos(β2 ) sin(kx)√

1− [cos(α2 ) cos(β2 ) cos(kx) − sin(α2 ) sin(β2 )]
2

, (3.57)

n =
1

sin(E)


cos(α2 ) sin(β2 ) sin(kx)

sin(α2 ) cos(β2 ) + cos(α2 ) sin(β2 ) cos(kx)

− cos(α2 ) cos(β2 ) sin(kx)

 , (3.58)

which are ill-defined at the gapless points of the energy bands. The split-step protocol
has all three symmetries. The PHS operator is the same as the one introduced for the
simple-step protocol. In the case of CHS, we define A as

A =


cos(β2 )

0

sin(β2 )

 , (3.59)

which gives us the CHS operator in the form of

Γ̂ =

sin(β2 ) cos(β2 )

cos(β2 ) − sin(β2 )

 . (3.60)

The TRS operator is then similarly obtained with T̂ = Γ̂ P̂. Since the square of all
the symmetry operators equal to +Î, the protocol simulates topological phases of BDI
class and specifically the SSH model. To find the phase structure of the simulated
topological phases by the split-step protocol, we use the following relation

∣∣∣∣ tan(α2 )
tan(β2 )

∣∣∣∣ < 1 γ = 1 non-trivial phase

∣∣∣∣ tan(α2 )
tan(β2 )

∣∣∣∣ > 1 γ = 0 trivial phase

, (3.61)

which is obtained by considering kx = cπ and calculating the topological invariant.
Contrary to simple-step protocol, the split-step protocol can simulate both trivial and
non-trivial phases that are observed in the SSH model.

In order to simulate edge states with this quantum walk, Kitagawa et al. proposed
a modification in the split-step protocol (Kitagawa et al., 2010). In their proposal,
they suggested considering the rotation angle of the second coin in the split-step
protocol to be position-dependent, α = α(x). In such a case, one can create a phase
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boundary in which the phases around it would be topologically distinct (trivial and
non-trivial phases).

The position dependency of the second coin is then considered via α(x) = 1
2(α+ +

α−) +
1
2(α+ −α−) tanh(x3). With such a position dependency and proper choices for

the rotation angles, one can create the phase boundary around x = 0 in which for
x < 0, the observed phase is trivial with γ = 0 while for x > 0 the simulated phase
has γ = 1. It should be noted that creation of the boundary depends on rotation
angles of β, α+, and α−. It is possible to have a situation where for arbitrary x, there
is no boundary state, and the simulation results in only a non-trivial or trivial phase.

Using the same principles, Kitagawa et al. introduced series of protocols for the
quantum walk in one- and two-dimensional position space which could simulate
all types of the topological phases that are observed in the same dimensions in
condensed matter physics (Kitagawa et al., 2010). The periodic table of topological
phases includes dimensions higher than two as well. Therefore, the proper protocols
for the quantum walk in three-dimensional position space to simulate corresponding
topological phases yet to be addressed. Another issue is the simulation of the
different boundary states. The quantum walk would be a universal simulator of the
topological phenomena only and only if it can simulate all types of the topological
phases and boundary states together.

These two issues and attaining a high level of controllability over simulations
motivate us to look for quantum walks that could address these issues. To this
end, we propose two types of modification in the quantum walks: I) Using step-
dependent coins in the protocol of quantum walks II) Considering entangled qubits
and entanglement as tools to overcome these issues.
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D I S C R E T E - T I M E Q UA N T U M WA L K W I T H S T E P - D E P E N D E N T
C O I N S

In earlier studies of the quantum walks and the guidelines for developing algorithms
based on the quantum walk, the decoherence was proposed as a tool to control the
walker’s behavior and its properties. While it sounds theoretically achievable, in
experimental setups and specifically, in the applications of the quantum walks in
quantum computers and computation, the presence of the decoherence could be
fatal. This motivates us to look for possible proposals that would provide us with a
high level of control over the quantum walks while keeping the state of walker pure
(without resorting to decoherence). The first proposal is using step-dependent coins
instead of the usual (step-independent) coins in the protocols of the quantum walks.

Parts of the material presented in this chapter were published previously in the
following references:

Controlling quantum random walk with a step-dependent coin
S. Panahiyan and S. Fritzsche
New. J. Phys. 20, 083028 (2018).

Simulation of the multiphase configuration and phase transitions with quantum walks
utilizing a step-dependent coin
S. Panahiyan and S. Fritzsche
Phys. Rev. A 100, 062115 (2019).

Controllable simulation of topological phases and edge states with quantum walk
S. Panahiyan and S. Fritzsche
Phys. Lett. A 384, 126828 (2020).

Simulation of novel cell-like topological structures with quantum walk
S. Panahiyan and S. Fritzsche
Eur. Phys. J. Plus 135, 626 (2020).

33
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Fidelity susceptibility near topological phase transitions in quantum walks
S. Panahiyan, W. Chen and S. Fritzsche
Phys. Rev. B 102, 134111 (2020).

Toward simulation of topological phenomena with one-, two- and three-dimensional
quantum walks
S. Panahiyan and S. Fritzsche
Phys. Rev. A 103, 012201 (2021).

4.1 setup of the walk

In the quantum walk, compared to its classical counterpart, there is an entanglement
between the internal (coin) space and position space. In fact, it is argued that the
diverse results that are observed in the quantum walk are due to the interplay of the
coin and walker, hence the entanglement between two sub-spaces of the walk. Such
a contribution poses the question that whether the coin operator could play a more
significant role in the behavior of the walker and its properties in the quantum walk?

To answer this question, we consider the coin operators in the protocols of the
quantum walk to be step-dependent. This means that coins are no longer fixed
operators through the evolution of the quantum walk and they change from one step
to another one. There are rather different approaches to achieve step-dependency
as a feature for the coins. Here, for this sake of simplicity, we propose to realize the
coin operators for a quantum walk with two internal states in the following form
(Panahiyan and Fritzsche, 2018)

Ĉθ =

cos(Tθ) sin(Tθ)

sin(Tθ) − cos(Tθ)

 , (4.1)

in which T refers to the number of the step and characterizes the step-dependency
of the coin operator. Such a coin operator is unitary which alongside a unitary shift
operator results in a Hermitian and unitary protocol for the quantum walk. It should
be noted that since all of the operators in our consideration are unitary, one can build
a reverse protocol that brings back the walker to its initial state.

To investigate the effects of the step-dependent coin on the quantum walk, we
study a one-dimensional quantum walk with two internal states of {|↑〉 , |↓〉}. The
walker’s position space is a one-dimensional Hilbert space spanned by {|x〉 : x ∈ Z}.
The total Hilbert space of the walk is then given by the tensor product of the two
sub-spaces of H = HP ⊗HC. The shift operator is the same as the one given in Eq.
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(3.4). For the quantum walk with step-dependent coins, the final state of the walker
is obtained through slightly different successive application of the unitary protocol

|ψ〉fin = |ψ〉T =

T∏
m=1

Û(m) |ψ〉int. . (4.2)

We consider the initial state to be in form of (3.7). The application of shift-coin
operator with considered initial states results into

|↑〉 ⊗ |0〉
1th
=⇒ sin(θ) |↓〉 ⊗ |−1〉+ cos(θ) |↑〉 ⊗ |1〉
2th
=⇒ cos(2θ) sin(θ) |↓〉 ⊗ |−2〉+ sin(2θ)[sin(θ) |↑〉+ cos(θ) |↓〉]⊗ |0〉+ cos(2θ) cos(θ) |↑〉 ⊗ |2〉

...

Tth
=⇒

(
T∏
n=1

cos(nθ)

)
|↑〉 ⊗ |T〉P + .... + (−1)T+1

(
T∏
n=1

cos(nθ)
cos(θ)

)
sin(θ) |↓〉 ⊗ |−T〉P . (4.3)

In general, the walker’s wave function occupies T + 1 positions after T steps which
indicates a non-zero probability at T + 1 positions. The parity dependency could
also be observed here. In other words, for odd (even) steps, only the odd (even)
positions have non-zero probability densities. For an arbitrary rotation angle, the
walker occupies only positions within [−T , T ].

While they are different ways to categorize the probability density distributions in
the position space of the quantum walk, we introduce the following categorization:

• Localized walk: as the title indicates the probability density distribution is
whether concentrated in one position or a very limited number of different
positions. Through the evolution of the walk, the place of concentration could
change but irrespective of the step number and the relocation, the absence of
the distribution in the wave function of the walker remains intact. To provide a
further distinction, we can introduce two sub-classes for Localized walk; I) Free
localized walk in which the walker shows a free particle behavior and at step T
of the walk, the probability density at positions ±T would only be non-zero. II)
Bounded localized walk or more precisely trapped walker in which through
the evolution of the quantum walk, the walker spans only a limited number
of the positions around the initial position. Careful examination confirms that
usually, quantum walks in such a category present recurrence phenomena.

• Classical-like walk: the main characteristic of this class is the observation of
the Gaussian or significantly close to Gaussian probability density distribution.
This indicates smaller variance and slower speed of spread for the wave function
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of the walker as the quantum walk proceeds. We can also divide this class into
sub-classes of the compact classical walk, which has a rather smaller variance
comparing to the classical walk with the distribution limited to several positions,
and the usual classical walk which shows behaviors similar to classical-like
behaviors.

• Semi classical/quantum-like walk: the characteristic behavior of the walker has
similarity to both classical and quantum walks. For instance, there is a peak
at the initial position in probability density distribution but other peaks are
observed in the most left- or right-hand side positions. The probability density
distribution has significant similarity to the quantum walk in the presence of
decoherence.

• Quantum-like walk: in this class, we have the ballistic behavior and asymmetric
probability density distribution. There are noticeable peaks at the most left-
and right-hand side positions that step-dependently move away from the initial
position. In addition, there is a uniform distribution around the initial position.

The main idea in such a categorization comes from the similarity that each distribu-
tion shows to already developed and studied cases in the literature. For example, in
the case of the classical-like walk, we identify the probability density distribution that
has Gaussian-like behavior belonging to this category. As for semi classical/quantum-
like walk class, it refers to distributions that were observed for quantum walks with
decoherence.

If we consider the initial state of (3.7), the quantum walk with step-dependent coin
can present all the classes that we have pointed out (see Fig. 4.1): for θ = 0, the
walker shows free localized walk behavior while for θ = π/4 and π/2, the walker
has bounded localized walk. It should be noted that in the case of θ = π/4, there
is a 50-50 split in the walker’s probability density distribution in two positions. By
considering θ = π/12 and θ = 3.59π/2, we observe compact and recurrent classical-
like probability density distributions. θ = 2π/5 and π/5 mark two different cases of
semi classical/quantum-like class while θ = π/3 belongs to the quantum-like class.
We have summarized these cases in a table 4.1. The justifications for our classification
are provided in 7.2.

In order to fully comprehend the contributions of the step-dependent coins, we
make a contrast between the cases that we have studied with their step-independent
coins counterparts (see Fig. 4.2). For the localized walk with rotation angles of θ = 0

and π/2, we observe identical behaviors for step-dependent and -independent cases
with just a difference in the position of the localization. This indicates that observed
behaviors are inherent for these rotation angles. For the quantum-like and semi
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Classes Rotation angle θ
Localized: free 0

Localized: bounded π/2

Localized: bounded with periodic splitting π/4, π/6
Compact classical-like π/12, 3.59π/5
Semi-classical/quantum-like π/5, 2π/5
Quantum-like π/3

Table 4.1: Observed classes of the probability density distributions and their corresponding
rotation angles for one-dimensional quantum walks with step-dependent coins.

classical/quantum-like cases, we detect larger variances for the probability density
distributions in the case of step-dependent coins comparing to step-independent
ones. Additionally, the probability of finding the walker at the initial position is
larger for the quantum walks with step-dependent coins.

The differences between the step-dependent and -independent coins become pro-
nounced in the case of the rotation angle of θ = π/4. For step-independent coin, such
a rotation angle results in the Hadamard walk that we discussed in previous sections.
Whereas in the case of step-dependent coin, this rotation angle induces a trapped
localized behavior with a periodic splitting in the probability density distribution.
Similarly, for classical-like behaviors (θ = 3.59π/5 or π/12), we observe significantly
different variances in the probability density distribution of the quantum walks with
step-independent coins comparing to the ones with step-dependent coins.

While we have outlined how the variances of quantum walks with step-dependent
and -independent coins differ with plotted diagrams, we quantify this issue further-
more by studying the number of the positions occupied by the wave function of the
walker, hence positions with non-zero probability densities (see Fig. 4.3). To this end,
we consider positions with probability densities larger than 10−4 the occupied ones.
The diagrams confirm that irrespective of the step number, the quantum-like and
semi classical/quantum-like cases observed for step-dependent coins have a larger
number of occupancy and hence are faster comparing to their counterparts with
step-independent coins.

Finally, we study the entropy as the last factor to quantify the effects of step-
dependent coins on quantum walks and compare them with their step-independent
counterparts. Initially, entropy was introduced in thermodynamics as a tool to
quantify the amount of the disorder in a thermodynamical system. Later on, the
principle was adopted by other fields of physics and science. In information theory,
quantum or classical, the entropy is associated with the amount of uncertainty that
is present in the state of a physical system. The amount of uncertainty gives us
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Probability density

0 0.2 0.4 0.6 0.8 1.0

Figure 4.1: Different classes of probability density distributions in position space for the
quantum walks with step-dependent coins. We observe diverse behaviors for the
walker ranging from complete localization to ballistic spread.

direct access to assess the amount of information in the system. Higher uncertainty
means that to describe the state of the system, we need more information. From
another perspective, if we have an evolving system such as the quantum walk,
smaller entropy indicates a deterministic behavior while higher entropy marks highly
random behavior for the walker. The deterministic behavior for the walker in position
space is considered as a destructive consequence for algorithm development and
communication applications of the quantum walk (Keating et al., 2007).

For classical and quantum systems, different types of entropy are introduced. For
classical systems, Shannon entropy, introduced by Claude Shannon in 1948, is used
(Shannon, 1948). For quantum systems, von Neumann entropy is the tool to measure
the entropy. The von Neumann approach to entropy uses the density matrix. This
is expected since the quantum-mechanical systems are made of sub-spaces that are
entangled and formalized with tensor products. For our quantum walk, the state of
the system at step T of the walk is given by |ψ〉T which consequently gives us the
density matrix at step T as

ρ̂(T) = |ψ(x)〉T T 〈ψ(x)|. (4.4)
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Figure 4.2: Probability density distributions of the quantum walks with step-dependent coins
versus their step-independent counterparts. We observe highly different behaviors
for these two types of walks while the step-dependent ones have rather diverse
behaviors.
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Figure 4.3: Variances of the quantum walks with step-dependent coins versus their step-
independent counterparts. We observe a larger spread for quantum-like class of
the quantum walk with step-dependent coin.

Since our quantum walk has two sub-spaces of coin and position spaces, one can
find the entropy associating with these sub-spaces. To find the entropy of position
space (SP), one should trace the density matrix over coin space and find the reduced
density matrix in the form of ρ̂P(T) = TrC(ρ̂(T)), which gives the von Neumann
entropy at time T by

SP = −Tr(ρ̂P(T)Logρ̂P(T)). (4.5)

For our quantum walk with step-dependent coins, Eq. (4.5) reduces to

SP = −
∑
n

Pn,TLogPn,T , (4.6)

in which, Pn,T are eigenvalues of Hermitian matrix with the element ρ̂P(T). The
obtained entropy in Eq. (4.6) is Shannon entropy. The reduction of the von Neumann
entropy to Shannon entropy is due to the purity of the system. In other words, if the
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Figure 4.4: Entropy of position (solid lines) and coin (dashed lines) spaces for two cases of
the quantum walks with step-dependent and step-independent coins.

state of a system after a process is pure, the von Neumann entropy becomes identical
to Shannon entropy. Therefore, Pn,T is the probability density of the position n at
step T . The same can be done for finding the entropy of the coin space (SC) provided
the trace of the density matrix is done over position space.

The first consequence of the Eq. (4.6) is vanishing entropy of position or coin space
for a fully localized walk whether in position or coin space. This is expected since
to describe the position or internal state of the walker, we need the least amount of
information. In contrast, the homogeneous quantum walk with equal probability
densities over the maximum number of the positions or internal states has maximum
entropy.

Quantum walks with step-independent coins do not show any diverse behavior.
Therefore, the variances of the walks increase step-dependently which in return
results in the entropy of position space being an increasing function of steps (see Fig.
4.4). In contrast, for quantum walks with step-dependent coins, we observe diverse
behaviors that make the dependency of the entropy on step number a subject of the
rotation angle of the coin.

In general, the entropy of the position space for quantum walks with step-
dependent coins is smaller than its step-independent counterparts. Despite the incre-
ments in the variances of the probability density distributions for semi classical/quantum-
like and quantum-like classes, their entropy is not always an increasing function of
the steps. In fact, it could decrease in certain steps. This indicates that in these steps,
the quantum walks gain a more deterministic nature in their wave functions.
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In the case of the entropy of the coin space, since there are only two internal
states, the entropy has an upper limit. The maximum entropy is achieved if the
probability densities of the two internal states are equal. Generally, for quantum
walks with step-independent coins, the entropy of the coin space has a damped
oscillating behavior which indicates convergence of the entropy to a specific value.
This specific value depends on the rotation angle of the coin. The convergence also
points out to stabilization in probability density distribution in coin space as the
walk proceeds. In contrast, the entropy of the coin space for quantum walks with
step-dependent coins highly depends on the class. For semi classical/quantum-like
and quantum-like walks, damped oscillation, the convergence of the entropy to a
specific value, and stabilization are observed. Whereas, for localized class, periodic
behavior is evident. In the case of the classical-like class, a random and irregular
behavior emerges. Interestingly, it is possible to find steps where both the entropy of
position and coin spaces are simultaneously zero in case of the localized walk. In this
situation, a complete localization in all degrees of freedom of the walker takes place.

4.2 simulation of topological phenomena

In the last section, we established the controllability over the walker’s behavior and
its properties by the inclusion of step-dependent coins in protocols of quantum walks.
A question arises on how the controllable features would contribute to applications
of the quantum walk? To address this issue, we take a look at simulations of the
boundary states, topological phases, and edge states with step-dependent protocols.
Before we do so, we introduce the following notations for the sake of brevity

cos(
Tj

2
) = κj, sin(

Tj

2
) = λj,

where j could only be θ, α, β, γ, λ and ζ which are rotation angles and span [−π,π]
provided that protocol is split-step. In the case of a simple-step protocol, the rotation
angle would span [0, 2π]. It should be noted that for one-dimensional cases, we
denote the topological invariant with γ which should not be mixed with rotation
angle in the two- and three-dimensional cases. T is the positive-valued step number
of the quantum walk and characterizes the step-dependency of the coins. The energy
bands vary through [−π,π] for all of the classes and irrespective of dimensionality.
The group velocity, n, and topological invariant are all ill-defined at boundary states,
hence phase transition points.



42 discrete-time quantum walk with step-dependent coins

4.2.1 Topological phenomena in one dimension

There are four classes of the topological phases observed in one-dimensional systems
including AIII, BDI, CII, and DIII. Here, we use step-dependent coins and introduce
a series of protocols for the quantum walk to simulate all of them.

One-dimensional BDI class

The protocols of the quantum walk that simulate BDI class in one dimension are
simple-step and split-step ones. With the simple-step protocol, we can only simulate
non-trivial phases. In contrast, with the split-step protocol, we are able to simulate
trivial and non-trivial phases. The simple-step protocol is given by (Panahiyan and
Fritzsche, 2019)

Û = Ŝ↑↓(x)Ĉθ, (4.7)

where Ĉθ = e−
iTθ
2 σy . The shift operator Ŝ↑↓(x) is provided in Eq. (3.4) which by using

the Fourier transformation, it can be written as Ŝ↑↓(x) = eikxσz .

The protocol of the quantum walk is Hermitian and its determinant is 1. Conse-
quently, the effective Hamiltonian related to this protocol is traceless. This results
in symmetrical energy bands around E = 0. The eigenvalues of the protocol are
obtained as Ξ = cos(kx)κθ ±

√
[cos(kx)κθ]2 − 1 which using them leads to two gaped

energy bands in the forms of

E = ± cos−1
[
κθ cos(kx)

]
. (4.8)

The energy bands close their gap at E = 0 and ±π provided that the rotation angle
yields

θE=π =
±2 cos−1[− sec(kx)] + 4πc

T
=


4πc
T kx = −π

±2π+4πc
T kx = 0

4πc
T kx = π

, (4.9)

θE=0 =
±2 cos−1[sec(kx)] + 4πc

T
=


±2π+4πc

T kx = −π

4πc
T kx = 0

±2π+4πc
T kx = π

, (4.10)
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where c is an integer. The energy bands could be in form of the flat bands without
any slope if the rotation angle is

θE=π/2 =
±4πc+ π

T
. (4.11)

To obtain the topological invariant and study its behavior, we first find n in the
form of

n =
1

sin(E)


κθ sin(kx)

λθ cos(kx)

−κθ sin(kx)

 . (4.12)

Next, the vector A, perpendicular to n for arbitrary kx, is found as

A =


κθ

0

λθ

 . (4.13)

The effective Hamiltonian has three symmetries of CHS, PHS, and TRS. The CHS
operator is obtained as

Γ̂ =

λθ κθ

κθ −λθ

 . (4.14)

The PHS operator is complex conjugate, K̂, and consequently, the TRS operator is
Γ̂ K̂. All three symmetry operators square to +Î which shows that this protocol indeed
simulates BDI class of the topological phases. We find the topological invariant as

γ = −λθ

√
csc(

Tθ

2
). (4.15)

The step-dependency of the Hamiltonian, the energy bands, and n indicate the
topological phases and the boundary states (gap-closure) also depend on the step
number of the quantum walk. If T is odd, then the gap-closure takes place T+1

2 times
at both E = 0 and ±π. Whereas for even number of steps, the energy gap closes T

2

times at E = 0 and T+1
2 times at ±π. Therefore, there is a parity dependency of the

gap-closure at E = 0 and ±π for odd and even steps. In addition, the interval between
two boundary states (where the topological phases are) is a decreasing function of
the steps. We call this interval the size of the phase and we notice that this size
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shrinks and larger numbers of topological phases and boundary states are formed
as the quantum walk proceeds. Therefore, we observe the formation of multiple
topological phases (multiphase configuration) and their corresponding boundary
states (multicriticality).

The obtained topological invariant in Eq. (4.15) confirms the simulation of the
only non-trivial phases with the winding number of the γ = ±1. The positivity
or negativity of γ is determined by the winding direction of the n as kx traverses
through the first Brillouin zone; γ = 1 is associated to the counterclockwise winding
direction, while γ = −1 represents the clockwise winding direction. As we scan θ
to investigate the type of the topological phases, we find that the first interval of
topological phases has always γ = −1, irrespective of the step number. In general, if
T is odd, then there are T+1

2 phases with winding number γ = −1 and T−1
2 phases

with winding number γ = 1. In contrast, for even steps, the number of phases with
γ = −1 and γ = 1 are equal and given by T

2 .

In addition, we notice that if the interval of phase starts with a gapless point of
E = 0 and ends with a gapless point of E = ±π, the winding number of the interval of
phase would be γ = −1. If the interval of phase has a start with gapless point E = ±π
and end with gapless point E = 0, the winding number is γ = 1 for that interval.
This can be used to indirectly measure the topological invariant just by studying
the energy bands. Finally, from one phase to another one, the topological invariant
changes. Therefore, we have a phase transition between two different non-trivial
phases.

Due to obtained gapless points, the only possible way for the energy bands to close
their gap is linearly in this protocol. Therefore, this simple-step protocol can only
simulate Dirac cone boundary states and two non-trivial topological phases in BDI
class. To detect the presence of the boundary states experimentally, one can use the
method of the statistical moments (Cardano et al., 2016).

The split-step protocol that simulates trivial and non-trivial phases simultaneously
is given by (Panahiyan and Fritzsche, 2020a)

Û = Ŝ↑(x)ĈαŜ↓(x)Ĉβ, (4.16)

in which the coin and shift operators are

Ĉα = e−
iTα
2 σy , (4.17)

Ĉβ = e−
iTβ
2 σy , (4.18)

Ŝ↑(x) = e
ikx
2 (σz−1), (4.19)
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Figure 4.5: One-dimensional BDI class: Modification of energy (upper panel) as a function of
momentum and rotation angle α (β = π/3), and C (lower panel) for subsequent
steps of T = 5, ..., 8 from left to right. In the upper panel, each step contains only
one type of boundary states. In the lower panel, the trivial (blue areas with C > 1),
non-trivial (red areas with C < 1) phases, and boundary states (bold lines with
C = 1) are marked. The places and numbers of topological phases and boundary
states change step-dependently.

Ŝ↓(x) = e
ikx
2 (σz+1). (4.20)

It is a matter of calculation to find the eigenvalues of the protocol in Eq. (4.16) as

Ξ = κακβ cos(kx) − λαλβ ±
√
[κακβ cos(kx) − λαλβ]2 − 1, (4.21)

and this gives us the energy bands as

E = ± cos−1
(
κακβ cos(kx) − κακβ

)
. (4.22)

Generally speaking, the energy bands can close their gap in three ways of linearly,
nonlinearly, and flatly provided the following conditions are admitted:

I) For sin(Tα2 ) sin(Tβ2 ) = 0, the energy bands close their gap linearly, hence Dirac
cone boundary states.

II) If cos(kx) cos(Tα2 ) cos(Tβ2 ) = 0, the dependency of the energy bands on kx would
be eliminated. Therefore, we would have flat bands boundary states.

III) Finally, if the last two conditions are not satisfied and gap-closure happens, it
would be nonlinearly, hence Fermi arc boundary states.
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Figure 4.6: One-dimensional BDI class: Modification of energy (upper panel) as a function
of momentum and rotation angle α (β = (α+ π)/3), and C (lower panel) for
subsequent steps of T = 5, ..., 8 from left to right. In the upper panel, emergences
of all three types of boundary states and cell-like structures are observed. The cells
are recognized by two flat bands, two Fermi arcs, and a Dirac cone between them.
In the lower panel, the trivial (C > 1), non-trivial (C < 1) phases, and boundary
states are marked using C. The flat bands are located at non-zero maximums,
Dirac cones at non-zero minimums, and Fermi arcs at divergent points. Another
type of Fermi arc is recognized at C = 1.

Therefore, the three types of boundary states are simulable by the split-step
protocol. If α and β are independent of each other, only one type of boundary state
can be simulated in each step (see Fig. 4.5). By considering a linear relation between
the rotation angles, β = s1α+ s2 with si being real numbers, we can simulate all
three types of boundary states in a single step (see Fig. 4.6). Next, we calculate n as

n =
1

sin(E)


καλβ sin(kx)

λακβ + καλβ cos(kx)

−κακβ sin(kx)

 . (4.23)

To find CHS operator of the walk, we find A =
(
κβ, 0, λβ

)
which gives us the CHS

operator in the form of

Γ̂ =

λβ κβ

κβ −λβ

 . (4.24)

To find the topological invariant, we use the Zak phase (Cardano et al., 2017). This
indicates that the topological phases can be described by
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Figure 4.7: One-dimensional BDI class: In the upper panel, the trivial (blue areas with C > 1)
and non-trivial (red area with C < 1) phases and boundary states (bold lines with
C = 1) are plotted using C for subsequent steps of T = 5, ..., 8 from left to right
with β = (α+ π)/3 and α = α1 tanh(x/3). The boundary states host gapless edge
states. As the step number increases, the place of edge states, and their numbers
vary. In the lower panel, modification of energy as a function of momentum
and rotation angle α1 with x = 5 is presented. The formations of the cell-like
structures are evident. The cells include all types of edge states.

C =
tan(Tα2 )

tan(Tβ2 )
, (4.25)

if the rotation angles are linearly related. We recognize Dirac cones boundary states
non-zero minimums, flat bands by non-zero maximums and Fermi arc by divergent
points. There is another type of Fermi arc boundary states which occurs if C = 1. In
case of C > 1, the phases are trivial whereas in case of C < 1, non-trivial phases are
observable provided C. These cases are plotted in Fig. 4.6.

Alternatively, if the two rotation angles are independent of each other, the phase
structure can be described by

C =

∣∣∣∣ tan(Tα2 )

tan(Tβ2 )

∣∣∣∣, (4.26)

in which for C > 1, the phases are trivial while for C < 1, the phases will be non-
trivial ones (see Fig. 4.5). For C = 1, the energy bands close their gap. Finally, we
find the group velocity as
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V(kx) = ±
cos(Tα2 ) cos(Tβ2 ) sin(kx)√

1− γ2
. (4.27)

It should be noted that nz = −|V(kx)| which indicates that the group velocity is
limited to [−1, 1]. The group velocity characterizes the motion of a wave packet
associating with the walker.

Chronologically, the coin operator Ĉβ is applied first in the split-step protocol. The
CHS operator is given as a function of rotation angle β. Therefore, CHS symmetry
and its properties are governed by the first coin operator that is applied on the
internal states of the walker.

The emergence of sin(Tα2 ) sin(Tβ2 ) term in obtained energy bands is the reason why
the split-step protocol is able to simulate trivial phases as well as non-trivial ones.
This term also plays a key role in the formation of different types of boundary states.
Each boundary state has specific properties in the energy bands, group velocity, and
its Bloch sphere presentation of n that distinguished it from the other boundary
states (Panahiyan and Fritzsche, 2020c).

For Dirac cone boundary states, the gap-closure happens linearly. Therefore, the
energy bands are linear functions of the kx for this case. The group velocity of this
boundary state is a constant function of xk around the gapless point and at the
gapless point (see Fig. 4.8), its sign swaps from positive to negative (for E = π) or
vice versa (for E = 0). As for the Bloch presentation of the n as kx traverses [−π,π], it
will span the diameter of the sphere and passes the origin (see Fig. 4.9).

The Fermi arc boundary states indicate a nonlinear gap-closure, hence a nonlinear
behavior for energy bands as functions of the kx. The group velocity also presents
a nonlinear behavior around the gapless point and depends on kx. The sign of the
group velocity swaps from positive to negative (for E = π) or vice versa (for E = 0)
at gapless point (see Fig. 4.8). As for n, it passes the origin and lies on half of the
greatest circles on the Bloch sphere (see Fig. 4.9).

Finally, in the case of the flat bands, the energy bands are independent of the kx,
and therefore, the gap-closure does not just happen at one point in kx space, rather
an infinite number of points. The group velocity of this case is zero since the energy
bands are independent of kx (see Fig. 4.8). Looking at n, it resides only in the origin
of the Bloch sphere for flat bands (see Fig. 4.9).

In the split-step quantum walk, the two neighboring phases could be of the same
type. In addition, two non-trivial phases with different winding numbers can not be
in the neighboring of each other. Each type of boundary states has its specific phases
around it which are different from the other types.
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Figure 4.8: One-dimensional BDI class: Energy (upper panels) and group velocity (lower
panels) for 6th (left panel) and 8th (right panel) steps with β = (α+ π)/3. The
Dirac cone and Fermi arc boundary states have linear and nonlinear dispersive be-
haviors, respectively. The flat bands boundary states are dispersionless. Scanning
α within [0,π] confirms gap-closure through different types of boundary states.

For flat bands boundary states, the neighboring phases are non-trivial ones with
the same winding number. In contrast, we observe that the Dirac cone boundary
states reside at the border of two trivial phases. Finally, it is only the Fermi arc
boundary states that separate two distinctive phases from one another. Therefore, the
topological phase transitions in flat bands and Dirac cones are between two identical
phases whereas, at Fermi arcs, we have a transition from one phase to another one.

If the rotation angles are independent of each other, only one type of boundary
state can be simulated in each step. In contrast, if the two rotation angles are linearly
related to each other, all three types of Dirac cone, Fermi arc, and flat bands for
gapless energy bands emerge in a single step. In addition, cell-like structures start
to form in specific steps (see Fig. 4.6). The cells are characterized by two flat bands
boundary states acting as cell’s walls. Inside these walls, we find two Fermi arcs with
a Dirac cone between them. The phases inside each cell are two non-trivial phases
with the winding number +1 and −1, and two trivial phases (see Fig. 4.9). Therefore,
we observe a simulation of all three topological phases of the BDI class as well as
all three types of boundary states available for one-dimensional systems in these
cell-like structures.

The energy bands with Dirac cone boundary states are linearly dispersing. Whereas
the Fermi arc boundary states have nonlinear dispersive behaviors. In the case of
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Figure 4.9: In upper left panel and upper right panel, the winding number (topological
invariant) and boundary (edge) states for two cases of position-independent
(β = (α+ π)/3) and position-dependent (α = α1 tanh(x/3) with x = 5) rotation
angle α are plotted. Only at neighboring of for Fermi arc boundary (edge) states,
two distinct topological phases reside. In contrast, the phases around flat bands
and Dirac cone boundary states are identical. The topological phases around flat
bands are non-trivial ones while for Dirac cones, they are trivial ones. In lower
panel, the Bloch sphere of n (blue curves) as kx traverses the first Brillouin zone
for 6th step with β = (α+ π)/3 is presented. For flat bands, n stays at the origin,
for Dirac cone case, it spans the diameter of the sphere. In the case of Fermi arcs,
it forms a closed loop passing the origin.

the flat bands, the energy bands are dispersionless. In fact, the group velocities that
are independent of kx are known as dispersionless transport and dependency on kx
indicates that we have dispersive transportation. The presence of flat bands indicates
the existence of a macroscopic number of degenerate localized states.

The next issue is the creation of the edge states with this quantum walk. To do
so, we use a position-dependent rotation angle for one of the coin operators. Such
a consideration omits the translationally invariant of the quantum walk but all the
three symmetries remain intact. The position dependency is considered via

α =
1

2
(α1 +α2) +

1

2
(α1 −α2) tanh(x/3), (4.28)

in which we limit our study to α2 = −α1 giving us the position-dependent rotation
angle as α = α1 tanh(x/3). We consider a linear relation between the rotation angles
in form of β = (α+ π)/3. This enables us to have an inhomogeneous quantum walk
which can simulate topological phases with different topological invariants. We focus
only on the edge states with E = 0 and ±π.

We observe topologically distinct phases around boundary states in Fig. 4.9. This
points out to the presence of a single localized state with energy 0 and ±π in the
boundary state. Therefore, there are edge states with energy 0 and ±π. In the
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Figure 4.10: One-dimensional AIII class: Modification of energy as a function of momentum
and rotation angle α for two cases of β = π/3 (upper panel) and β = (α+ π)/3
(lower panel). We observe a simulation of both Dirac cone and Fermi arc
boundary states together. The gap-closure can happen for arbitrary values of
the kx. The numbers of the boundary states and topological phases change
step-dependently.

inhomogeneous quantum walk, the position-dependent rotation angle induces the
possibility of defining the topological invariant locally which could vary from one
position to another one.

The question may arise whether we can simulate cell-like structures that we
reported before for the inhomogeneous quantum walk in real space. To this end, we
focus on a specific position (x = 5) and study the emergence of the cell-like structures.
Plotted diagrams (Fig. 4.7) confirm the formation of these cell-like structures for the
inhomogeneous quantum walk. These cells are identical to those observed before
with the exception of shifting the whole structure to other values of the rotation angle
(compare Figs. 4.6 and 4.7). The similarity indicates that we have a simulation of
different topological phases of BDI family in real space. In addition, the created edge
states could be in the forms of Fermi arc, Dirac cone, and flat bands.

One-dimensional AIII and CII classes

In AIII class, only the CHS is present. Therefore, we should build the protocol in a
way that the PHS and TRS are broken. To break the PHS, we consider the rotation
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Figure 4.11: One-dimensional AIII class: Energy (up panel) and group velocity (down panel)
with α = β = π/3 for six steps. The formations of Fermi arcs happen for arbitrary
values of kx step-dependently.

angles being around a new axis of φ = 1√
2
(0, 1, 1). The protocol for such a walk is

then given by

Û = Ŝ↑(x)ĈαŜ↓(x)Ĉβ, (4.29)

in which Ĉβ = e−i
Tβ
2 φ.σ and likewise Ĉα are step-dependent coin operators around

the new axis. The shift operators are exactly the same as those used in simulation of
the BDI class, hence Ŝ↓(x) = e

ikx
2 (σz+1) and Ŝ↑(x) = e

ikx
2 (σz−1). The energy bands for

the quantum walk with this protocol are found as

E = ± cos−1
(
−
1

2
λαλβ[1+ cos(kx)] + κακβ cos(kx) +

1√
2

sin(
Tα

2
+
Tβ

2
) sin(kx)

)
. (4.30)

According to the obtained energy bands, we can highlight two issues:

I) If we set α = β = ±(2c+ 1)π/T , the energy bands would be nonlinear functions
of the kx, hence Fermi arc boundary states.

II) In case of α = β = ±2cπ/T , the energy bands reduce to E = ±kx, which
indicates Dirac cone boundary states.
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To find n, we use the protocol of the quantum to find the components of d as

dx =
λβ

2
[
√
2κα sin(kx) + λα(1− cos(kx))],

dy =
λακβ√
2

+
λβ

2
[λα sin(kx) +

√
2κα cos(kx)],

dz =
1

2
[λαλβ sin(kx) − 2κακβ] +

1√
2

sin(
T(α+β)

2
) cos(kx). (4.31)

To Build the CHS operator, we find A perpendicular to n as

A =


κβ

−λβ/
√
2

λβ/
√
2

 . (4.32)

The absence of the PHS and the presence of CHS enforce the TRS to be absent.
This is because, if two of these symmetries are present, the existence of the third
one is guaranteed. The group velocity for this quantum walk is obtained as V(kx) =
±nz(kx).

To build the protocol simulating CII class, we use the AIII protocol and the method
of doubling procedure. In the doubling procedure, we consider the walker with two
internal states to have two additional internal states which we call flavor. We denote
these flavors by indexes A and B. The protocol of the quantum walk for simulating
CII class should be diagonal in the flavor index

Û =

Ûb 0

0 Ûtb

 , (4.33)

in which Ûb is the protocol given in Eq. (4.29) for simulation of the AIII class. Ûb and
Ûtb acts on flavors A and B, respectively and t stands for transpose. The new protocol
has three symmetries of CHS, PHS, and TRS. The CHS operator is obtained by CHS
operator of the AIII protocol in form of Γ̂ = diag[Γ̂ , Γ̂∗] and it squares to +Î. The
TRS operator is given by T̂ = iτyK̂ in which τy is a Pauli matrix. It should be noted
that τi are Pauli matrices acting on flavors A and B while Pauli matrices of σi act on
the other two internal states. The TRS operator squares to −Î. The PHS operator is
then obtained by using the CHS and the TRS operators P̂ = Γ̂ T̂ and it squares to −Î.
Therefore, it is evident that Hamiltonian has the requirements to simulate topological
phases of CII class in one dimension.

The first noticeable issue for the protocol of AIII is that gap-closure can happen
at arbitrary values of the kx (see Figs. 4.10 and 4.11). This is in contrast to the
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Figure 4.12: One-dimensional AIII class: Energy (up panels) and group velocity (middle
panels) for T = 6th (up left panel) and 8th (up right panel) with β = (α+ π)/3.
In energy diagrams, we observe the phase structure as a function of the rotation
angle. In group velocity diagrams, we observe nonlinear and linear modifications
of group velocity for Fermi arc and Dirac cone boundary states, respectively.
The swapping of the group velocity’s sign to the opposite happens at gapless
points of energy bands. In the lower panel, we have Bloch sphere presentation
of n (blue curves) as kx traverses the first Brillouin zone for T = 6th with
β = (α+ π)/3. The closed loops indicate non-trivial topological phases with the
clockwise winding direction giving γ = −1 and counterclockwise γ = 1. Trivial
phases have open loops and for the boundary states, n passes the origin.

protocols for BDI and D classes in which the gap-closure could happen in only a
limited number of the kx. The boundary states are in the forms of Dirac cone and
Fermi arcs and the behavior of the group velocity for this protocol is similar to what
we observed in the case of BDI class (see Fig. 4.12).

One-dimensional D and DIII classes

For the simulation of the one-dimensional D class topological phases, the Hamiltonian
should retain only the PHS symmetry while the CHS and the TRS are absent. To
ensure the presence of the PHS, we consider the coin operators to rotate internal
states in the xy plane. To break the CHS, we include an additional shift operator
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to the protocol. The protocol of the quantum walk for simulation of D class is then
given by

Û = Ŝ↑(x)ĈαŜ↓(x)ĈβŜ↑↓(x), (4.34)

in which the presence of Ŝ↑↓(x) breaks the CHS. Using the protocol, it is a matter of
calculation to find the energy bands in the form of

E = ± cos−1
(
κακβ[cos2(kx) − sin2(kx)] − cos(kx)λαλβ

)
. (4.35)

Three specific behaviors can be specified for energy bands:

I) If we consider α = β = ±(2c+ 1)π/T , the gap-closure happens linearly and
simultaneously only at kx = 0 and ±π (type one). On the other hand, for α = β =

±2cπ/T , the energy bands close their gap linearly and simultaneously at kx = 0,
±π/2 and ±π (type two). Therefore, we have two types of Dirac cone boundary
states.

II) Provided that β = ±(2c + 1)π/T and α = ±2cπ/T , energy bands become
independent of kx and constant, E = ±π/2. Therefore, the energy bands are flat
bands but not flat bands boundary states.

III) If the first condition is not admitted, the gap-closure will be nonlinearly,
therefore, the boundary states would be in the form of Fermi arc. To find n, we
calculate the components of d as

dx = −λακβ sin(kx),

dy = λακβ cos(kx) + καλβ,

dz = sin(kx)λαλβ − 2κακβ cos(kx) sin(kx). (4.36)

The obtained n does not lie on a plane containing the origin of the Bloch sphere for
variation of the kx in the first Brillouin zone. Since the Hamiltonian does not have the
CHS, one can conclude that the TRS is also absent for the effective Hamiltonian. The
matrix of the protocol has real-valued elements, therefore, the PHS operator would
be the complex conjugate operator, P̂ = K̂. Finally, the group velocity is calculated by

V(kx) = ±
sin(kx)λαλβ − 4κακβ cos(kx) sin(kx)√

1− [κακβ[cos2(kx) − sin2(kx)] − cos(kx)λαλβ]2
. (4.37)
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Figure 4.13: One-dimensional D class: Modification of energy as a function of momentum
and rotation angle α for two cases of β = π/3 (upper panel) and β = (α+ π)/3
(lower panel). In the upper panel, only one type of boundary states (Dirac cone
or Fermi arc) can be simulated in each step, while in the lower panel, we observe
a simulation of the two types of boundary states together. There are two types of
Dirac cone boundary states: the first type has gapless points at kx = 0 and ±π
while type two has additionally at kx = ±π/2. The size of topological phases
step-dependently decreases, hence increasing numbers of topological phases and
boundary states.

The method to build the protocol for simulating DIII is similar to the protocol of
the CII. In other words, we use the protocol given in Eq. (4.34) for simulating D class
with doubling procedure to obtain the protocol for DIII in the form of

Û =

Ûa 0

0 Ûta

 , (4.38)

in which Ûa is given by Eq. (4.34), Ûa and Ûta act on flavors A and B. The resultant
protocol has the three symmetries of CHS, PHS and TRS with P̂2 = Γ̂2 = +Î and
T̂2 = −Î which are necessary conditions for simulation of the DIII class of topological
phases in one dimension.

The protocol of the quantum walk with only PHS simulates only Dirac cone
and Fermi arc boundary states. Similar to the split-step protocol of BDI class, if
the rotation angles in D class are independent of each other, only one type of the
boundary states would be observed for the simulation (see Fig. 4.13). Whereas, by
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Figure 4.14: One-dimensional D class: Energy (upper panels) and group velocity (lower
panels) for T = 6 (left panel) and T = 8 (right panel) with β = (α + π)/3.
Scanning the α through a limited range shows the simulations of type one and
two Dirac cone, and Fermi arc boundary states. The place of topological phases
and boundary states change step-dependently. In the lower panel, the group
velocity around type one Dirac cone boundary state approximates to ≈ ±1 while
for the type two Dirac cone, it approximates to ≈ ±2. For all of these boundary
states, the sign of the group velocity swaps at the gapless point.

considering the rotation angles being a linear function of each other, we have the
simulation of both Fermi arc and Dirac cone boundary states in a single step. In
addition, a characteristic behavior would emerge which is the reminiscence of the
cell-like structure observed before. The new structures contain two Dirac cones as
the exterior of the structure and two Fermi arcs with an additional Dirac cone located
between them. The Dirac cone boundary states of the exterior are different from the
one between the Fermi arcs (see Fig. 4.13).

The first issue about the group velocity is its value which spans between [−2, 2]
(see Fig. 4.14). For Fermi arc boundary state, the group velocity is a nonlinear
function of the kx and it swaps sign at the phase transition point. For the Dirac cone
boundary state, the behavior of the group velocity depends on the type of the Dirac
cone boundary state. For type one, the group velocity is fixed around the phase
transition point to ±1 and at the phase transition point, it swaps from +1 to −1 or
vice versa. In contrast, for type two Dirac cone, the group velocity is fixed at ±2 and
the swapping at phase transition point happens between +2 to −2 or the opposite.
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4.2.2 Topological phenomena in two dimensions

Now, we turn our attentions to build the protocols to simulate observed topological
phases in two dimensions. For two dimensional systems, the topological phases are
observed for A, AII, C, D, and DIII classes. While this is the case, it was shown
that for Floquet operators describing the topological phases, it is possible to find
special phenomena such as multicriticality where phase boundaries cross each other
(Thakurathi et al., 2013; Molignini et al., 2018). Therefore, we also present the
protocols for BDI class which according to a non-driven system admits only trivial
phases in two dimensions.

Two-dimensional BDI class

For this class, we introduce two protocols including simple- and split-step ones. The
simple-step protocol is given by

Û = Ŝ↑↓(x,y)Ĉθ. (4.39)

The shift operator includes two other shift operators

Ŝ↑↓(x,y) = Ŝ↑↓(y)Ŝ↑↓(x), (4.40)

where

Ŝ↑↓(x) = |↑〉 〈↑|⊗
∑
x,y

|x+ 1,y〉 〈x,y|+ |↓〉 〈↓|⊗
∑
x,y

|x− 1,y〉 〈x,y| , (4.41)

Ŝ↑↓(y) = |↑〉 〈↑|⊗
∑
x,y

|x,y+ 1〉 〈x,y|+ |↓〉 〈↓|⊗
∑
x,y

|x,y− 1〉 〈x,y| , (4.42)

which by using the Fourier transformation, we rewrite them as Ŝ↑↓(x) = eikxσz and
Ŝ↑↓(y) = e

ikyσz .

The energy bands for this protocol are obtained as

E = ± cos−1
(
κθ cos(kx + ky)

)
. (4.43)

The energy bands close their gap only at E = 0 and ±π which we can find
analytically as

θE=π =
±2 cos−1[− sec(kx + ky)] + 4πc

T
, (4.44)
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θE=0 =
±2 cos−1[sec(kx + ky)] + 4πc

T
. (4.45)

The energy bands will be in the form of flat bands with E = π
2 provided that the

rotation angle admits

θE=π/2 =
4πc± π
T

. (4.46)

It is straightforward to find n in the form of

n =
1

sin(E)


κθ sin(kx + ky)

λθ cos(kx + ky)

−κθ sin(kx + ky)

 . (4.47)

The present protocol has three symmetries of CHS, PHS, and TRS. Since the
elements of the protocol’s matrix are real-valued, the PHS is present for this protocol
with the complex conjugate operator being the PHS operator. To find the CHS, we
first introduce A in the form of

A =


κθ

0

λθ

 , (4.48)

which gives us the CHS operator as

Γ̂ =

λθ κθ

κθ −λθ

 . (4.49)

The presence of the TRS is then guaranteed and its operator is given by Γ̂ K̂. Since
all three operators of the symmetries square to +Î, BDI class should be simulated by
this protocol in two dimensions. The group velocity for this quantum walk would
have two components in x and y directions

V(kx) = V(ky) = ±
cos(Tθ2 ) sin(kx + ky)√

1− [cos(Tθ2 ) cos(kx + ky)]2
, (4.50)

in which we have used V(kx) = ∂E/∂kx and likewise for V(ky).

In two-dimensional cases, the n maps a small area on a two-dimensional torus to
a small area on a Bloch sphere (Kitagawa et al., 2012). The winding number is no
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longer the topological invariant for the two-dimensional quantum walk. In contrast,
an integer number known as the Chern number is the topological invariant. The
Chern number measures the number of times that n covers the Bloch sphere as kx
and ky traverse the first Brillouin zone. The Chern number is calculated by

C =

∫π
−π

(
∂n

∂kx
× ∂n

∂ky

)
·nd

2k

4π
. (4.51)

It should be noted that instead of n, one can also plot the Bloch sphere presentation
of d for variations of kx and ky through the first Brillouin zone. If d covers the origin
and it does not pass the origin, then the Chern number is non-zero and we have a
non-trivial phase. If it does not cover the origin, then we have a trivial phase with
Chern number zero. Finally, d passing the origin represents a boundary state or
gapless energy bands. For the protocol in Eq. (4.39), the Chern number is equal to 0
for obtained n.

Next, we build up the split-step protocol for BDI class in two dimensions in the
form of

Û = Ŝ↑↓(y)ĈαŜ↑↓(x)Ĉβ, (4.52)

in which a single step of the quantum walk includes rotation of the internal states
by Ĉβ, then a displacement in x space with Ŝ↑↓(x), an additional rotation of internal
states with Ĉα and finally, a displacement of its position in y space with Ŝ↑↓(y). The
coin operators are given in Eqs. (4.17) and (4.18), while the shift operators in complex
space of k are Ŝ↑↓(x) = eikxσz and Ŝ↑↓(y) = eikyσz . The energy bands of the effective
Hamiltonian are found as

E = ± cos−1
(

cos(kx + ky) cos(
Tα

2
) cos(

Tβ

2
) −

cos(kx − ky) sin(
Tα

2
) sin(

Tβ

2
)

)
. (4.53)

For these energy bands, we find that:

I) If α = β = ±2cπ/T , then energy bands will linearly depend on kx and ky given
by E = ±(kx + ky), hence Dirac cone boundary states.

II) For α = β = ±(2c+ 1)π/T , energy bands become linear functions of kx and ky
given by E = ± cos−1(− cos(kx − ky)). This indicates possible Dirac cone boundary
states.

III) Provided that α = ±(2c+ 1)π/T and β = ±2cπ/T or vice versa, the energy
bands reduce to flat bands with E = ±π/2.
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Figure 4.15: Two-dimensional BDI class: Energy as a function of rotation angle and momenta
for β = π/3 with T = 3 (upper left panel), T = 6 (upper middle panel) and T = 8
(upper right panel). In the lower panel, we observe different types of boundary
states in three different steps as well as a case of trivial phase.

Next, we find the d which enables us to calculate n

dx = sin(kx + ky) cos(
Tα

2
) sin(

Tβ

2
) − sin(kx − ky) sin(

Tα

2
) cos(

Tβ

2
),

dy = cos(kx + ky) cos(
Tα

2
) sin(

Tβ

2
) + cos(kx − ky) sin(

Tα

2
) cos(

Tβ

2
),

dz = sin(kx − ky) sin(
Tα

2
) sin(

Tβ

2
) − sin(kx + ky) cos(

Tα

2
) cos(

Tβ

2
). (4.54)

The protocol has three symmetries of CHS and PHS and TRS. The operators of
symmetries are identical to those obtained for the split-step protocol simulating BDI
class in one dimension. Therefore, we have a protocol that simulates BDI class in two
dimensions. It is a matter of calculation to find the components of the group velocity
as

V(kx) = ±
sin(kx − ky) sin(Tα2 ) sin(Tβ2 ) − sin(kx + ky) cos(Tα2 ) cos(Tβ2 )√

1− γ2
, (4.55)

V(ky) = ±
− sin(kx − ky) sin(Tα2 ) sin(Tβ2 ) − sin(kx + ky) cos(Tα2 ) cos(Tβ2 )√

1− γ2
. (4.56)

For both of the BDI protocols in two dimensions, we observe a new type of flat bands
boundary state. In the one-dimensional case, flat bands boundary states emerged as
energy bands become independent of the kx (see Fig. 4.15). In contrast, for the two-
dimensional case with a split-step protocol, it is possible to have flat bands provided
that kx+ky = 0 and ±π. Therefore, flat bands are formed when energy bands depend
on both momenta. If we fix one of the momenta and varies the other one through
the first Brillouin zone, the Dirac cone boundary states would be observed for both
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Figure 4.16: Two-dimensional BDI class: Energy (upper panels) as a function of rotation angle
and momenta for β = (α+ π)/3, T = 6 (left upper panel) and T = 8 (right upper
panel). In the middle panel, we observe Dirac cones (provided ky = −π) and flat
bands (provided kx and ky traverse first Brillouin zone) and Fermi arc boundary
states. In right upper panel, a cell-like structure is emerged for α ∈ [−π/2,π/2].
The cell contains two flat bands, two Fermi arcs, and one additional flat bands.
Each cell also contains Dirac cones provided ky = −π. In the lower panel, d is
plotted for the first Brillouin zone. For gapless energy bands, d passes origin
while for gapped phases, it goes around it. The phases are trivial since d can not
cover the origin completely.

simple- and split-step protocols. For simple-step protocol, Fermi arc boundary states
are absent while in split-step protocol, due to cos(kx − ky) sin(Tα2 ) sin(Tβ2 ), Fermi arc
boundary states are observed as well. Therefore, the split-step protocol admits the
three types of boundary states while simple-step only simulates two of them.

The cell-like structure that was found for one-dimensional protocols of BDI class
can be obtained here as well. This is done if one of the rotation angles is a linear
function of the other one β = s1α+ s2 (see Fig. 4.16). The cells in two dimensions
contain two flat bands boundary states playing the role of the cell’s walls, two Fermi
arc boundary states, and one additional flat bands boundary state located between
the Fermi arc boundary states. The flat bands boundary state between the Fermi arcs
differs from those of the cell’s walls. If we fix one of the momenta and let the other
one varies, we also find Dirac cone boundary states in the cells. Therefore, a single
cell contains all three types of boundary states. As a final remark, we should point
out that Chern number for this case is also zero indicating simulation of the only
trivial phases.
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Two-dimensional A, AII and C classes

A class of the topological phases requires absences of all three symmetries. To this
end, we first break the PHS by performing at least one of the rotations around the φ
axis. To break the CHS, we include an additional shift operator to the protocol of the
quantum walk. This results in the following protocol

Û = Ŝ↑↓(y)ĈγŜ↑↓(x)ĈαŜ↑↓(x,y)Ĉβ, (4.57)

in which due to Ĉα and Ŝ↑↓(x,y), the PHS and CHS are broken, respectively. As for
the coin operators, Ĉα = e−i

Tα
2 φ.σ, Ĉβ is given in Eq. (4.18) and Ĉγ is likewise. Using

the protocol, we can find the energy bands as

E = ± cos−1
(√

2λα

2
[κβκγ sin (2kx + 2ky) − λβκγ − κβλγ cos (2ky) − λβλγ sin (2kx)] +

κα[κβκγ cos (2kx + 2ky) − λβλγ cos (2kx)]
)

, (4.58)

in which the energy bands’ behaviors can be described in the following cases:

I) If α = β = γ = ±2cπ/T , the energy bands become linear functions of the
momenta, hence Dirac cone boundary states can be resulted.

II) In case of β = ±2cπ/T with α = γ = ±(2c+ 1)π/T , the energy bands become
independent of ky and they will be linear functions of the kx.

III) By setting γ = ±2cπ/T with α = β = ±(2c+ 1)π/T , the energy bands will be
independent of momenta and flat bands with E = ±π/4 would be resulted.

It is a matter of calculation to find the d as

dx =

√
2λα

2
[κβλγ cos (2kx) − λβκγ cos (2kx + 2ky) − λβλγ sin (2ky)] +

κα[λβκγ sin (2kx + 2ky) − κβλγ sin (2kx)],

dy =

√
2λα

2
[κβκγ + κβλγ sin (2kx) + λβκγ sin (2kx + 2ky) − λβλγ cos (2ky)] +

κα[κβλγ cos (2kx) + λβκγ cos (2kx + 2ky)],

dz =

√
2λα

2
[κβκγ cos (2kx + 2ky) + κβλγ sin (2ky) + λβλγ cos (2kx)] −

κα[λβλγ sin (2kx) + κβκγ sin (2kx + 2ky)]. (4.59)
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Figure 4.17: Two-dimensional A (upper panel) and D (lower panel) classes: Modification of
energy with α = π/3 and γ = π/4 for subsequent steps of T = 2, 3 and 6. The
structures of the simulated topological phenomena change step-dependently for
both classes. Usually, each step includes both Dirac cone and Fermi arc boundary
states with characteristic flat bands boundary states except for T = 3 of D class.

Next, we find the components of the group velocity

V(kx) = ± sin(E)−1
(
2καλβλγ sin (2kx) +

√
2λακβκγ cos (2kx + 2ky) −

2κακβκγ sin (2kx + 2ky) −
√
2λαλβλγ cos (2kx)

)
, (4.60)

V(ky) = ± sin(E)−1
(
2
√
2λακβκγ cos (2kx + 2ky) − 4κακβκγ sin (2kx + 2ky) +

2
√
2λακβλγ sin (2ky)

)
. (4.61)

The protocol of A class alongside the using doubling procedure can produce the
necessary protocols for simulating AII and C classes. As we recall, the doubling
procedure requires consideration of two additional internal states for the walk. For
AII class, we find the proper protocol as

Û =

Ûd 0

0 1

 e−iτyσyφ/2
1 0

0 Ûtd

 , (4.62)

where τy is a Pauli matrix related to the two additional internal states (flavors) and Ûd
is given in Eq. (4.57). This protocol has only the TRS with squaring to −Î. Therefore,
it indeed simulates AII class in two dimensions. As for the C class, we use a rather
different formula for building its proper protocol. The formula is given by
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Figure 4.18: Two-dimensional A class: Modification of energy (upper panel) and d (lower
panel) with T = 2 and α = π/3. The d surfaces are plotted by variation of the
momenta through the first Brillouin zone. We observe simulations of trivial
phases (β = π/12 and π/2), non-trivial ones β = π/4, and boundary states
(β = π/6, π/3 and 2π/3). In case of boundary states, d passes the origin.

Û =

Ûd 0

0 Û∗d

 , (4.63)

in which ∗ stands for complex conjugate. This protocol has only the PHS with
operator of P̂ = iτyK̂ which squares to P̂2 = −Î. Therefore, the protocol can simulate
C class of topological phases in two dimensions.

As we highlighted before for A class, by tuning the rotation angles, we are able
to produce energy bands that are independent of one of the momenta or linear
functions of them. The Dirac cone boundary states are found if we fix one of the
momenta and let the other one varies. The flat bands and Fermi arc boundary states
are formed when both of the momenta traverse the first Brillouin zone. Therefore,
we can simulate three types of the Fermi arc, Dirac cone, and flat bands boundary
states (see Fig. 4.17).

Regarding the phase structure of the simulated A class, our case study in a limited
range of rotation angle shows that two trivial phases can be found between two
non-trivial ones (see Fig. 4.18). Therefore, we have two types of phase transitions: a
transition between two similar phases (trivial to trivial) and a transition between two
different phases (trivial to non-trivial).

Two-dimensional D and DIII classes

Similar to its one-dimensional counterpart, the topological phases of class D requires
the system having only the PHS. To achieve this, we consider the following protocol
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Û = Ŝ↑↓(x)ĈβŜ↑↓(y)ĈαŜ↑↓(x,y)Ĉβ, (4.64)

where Ŝ↑↓(x,y) breaks the CHS, and since the matrix elements are real and rotation
matrices are in xy plane, the PHS is preserved for this protocol. The TRS should
automatically be absent since its presence would lead to the presence of the CHS.
The energy bands for this protocol are found as

E = ± cos−1
(
κα[cos(Tβ) cos(kx) cos(kx + 2ky) − sin(kx) sin(kx + 2ky)] −

λα sin(Tβ) cos2(kx)
)

. (4.65)

The followings could be pointed out regarding the energy bands:

I) If α = β = ±(2c+ 1)π/2T , then energy bands will be independent of ky and
gap-closure happens nonlinearly. In addition, by setting α = β = ±2cπ/T and
provided kx = ±(2c+ 1)π/2 ky = ±cπ, the energy bands close their gap nonlinearly.
Therefore, Fermi arc boundary states are observable for both cases.

II) In case of α = β = ±2cπ/T and appropriate values of kx and ky, the gap-closure
will be linearly, and therefore, the boundary states are Dirac cone type.

Next, we find d (hence n) in form of

dx = 2λβ sin (kx) [κακβ cos (kx + 2ky) − λαλβ cos (kx)],

dy = λακ
2
β − λαλ

2
β cos (2kx) + 2κακβλβ cos (kx) cos (kx + 2ky) ,

dz = λακβλβ sin (2kx) − κα[κ
2
β sin (2 (kx + ky)) + λ

2
β sin (2ky)]. (4.66)

The symmetry operator of the PHS is the complex conjugate operator, K̂, since the
matrix elements of the protocol are all real-valued. The PHS operator squares to +Î

which brings us to the simulation of the D class of the topological phases in two
dimensions. The group velocity can be calculated as

V(kx) = ± sin(E)−1
(
2λα sin(Tβ) sin(kx) cos(kx) − cos(kx + 2ky) sin(kx)λα (4.67)

[1+ cos(kx + 2ky)] − κα cos(kx) sin(kx + 2ky)[1+ cos(Tβ)]
)

,

V(ky) = ±
−2κα cos(Tβ) cos(kx) sin(kx + 2ky) − 2κα sin(kx) cos(kx + 2ky)

sin(E)
. (4.68)
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Figure 4.19: Two-dimensional D class: Modification of energy (upper panel) and d (lower
panel) with T = 3, α = π/3 and γ = π/4. We observe two trivial phases for
β = 0 and π/3, a non-trivial phase for β = π/2 and three boundary states for
β = −π/4, π/4, and 3π/4. Two trivial phases reside next to each other followed
by a non-trivial phase.

Using the doubling procedure, we find the protocol of the quantum walk simulating
the topological phases of the DIII class as

Û =

Ûc 0

0 Ûtc,

 , (4.69)

in which Ûc is Eq. (4.64) and this protocol has PHS, TRS and CHS with their operators
given by K̂, iτyK̂ and P̂T̂, respectively. Therefore, the squares of their operators would
read as P̂2 = +Î, T̂2 = −Î and Γ̂2 = +Î, hence enabling the simulation of the DIII
class of the topological phases in two dimensions.

For the two-dimensional protocol simulating D class, similar to previous cases, it
is possible to have boundary states in three forms of Dirac cone, Fermi arc, and flat
bands (see Fig. 4.17). The conditions for Fermi arc boundary states are presented
before. For the Dirac cone boundary states, we need to fix one of the momenta and
let the other one varies. Whereas for the flat bands, the two momenta should traverse
the [−π,π].

In the phase structure of the protocol of the D class, we showed that at the
neighbors of each phase, there are two phases that are different from that phase (see
Fig. 4.19). Therefore, in contrast to the protocol of A class, the only type of phase
transition observed in the protocol of D class is between two different phases of
trivial to non-trivial or vice versa.
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4.2.3 Topological phenomena in three dimensions

In this section, we introduce five protocols to simulate different classes of the topolog-
ical phases in three dimensions. Before we do so, we should highlight a few issues
regarding the three-dimensional phases.

Schnyder et al. pointed out that for some of the topological phases such as
insulators and superconductors in three dimensions, the Hamiltonian should possess
the minimal number of four energy bands (Schnyder et al., 2008; Ryu et al., 2010;
Chiu et al., 2016; Zhang et al., 2018). This means that system should have at least four
internal states. In contrast, there are Weyl semimetallic phases that can be described
by Hamiltonians with only two bands of energy. In what follows, we introduce
protocols with two internal states and then use the doubling procedure to build
Hamiltonians with four energy bands. Our approach is motivated by the following
points:

I) It is possible to use the method of dimensional reduction and relate different
families of the topological phases from a dimension to another one (Ryu et al., 2010).
The procedure requires compactification of one or more spatial dimensions similar to
Kaluza-Klein approach.

II) Our protocols in three dimensions can produce Hamiltonians with two bands of
energy that can simulate Weyl semimetallic phases (Okugawa and Murakami, 2014;
Weng et al., 2015; Burkov, 2016; Yokomizo and Murakami, 2017; Armitage et al., 2018;
Rafi-Ul-Islam et al., 2020). Naively speaking, the Hamiltonians with two bands of
energy have only three anticommuting terms given by Pauli matrices which vanish
at discrete points in the first Brillouin zone. This will lead to the formation of the
Weyl semimetallic phases (Li and Chen, 2019).

III) Finally, the Hamiltonians with two bands of energy can be used as building
blocks of the Hamiltonians with four bands of energy. This is done via the doubling
procedure.

The protocols devised by doubling procedure can be decomposed in the following

forms; If the protocols are produced using Û ′ =

Û 0

0 Ût

, the decomposition would

be

Û ′ = d0τ0 ⊗ σ0 − Id1τ0 ⊗ σ1 − Id2τ3 ⊗ σ2 − Iτ0 ⊗ σ3, (4.70)
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On the other hand, if the doubling procedure has used Û =

Û 0

0 Û∗

, the

decomposition of the resulted protocol would be

Û ′ = d0τ0 ⊗ σ0 − Id1τ3 ⊗ σ1 − Id2τ0 ⊗ σ2 − Iτ3 ⊗ σ3, (4.71)

in which σi and τi are Pauli matrices for the two internal states of |↑〉 and |↓〉, and two
flavors of A and B, respectively. These decompositions are necessary for calculating
the topological invariant.

Finally, due to the size of the calculated d and components of the group velocity
for three-dimensional cases, we provide them in appendix 7.3.

Three-dimensional BDI class

According to non-driven topological phases, in the three-dimensional BDI class, only
trivial phases can be observed. While this is the case, for driven systems, the situation
could be rather different; Although only trivial phases could be observed for driven
systems as well, there are other phenomena such as mulitciriticality could emerge.
Therefore, we start our discussion by building two protocols for BDI class in three
dimensions.

The first protocol is simple-step with the following structure (Panahiyan and
Fritzsche, 2021)

Û = Ŝ↑↓(z)Ŝ↑↓(y)Ŝ↑↓(x)Ĉθ, (4.72)

with shift operators given as

Ŝ↑↓(x) = |↑〉 〈↑|⊗
∑
x,y,z

|x+ 1,y, z〉 〈x,y, z|+ |↓〉 〈↓|⊗
∑
x,y,z

|x− 1,y, z〉 〈x,y, z| , (4.73)

Ŝ↑↓(y) = |↑〉 〈↑|⊗
∑
x,y,z

|x,y+ 1, z〉 〈x,y, z|+ |↓〉 〈↓|⊗
∑
x,y,z

|x,y− 1, z〉 〈x,y, z| , (4.74)

Ŝ↑↓(z) = |↑〉 〈↑|⊗
∑
x,y,z

|x,y, z+ 1〉 〈x,y, z|+ |↓〉 〈↓|⊗
∑
x,y,z

|x,y, z− 1〉 〈x,y, z| , (4.75)

in which we use the Fourier transformation to find them as Ŝ↑↓(x) = eikxσz , Ŝ↑↓(y) =
eikyσz , and Ŝ↑↓(z) = eikzσz where kx, ky and kz span the first Brillouin zone. The
energy bands of this protocol are found as

E = ± cos−1
(
κθ cos(kx + ky + kz)

)
, (4.76)
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which have gap-closure at E = 0 and ±π for

θE=π =
±2 cos−1[− sec(kx + ky + kz)] + 4πc

T
, (4.77)

θE=0 =
±2 cos−1[sec(kx + ky + kz)] + 4πc

T
. (4.78)

and energy bands become flat bands if

θE=±π/2 =
4πc± π
T

. (4.79)

Next, we find n as

n =
1

sin(E)


κθ sin(kx + ky + kz)

λθ cos(kx + ky + kz)

−κθ sin(kx + ky + kz)

 . (4.80)

Like its one- and two-dimensional counterparts, the protocol has three symmetries
of the CHS, PHS, and TRS. The PHS operator is the complex conjugate operator. The
CHS operator is found by using A = (κθ, 0, λθ). The TRS operator is obtained by Γ̂ P̂.
The squaring of all the three symmetry operators yield +Î which indicates simulation
of the BDI class. Finally, we find the components of the group velocity admitting
Vkx = Vky = Vky = ±nz which puts a limit on the values that group velocity can
attain.

Next, we modify the simple-step protocol into split-step in the form of

Û = Ŝ↑↓(z)ĈγŜ↑↓(y)ĈαŜ↑↓(x)Ĉβ, (4.81)

where the coin and shift operators are given in Eqs. (4.17), (4.18) and (4.73)-(4.75),
and the coin operator Ĉγ is likewise Ĉβ. The energy bands associated to this protocol
are found as

E = ± cos−1
(

cos(kx + ky + kz)κγκακβ − cos(kx − ky − kz)κγλαλβ −

cos(kx − ky + kz)λγλακβ − cos(kx + ky − kz)λγκαλβ

)
. (4.82)

For the obtained energy bands, we find the followings:

I) By considering α = β = ±(2c + 1)π/T and γ = ±2cπ/T , the energy bands
become linear functions of the momenta which indicates that boundary states are
Dirac cone type. The same takes place if β = γ = ±2cπ/T and α = ±(2c+ 1)π/T .
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II) In case of β = α = γ = ±(2c+ 1)π/T or β = α = γ = ±2cπ/T , the energy bands
would be flat with E = ±π/2.

III) If the last two conditions are not met, the gap-closure would be nonlinear.

The components of the d and group velocity are given in Eqs. (7.14) and (7.15). The
split-step protocol here has three symmetries of the CHS, PHS, and TRS. The PHS
operator is the same as the simple-step protocol while to build the CHS protocol, we
use A = (κβ, 0, λβ) and TRS operator is found by the other two symmetry operators.
All the three symmetry operators admit the squaring of +Î, hence the protocol
simulating BDI class.

Three-dimensional D and DIII classes

To break the CHS and TRS and retain the PHS, we consider the following protocol

Û = Ŝ↑↓(z)ĈζŜ↑↓(y)ĈγŜ↑↓(x)ĈαŜ↑↓(x,y, z)Ĉβ, (4.83)

where Ŝ↑↓(x,y, z) breaks the CHS and the absence of CHS removes the TRS as well.
Ŝ↑↓(x,y, z) is given by

Ŝ↑↓(x,y, z) = |↑〉 〈↑|⊗
∑
x,y,z

|x+ 1,y+ 1, z+ 1〉 〈x,y, z|+

|↓〉 〈↓|⊗
∑
x,y,z

|x− 1,y− 1, z− 1〉 〈x,y, z| . (4.84)

The energy bands are calculated as

E = ± cos−1
(
κακβ[κγκζ cos (2kx + 2ky + 2kz) − λγλζ cos (2kx + 2kz)]

−καλβ[λγκζ cos (2kx) + κγλζ cos (2kx + 2ky)] − λαλβ[κγκζ − λγλζ cos (2ky)]

−λακβ[λγκζ cos (2ky + 2kz) + κγλζ cos (2kz)]
)

, (4.85)

which can have the following indications:

I) If β = ±(2c+ 1)π/T , α = γ = ζ = ±2cπ/T , the energy bands will become linear
dependent on the momenta. Therefore, the gap-closure happens linearly, hence
Dirac cone boundary states. On the other hand, by setting α = ζ = ±2cπ/T and
β = γ = ±(2c+ 1)π/T , the energy bands become independent of momenta ky and kz
while it is linear function of kx which indicates Dirac cone boundary states.

II) In case of γ = ζ = ±2cπ/T , the energy bands reduce to E = ± cos−1(±λαλβ).
Therefore, if any gap-closure happens, it would be in form of flat bands. This is
similar to the flat bands observed in the one-dimensional case and different from the
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ones in two dimensions. It is worthwhile to mention that we have a network of flat
bands including flat bands boundary states in this case.

III) If the last two conditions are not satisfied for the energy bands, the gap-closure
would be in nonlinear form, hence Fermi arc boundary states.

Next, we calculate d (hence n) and components of group velocity resulting in Eqs.
(7.16) and (7.17), respectively. The protocol only admits the PHS with the symmetry
operator being the complex conjugate operator since all the elements of the protocol’s
matrix are real-valued. It is straightforward to find P̂2 = +Î. Therefore, the protocol
simulates phases of the D class in three dimensions which are only trivial ones.

Now, we are in a position to build a protocol that simulates DIII topological phases
in three dimensions. We use the doubling procedure which gives us the protocol as

Û =

Ûe 0

0 Ûte

 , (4.86)

where Ûe is given by Eq. (4.83). The protocol has PHS, TRS, and CHS with P̂2 = +Î,
T̂2 = −Î and Γ̂2 = +Î and it can simulate DIII family of the topological phases.

Three-dimensional AIII and CII classes

In AIII class of the topological phases, the CHS symmetry is present while PHS and
TRS are absent. To break the PHS, we perform at least one of the rotations by coin
operators in a non-xy plane. To this end, we consider the following protocol

Û = Ŝ↑↓(z)ĈγŜ↑↓(y)ĈαŜ↑↓(x)Ĉβ, (4.87)

where the rotation matrices rotate the internal states with respect to φ = 1√
2
(0, 1, 1).

The energy bands of this protocol are obtained as

E = ± cos−1
([
2λακβκγ + 2καλβκγ + 2κακβλγ − λαλβλγ

] sin (kx + ky + kz)

2
√
2

−
1

2
[λαλβκγ cos (kx − ky − kz) + καλβλγ cos (kx + ky − kz) + λακβλγ cos (kx − ky + kz)]

+[2κακβκγ − λαλβκγ − λακβλγ − καλβλγ]
cos (kx + ky + kz)

2

+ [sin (kx − ky − kz) − sin (kx + ky − kz) − sin (kx − ky + kz)]
λαλβλγ

2
√
2

)
. (4.88)

Evidently, in case of α = β = γ = ±2cπ/T , the energy bands will be linear
functions of momenta. Therefore, the boundary states are in the form of Dirac cone
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boundary states. Otherwise, the gap-closure will happen nonlinearly, hence Fermi
arc boundary states.

Next, we find d and group velocity as (7.18) and (7.19), respectively. The rotation
of internal states around the φ axis breaks the PHS. The absence of the PHS enforces
the absence of TRS. The symmetry operator of the CHS is squaring to +Î which
is a necessary condition to simulate AIII class of the topological phases in three
dimensions with this protocol of the quantum walk.

Similar to its two-dimensional counterpart, by using the protocol for simulation of
the AIII class and doubling procedure, we can build

Û =

Ûf 0

0 Ûtf

 , (4.89)

in which Ûf is given by Eq. (4.87). The symmetries of this protocol are PHS, TRS,
and CHS with P̂2 = −Î, T̂2 = −Î and Γ̂2 = +Î. Therefore, this protocol simulates
three-dimensional topological phases of the CII class.

Three-dimensional A, AII and C classes

To build a protocol simulating topological phases of AII class in three dimensions,
we first need to introduce a protocol for simulating trivial phases of the A class in
three dimensions. Such a protocol has the following form

Û = Ŝ↑↓(z)ĈζŜ↑↓(y)ĈγŜ↑↓(x)ĈαŜ↑↓(x,y, z)Ĉβ, (4.90)

in which rotation matrix Ĉα is rotation around φ axis which breaks the PHS and
Ŝ↑↓(x,y, z) does the the same for the CHS. It should be noted that the other coin
operators are rotation matrices in the xy plane. The energy bands of this protocol are
given by

E = ± cos−1
(
κακβκγκζ cos (2kx + 2ky + 2kz) +

λακβκγκζ sin (2kx + 2ky + 2kz)√
2

+[λζ cos (2ky) − κζ sin (2kx)]
λαλβλγ√

2
−
λαλβκγκζ√

2
− καλβλγκζ cos (2kx)

−καλβκγλζ cos (2kx + 2ky) − κακβλγλζ cos (2kx + 2kz)

+
λα√
2

[
λβκγλζ sin (2kx + 2ky) + κβλγλζ sin (2kx + 2kz)

+κβλγκζ cos (2ky + 2kz) + κβκγλζ cos (2kz)
])

. (4.91)

The followings can be highlighted for the energy bands:
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I) By setting α = β = γ = ζ = ±2cπ/T , the energy bands become linear functions
of the momenta, therefore indicating the presence of Dirac cone boundary states.
Additionally, if α = β = γ = ±(2c+ 1)π/T and ζ = ±2cπ/T , the energy bands will
be independent of momenta ky and kz and linear functions of kx, hence Dirac cone
boundary states.

II) In case of α = β = ±(2c+ 1)π/T and γ = ζ = ±2cπ/T , flat bands with energy
of E = ±π/4 are formed.

III) If the last two conditions are not admitted, the gap-closure for energy bands
will be nonlinearly, hence Fermi arc boundary states.

Next, it is a matter of calculation to find d and group velocity in Eqs. (7.20) and
(7.21), respectively.

As we pointed out before, for the protocol simulating A class introduced in Eq.
(4.90), all the three symmetries are absent. This enables us to use this protocol
alongside the doubling procedure to introduce two new protocols for simulating AII
and C classes in three dimensions. For AII class, we find its simulating protocol in
the quantum walk as

Û =

Ûg 0

0 1

 e−iτyσyφ/2
1 0

0 Ûtg

 , (4.92)

where Ûg is given by Eq. (4.90). This protocol has only the TRS with T̂2 = −Î.
Therefore, AII class of the topological phases can be simulated by this protocol. The
other protocol which simulates trivial phases of the C class is given by

Û =

Ûg 0

0 Û∗g

 , (4.93)

which admits presence of only the PHS with T̂2 = −Î. This indicates the simulation
of trivial phases of C class in three dimensions.

4.2.4 On the controllability of the simulated topological phenomena

Through previous sections, we considered step-dependent coins in the protocols of the
quantum walks in different dimensions. The utmost result of such consideration was
step-dependent Hamiltonians, energy bands, n, group velocities, and in general, step-
dependent simulated topological phenomena. This step-dependency indicates that
from one step to another one, the phase structure, including phases and boundary
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states, would be different. The numbers of the phases and boundary states are
increasing functions of the step number. Therefore, as the quantum walk proceeds,
the number of phases and boundary states would increase, and consequently, the
rotation angles in which boundary states and or phases could emerge are modified
as well. In addition, the size of the phases shrinks as step number increases.

These features point to the possibility of a high-level control provided through
step number of the quantum walk. To put it more simply, by using the step num-
ber, tuning the rotation angles, and employing proper protocol, we can determine
where and when a certain phase appears or the energy bands close their gaps. For
example, for BDI class of one-dimensional walk, we showed that if in the split-step
protocol, rotation angles are not linearly related, we can simulate only one type of
the boundary states in the walk, hence one type of dispersive behavior for the walker.
By considering a linear relation between the rotation angles, we had emergences of
cell-like structures that contained all three types of the boundary states and all phases
observable in BDI class in one dimension. Therefore, we observe that our introduction
of step-dependent coins into the protocol of the quantum walks provides us with a
high level of control over the simulation of the topological phases, boundary states,
and in general the properties of the simulated topological phenomena.

4.2.5 Critical exponents, scaling law and correlation function

In Landau paradigm, the usual second-order (quantum) phase transition of the
system can be characterized by a series of parameters that are known as critical
exponents. The critical exponents are universal parameters that describe the behavior
of the system near the critical point. These parameters are used to classify materials
with similar critical behavior.

For topological phases of the matter, the modification in the topological invariant
and formation of the boundary states indicate a phase transition. In general, to find
the topological invariant and study its modification, one uses the curvature function.
The curvature function is defined as the function whose momentum space integration
gives the topological invariant.

In a series of studies, it was shown that the curvature function can be used
to extract critical exponents and scaling laws governing the topologically ordered
materials. In addition, via the Fourier transformation of the curvature function, it
was possible to find the correlation function. Due to the geometrical nature of the
curvature function, the approach is not limited to specific materials, rather applicable
to different topological phases of materials observed in arbitrary dimensions.
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As we established before, the quantum walk can simulate different topological
phases that are observed in condensed matter. Here, the question would arise on
how the critical exponents, scaling law, correlation function, and in general critical
behavior of the system can be characterized in terms of simulation’s parameters,
hence coins and shift operators of the quantum walk.

Curvature function and critical properties of the system

The curvature function is built by using Berry curvature or connection depending on
the dimensionality of the system. The Berry curvature is calculated with eigenstates
of the Hamiltonian describing the system. Therefore, we use the eigenstates to find
the curvature function.

The D-dimensional Hamiltonian describing topological phases of matter is parame-
terized by two distinct sets of parameters; k which are momenta in D dimensions and
tunable parameters in the Hamiltonian, M. The topological invariant is calculated by
integration of the curvature function over the first Brillouin zone (BZ)

γ(M) =

∫
BZ
F(k,M)

ddk

(2π)d
, (4.94)

in which F(k,M) is the curvature function. Different topological phases and their
corresponding boundary states are obtained by tuning M. Therefore, there is a Mc

in which a boundary state is formed (gap-closure happens) and the system acquires
a phase transition point. c stands for critical. Generally speaking, as M crosses the
critical point (Mc), the topological invariant jumps from one integer to another.

The key ingredient of using the curvature function as a tool to investigate the
topological phase transition is its varying nature. In other words, as M changes and
it does not meet a gapless point (Mc), the topological invariant is fixed whereas the
profile of the curvature function varies. As we get close to the gap-closure point,
the variation in curvature function features specific properties that enable us to
characterize the critical behavior of the system with curvature function and extract
correlation function, critical exponents, length scale, and validate a scaling law.

The curvature function is an even function around the critical point, F(kc + δk) =
F(kc − δk), in which kc is where the gap-closure takes place. In general, the crit-
ical behavior of the curvature function for different topological phases falls into
two categories: Peak-divergence scenario and Shell-divergence scenario. Here, for
the simulated topological phenomena, we are concerned with the Peak-divergence
scenario.

In the Peak-divergence scenario, the curvature function starts to peak at the gapless
point. This is done by the peak increasing its height and narrowing while the system
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approaches the critical point, M → Mc. Eventually, when M = Mc, the peak
diverges and flips sign after the transition. The peak has a Lorentzian shape and it
can be fitted by Ornstein-Zernike equation for one and two dimensions

F(kc + δk,M) =
F(kc,M)

1± ξ2δk2
, (4.95)

F(kc + δk,M) =
F(kc,M)

(1± ξ2xδk2x)(1± ξ2yδk2y)
, (4.96)

in which ξ, ξx and ξy are the width of the peaks and they are the characteristic length
scales. The critical behavior of the system when it approaches the two sides of the
critical point M+

c and M−
c , is summarized as

lim
M→M+

c

F(kc,M) = − lim
M→M−

c

F(kc,M) = ±∞, (4.97)

lim
M→Mc

ξ =∞. (4.98)

The divergencies observed for length scale and curvature function have indications
that the critical behavior of F(kc,M) and ξ can be parameterized by

F(kc,M) ∝ |M−Mc|
−µ, (4.99)

ξ ∝ |M−Mc|
−ν, (4.100)

in which µ and ν are critical exponents. These exponents satisfy a scaling law in
the form of µ = Dν which is originated from the conservation of the topological
invariant. It should be noted that band crossing in this scenario is one (n = 1).

The physical interpretation of critical exponents become transparent through the
notion of the correlation function. The correlation function is introduced by the
Wannier states constructed from the Bloch state of the Hamiltonian

|R〉 = 1

N

∑
k

eik(r̂−R)|ψk−〉, (4.101)

in which |ψk−〉 is the lower eigenstate of the Hamiltonian. In essence, the correlation
function is the Fourier transform of the curvature function. It measures the overlap of
Wannier states at the origin |0〉 and at |R〉 sandwiched by a certain position operator.
For the one-dimensional case, the correlation function is obtained by

F̃1D(R) =

∫2π
0

dkx

2π
F(kx,M)eikxR =

∫2π
0

dk

2π
〈ψ−|i∂kx |ψ−〉eikxR

= 〈0|r̂|R〉 =
∫
dr rW∗(r)W(r− R), (4.102)
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where 〈ψ−|i∂kx |ψ−〉 is the Berry connection, 〈r|R〉 =W(r−R) is the Wannier function
centering at the home cell R, and r̂ is the position operator. If the curvature function is
replaced by (4.95), the Wannier state correlation function decays with the length scale
ξ. This indicates that ξ is the correlation length, assigned with the critical exponent ν
as in the convention of statistical mechanics. For two-dimensional systems, we have

F̃2D(R) =

∫
d2k

(2π)2
F(k,M)

=

∫
d2k

(2π)2
{
∂kx〈ψk−|i∂ky |ψk−〉− ∂ky〈ψk−|i∂kx |ψk−〉

}
eik·R

= −i〈R|(Rxŷ− Ryx̂)|0〉 = −i

∫
d2r(Rxy− Ryx)W∗(r−R)W(r), (4.103)

in which ∂kx〈ψk−|i∂ky |ψk−〉− ∂ky〈ψk−|i∂kx |ψk−〉 is the Berry curvature and 〈r|R〉 =
W(r−R) is the Wannier function.

Critical properties of one-dimensional BDI and two-dimensional D classes

The energy bands of the one-dimensional split-step protocol for BDI class are given
in Eq. (4.22). In addition, we obtained n in Eq. (4.23). By setting T = 1 and using
Eq. (3.35) for calculating the topological invariant for this class, one can find the
following curvature function (Panahiyan et al., 2020)

F(kx,α,β) =

(
n× ∂kxn

)
·A =

− cos(kx)λ2ακβ − 2κ2αλβ

2 sin2(kx)κ2α + 2
(
cos(kx)καλβ + λακβ

)2 . (4.104)

In what follows, we consider α as the tuning parameter and denote its critical
point by αc. The obtained curvature function admits the followings

lim
α→α−c

F(kx = 0,α) = ∞ = − lim
α→α+c

F(kx = 0,α), (4.105)

lim
α→α−c

F(kx = π,α) = −∞ = − lim
α→α+c

F(kx = π,α), (4.106)

which shows a divergency and sign change of the curvature function at the critical
point (see Fig. 4.20). This is in agreement with Eq. (4.99).

The Berry connection in one-dimensional systems is gauge-dependent. In the
present format, the Berry connection and curvature function does not coincide.
Therefore, to address this, we gauge away the z component of the ζ by rotating it
around the y axis which gives us a new curvature function as
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Figure 4.20: Left panel, energy as a function of rotation angle and momentum k with β = 0
and β = α− π. In the upper panel, boundary states are Dirac cones and in the
lower panel, they are Fermi arcs. In the right panel, the corresponding curvature
function for α→ αc are plotted. The curvature function peaks around and flips
at the critical point. The band crossing is one due to one peak.

F ′(kx,α,β) =
ζ′x∂kxζ

′
y − ζ

′
y∂kxζ

′
x

(ζ′2x + ζ′2y )
= 2〈ψ′k−|i∂kx |ψ

′
k−〉

=
−κ2αλβ − λακακβ cos(kx)

κ2α sin2(kx) + λ2ακ2β + 2κακβλαλβ cos(kx) + κ2αλ2β cos2(kx)
, (4.107)

in which considering that gap-closure happens at kc = 0 and π and by series
expansion of the curvature function around these points, we find that the Lorentzian
shape in Eq. (4.95) can be fitted by

F ′(kx = {0,π} ,α) = −
κα

λα±β
∝ 1

λα±β
, (4.108)

ξ2(kx = {0,π} ,α) =
1

2

κ2β + κ
2
ακ
2
β − κακβλαλβ

λ2α±β
∝ 1

λ2α±β
. (4.109)

In terms of the critical rotation angle αc, we find

F(kx = kc,α) ∝ ξ(kx = kc,α) ∝ |α−αc|
−1. (4.110)
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Figure 4.21: Correlation function, F̃1D(R,α), as a function of R for two cases of β = 0 (left
panel) and β = α− π (right panel). In the left panel, the correlation function
decays via a damped oscillation. This oscillation is due to three peaks of the
curvature function at k = 0 and ±π. In the right panel, the correlation function
decays monotonically. The correlation function has characteristic behaviors of
sign flip that was observed for the curvature function around the critical point.

which gives the critical exponents as µ = ν = 1 satisfying the one-dimensional scaling
law µ = ν and BDI class that ν ∈ 2Z + 1 (Chen and Schnyder, 2019). The correlation
function is obtained in the form of

F̃1D(R,α) ≈ 1
2

∫2π
0

dkx

2π

F ′(kc,α,β)
1+ ξ2k2x

eikxR ∝ e−R/ξ, (4.111)

which decays as a function of R with the length scale ξ. Since the curvature function
is the stroboscopic Berry connection of the rotated eigenstates, Eq. (4.107), the Fourier
transform in Eq. (4.111) represents the correlation function between the rotated
stroboscopic Wannier states with ξ playing the role of the correlation length. If the
gap-closure is done linearly at kx = 0 and π (Dirac boundary state), the correlation
function decays through a damped oscillation (see Fig. 4.21). On the other hand, if
the gap only closes at one momentum nonlinearly (Fermi arc boundary state), then
the correlation function decays monotonically.

For the two-dimensional D class, we start with the curvature function

F(kx,ky,α,β) =

(
∂n

∂kx
× ∂n

∂ky

)
·n =

φ

(d2x + d
2
y + d

2
z)
3
2

, (4.112)

whose integral counts the skyrmion number of the n vector in the BZ, in which

φ = 2καλβ

(
κ2β + λ

2
β

)[
4κ2ακ

2
βλβ cos (kx) cos (kx + 2ky) + καλακβ

(
2κ2β cos (2ky) cos (2kx + 2ky)) − λ2β (2 cos (2kx) + cos (4ky) + 3)

)
+2λ2αλβ cos (2ky)

(
λ2β − κ

2
β cos (2kx)

)]
. (4.113)
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Figure 4.22: Left panel, energy as a function of rotation angle, momenta kx and ky for two
cases of β = π/2 with α = 0 and β = π/2 with ky = −kx. In right panel, the
curvature function peaks at one place indicating the band crossing is one. The
peak grows as α→ αc and it diverges at α = αc with the peak flipping.

Consider the rotation angle α as the tuning parameter, we find that the energy
bands can close their gap at different values of kx,ky not limited to 0 and π. Never-
theless, the divergence and flipping of the curvature function always hold

lim
α→α−c

F(kx = kc,ky = kc,α) = − lim
α→α+c

F(kx = kc,ky = kc,α) = ±∞, (4.114)

indicating that the curvature function can be invoked to study the critical behavior
of the system. As α→ αc, we observe the emergence of a single peak for curvature
function (see Fig. 4.22). Therefore, the Peak-divergence scenario is applicable for this
protocol and the band crossing is one. For the sake of brevity and simplicity, we set
ky = −kx. In such a case, the gap-closure happens at kx = kc = π/2. The curvature
function and the length scale at the critical points are

F(kx = −ky =
π

2
,α) =

2Sig(κα)
(
λ2(α−β) − λ2α − λ2β

)
1− κ2α

,

ξ2x(kx = −ky =
π

2
,α) ≈ Ξ

(1− κ2α)
1
2

, (4.115)

in which

Ξ = 2
√
2κα(2λ

2
β(5+ 2κ2α + κ2β) − λ2β cot

(α
2

)
(3κ2β + κ2α − 4)).



82 discrete-time quantum walk with step-dependent coins

0 20 40 60 80 100

-150

-100

-50

0

50

100

150

R

F˜
(R
,α

)

α=-π /30

0 20 40 60 80 100

R

α=-π /60

0 20 40 60 80 100

R

α=-π /80

0 20 40 60 80 100

-150

-100

-50

0

50

100

150

R

F˜
(R
,α

)

α=π /80

0 20 40 60 80 100

R

α=π /60

0 20 40 60 80 100

R

α=π /30

Figure 4.23: Correlation function, F̃1D(R,α), as a function of R for β = π/2 with ky = −kx.
The diagrams show decay of the correlation function via a damped oscillation.
At the critical point, the correlation function similar to the curvature function
also flips.

If β = π/2, critical point would be αc = 0, in which we find the critical exponents
γ = 2 and ν = 1, and the scaling law is valid through γ = Dν with D = 2. This is in
agreement with the results in Refs. (Chen and Schnyder, 2019; Molignini et al., 2020).

Next, we find the correlation function starting from the stroboscopic eigenstates of
the Hamiltonian

|ψk±〉 =
1√

2n(n±nz)

 nz ±n

nx + iny

 , (4.116)

which shows that stroboscopic Berry Curvature of the filled band eigenstates coin-
cides with the curvature function

∂kx〈ψk−|∂ky |ψk−〉− ∂ky〈ψk−|∂kx |ψk−〉 =
1

2
F(k,α,β),

Therefore, the Fourier transform of the curvature function, hence correlation
function measures the overlap of the stroboscopic Wannier states according to Eq.
(4.103). Moreover, using the Lorentzian shape in Eq. (4.96), the Fourier transform

F̃2D(R,α) ≈ 1

2

∫
d2k

(2π)2
F(kc,α)
1+ ξ2δk2

, (4.117)

which gives a correlation function that decays with R where the correlation length
is ξ. If we set ky = −kx (Ry = −Rx), the decay of the correlation function would be
through a damped oscillation which is due to the presences of at least two peaks in
curvature function (see Fig. 4.23).
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4.3 possible experimental realizations

The experimental realizability of the quantum walks with the step-dependent coin
is another issue that we address here. The quantum walk has been experimentally
realized in different platforms such as neutral atoms (Karski et al., 2009), ions
(Schmitz et al., 2009; Zähringer et al., 2010), photons (Schreiber et al., 2010; Bian
et al., 2015; Barkhofen et al., 2018), Bose-Einstein condensation (Dadras et al., 2018),
optical networks (Lorz et al., 2019) and etc. It can be also implemented in electric
(Genske et al., 2013) or magnetic fields (Sajid et al., 2019). As for the simulation of
the topological phases with quantum walks, it has been implemented and addressed
in many references (Kitagawa et al., 2012; Barkhofen et al., 2017; Flurin et al., 2017;
Zhan et al., 2017; Wang et al., 2018; Nitsche et al., 2019; Xu et al., 2020; D’Errico et al.,
2020).

Using these implemented experiments, we can come up with specific methods to
realize the quantum walk with step-dependent coins. The first proposal is inspired
by an earlier work of Schreiber et al. (Schreiber et al., 2010). The quantum walk
is done with passive optical elements. The walker is a photon and internal states
are its polarizations. The coin operator is made of a combination of the half- and
quarter-wave plates. The initial state is provided by half- and quarter-wave plates as
well.

The internal states are limited to Horizontal and Vertical polarizations. Each step
contains separation of the horizontal and vertical components of the polarization
spatially and temporally, then their recombination, and being sent back to the input
beam splitter for the next step. Each step of the walk is equivalent to one loop. At
each step, one can couple out the photon out of the loop with 50 percent probability.
In an occurrence of such a case, an avalanche photodiode registers a click. This
click is recorded by a computer via a time-to-digital converter interface. The walk is
characterized by a combination of these clicks which are due to a series of consecutive
runs of the experiment.

In 2015, Xu et al. employed a similar principle to implement a quantum walk
with varying coins which is a walk with step-dependent coin (Xue et al., 2015). In
their proposal, the coin operator is realized by a series of half- and quarter-wave
plates. The photon passes through these half- and quarter-wave plates which change
its polarization. Afterward, first, it passes a beam splitter which separates the two
polarization from one another, and then it passes through a beam displace which
plays the role of the shift operator. The same is repeated in a longitudinal axis which
provides us the quantum walk that we have in mind.
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Finally, the last proposal is motivated by the work of Flurin et al. in which the
quantum walk is done with ion trap and cavity modes (Flurin et al., 2017). In this
scheme, the ion is trapped in a cavity and coupled with modes of the cavity. The ion
provides the internal degrees of freedom for the walker while the walker is the cavity
mode and its position is the mode’s number. The ion is limited to specific levels and
with the help of laser beams, its level is modified from one to another.

While we have outlined three possible scenarios for the realization of the quantum
walk with step-dependent coin, it is possible to realize it in other systems as well. As
for the simulation of topological phases described before, one can use the Flurin et al.
in which they explicitly measured topological invariant with their setup.

4.4 conclusion

In this chapter, we investigated the quantum walks with step-dependent coins
and their applications in simulations of the topological phases. We established
that utilization of the step-dependent coins in the quantum walks provides us
with a high level of control over the walker’s behavior. In fact, we were able to
incorporate different characteristics in the walker’s properties such as localization,
trapped, classical- and quantum-like behaviors, and mimicking quantum walks in
the presence of noise. This expresses and emphasizes the capability of the quantum
walk as stand-alone machinery that provides us with diverse behaviors. This is a
crucial qualification for a platform that is used for simulating other systems (one of
the end goals of the quantum walks).

Recently, Katayama et al. showed that a quantum walk with step-dependent coins
can transfer the state of the walker in a controlled and precise manner (Katayama
et al., 2020). In addition, such a walk can manipulate the desired state on demand.
These two properties are among the requirements for a computational model being a
universal quantum computation primitive. Another application of the quantum walk
with the step-dependent coin is in Parrondo’s paradox (Pires and Queirós, 2020). In
nutshell, Parrondo’s paradox indicates that two losing games while on their own
result in losing outcomes, if combined, they can produce a winning game. It was
shown that using the quantum walk with step-dependent coins, one can indeed
realize Parrondo’s paradox.

In the other application of the quantum walks with step-dependent coins, we
built different protocols of the quantum walk to simulate topological phases and
boundary states that are observed in one-, two- and three-dimensional systems in
condensed matter. While we were able to simulate the topological phenomena in
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different dimensions, we also simulated multiphase configuration and multicriticality.
Multiphase configuration and multicriticality are observed in the Floquet type of
the topological phases and here, we were able to show that the quantum walks are
indeed capable of simulating these phenomena as well.

The step-dependency was one of the features of the simulated topological phases
and boundary states. The step-dependency provides us with the possibility of
engineering the simulated topological phenomena via step number of the walk. In
fact, we are able to specify the type of the topological phases and boundary states,
their numbers, presences and/or absence, and finally where they can occur. This
gives us a high level of control over the simulation of the topological phases and
enables us to readily investigate different systems of topological phases in a more
simplified manner.

Finally, we were able to show that one is able to extract the critical exponents,
curvature function, and correlation function for the simulated topological phenomena
with the quantum walks. This means that we are able to describe the critical behaviors
of the topological phases in different systems via the parameters of the quantum
walks. In this study, we only explored the critical behavior of the one-dimensional
BDI and two-dimensional D classes and left the other classes of topological phases
for future works.





5

D I S C R E T E - T I M E Q UA N T U M WA L K W I T H E N TA N G L E D Q U B I T S

Entanglements and the possibility of entangling particles are the key features of
quantum mechanics that have no classical counterpart. In fact, over the years, it
has been argued that counter-intuitive occurrences in quantum mechanics are due
to these features. In return, it was shown that entanglement and entangling qubits
could be used as resources in quantum-mechanical systems. These resources were
utilized in the emerging fields of superdense coding (Muralidharan and Panigrahi,
2008), teleportation (Bouwmeester et al., 1997), cryptography (Ekert, 1991), quantum
computation (Jozsa and Linden, 2003) and algorithm developments (Hirsch et al.,
2016).

Naturally, the quantum walk as a field of quantum information and computation
could use these resources as well to attain better efficiency for the walker’s properties
or introduce new phenomena. In addition to these motivations, we have another line
of motivation to carry out our study concerning the quantum walk with entangled
qubits; we explore the possibility of using the entanglement as a means to engineer
the behavior and the properties of the walker. Therefore, in what follows, we propose
a scheme in which we have a walker with four internal states. The internal states of
the walker are resulted from two entangled qubits.

Parts of the material presented in this chapter were published previously in the
following reference:

One-dimensional quantum walks driven by two-entangled-qubit coins
S. Panahiyan and S. Fritzsche
Phys. Lett. A 384, 126673 (2020).

5.1 quantum walk with two entangled qubits

In contrast to usual studies in which two walkers are considered to be entangled,
we consider having a walker that has two entangled qubits building up its internal
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states. A simple physical realization of such a system is when we put two entangled
ions in a trap and couple them with a cavity mode. The cavity mode will be our
walker and entangled ions provide the internal states for it.

5.1.1 Setup of the walk

We have a single walker that has a one-dimensional position space. Therefore, the
Hilbert space of the position, HP, is spanned by {|x〉 : x ∈ Z}. The internal states
are products of the entanglement between two qubits each having two states. This
indicates that coin Hilbert space, HC, is spanned by {|↑↑〉 , |↑↓〉 , |↓↑〉 , |↓↓〉}. The total
Hilbert space of the walk is then given by H ≡ HP ⊗HC.

To find a proper coin operator, one should take the entanglement into consideration.
This means we can use two single-qubit coin operators (sub-coins) and their tensor
products to build the coin operator. The sub-coins are given by (Panahiyan and
Fritzsche, 2020b)

Ĉθ = cos(θ) |↑〉 〈↑| + sin(θ) |↑〉 〈↓|+ sin(θ) |↓〉 〈↑| − cos(θ) |↓〉 〈↓| , (5.1)

Ĉγ = cos(γ) |↑〉 〈↑| + sin(γ) |↑〉 〈↓|+ sin(γ) |↓〉 〈↑| − cos(γ) |↓〉 〈↓| , (5.2)

in which the sub-coins are understood as rotation matrices with rotation angles
of θ and γ. It should be noted that the coin operators can be decomposed via
Pauli matrices in forms of Pauli-X and -Z gates as Ĉθ = cos(θ)σZ + sin(θ)σX and
Ĉγ = cos(γ)σZ + sin(γ)σX. In what follows, we call the Pauli matrices of σx and σz,
Pauli-X and -Z gates, respectively. Using the sub-coins, one can find the total coin
operator of the quantum walk as

Ĉ = Ĉγ ⊗ Ĉθ = |↑↑〉 (cos(θ) cos(γ) 〈↑↑|+ cos(θ) sin(γ) 〈↑↓|

+ sin(θ) cos(γ) 〈↓↑|+ sin(θ) sin(γ) 〈↓↓|) +

|↑↓〉 (cos(θ) sin(γ) 〈↑↑|− cos(θ) cos(γ) 〈↑↓|

+ sin(θ) sin(γ) 〈↓↑|− cos(θ) sin(γ) 〈↓↓|) +

|1 ↑〉 (sin(θ) cos(γ) 〈↑↑|+ sin(θ) sin(γ) 〈↑↓|

− cos(θ) cos(γ) 〈↓↑|− cos(θ) sin(γ) 〈↓↓|) +

|↓↓〉 (sin(θ) sin(γ) 〈↑↑|− sin(θ) cos(γ) 〈↑↓|

− cos(θ) sin(γ) 〈↓↑|+ cos(θ) cos(γ) 〈↓↓|). (5.3)
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The application of the coin operator creates a superposition of the internal states.
We call the rotation angles, θ and γ, coin’s parameters since they parametrize the
coin operator. Since the walker moves in the one-dimensional position space, the
conditional shift operator can be given in the form of

Ŝ = |↑↑〉 〈↑↑|⊗
∑

|x+ 1〉 〈x|+ (|↓↑〉 〈↓↑|+ |↑↓〉 〈↑↓|)⊗
∑

|x〉 〈x|+

|↓↓〉 〈↓↓|⊗
∑

|x− 1〉 〈x| , (5.4)

which indicates that at each step, the walker can move to the right, left, or remain in
the same position.

The protocol of the quantum walk is simple-step and the quantum walk is resulted
via

∣∣ψj〉Fin = Û T
∣∣ψj〉Int = [ŜĈ] T

∣∣ψj〉Int , (5.5)

in which j represents the initial state that is used. We consider two types of initial
states

|ψ1〉Int = (cos(η) |↑↑〉 + eIφ sin(η) |↓↓〉)⊗ |0〉 , (5.6)

|ψ2〉Int = (cos(α) |↓↑〉 + eIφ sin(α) |↑↓〉)⊗ |0〉 , (5.7)

which are inspired by Bell states. The amount of initial entanglement between the
qubits is determined by η and α. φ is a phase factor that controls the interference
between the internal states of the initial state through the walk. The complete
isolation of the interfere could happen if φ = π/2. Note that by setting φ = 0 and π
with η = α = π/4 in Eqs. (5.6) and (5.7), the initial states reduce to Bell states which
are maximally entangled.

Before we proceed, for the sake of clarification, we introduce a few terminologies
which we will use later. Two-peaks-zone indicates that there are two major peaks
in the probability density distribution of the walker in the position space. Similarly,
Three- and Four-peaks-zone point to three and four major peaks. The most left- and
right-hand sides positions are called extreme zones.

The two sub-coins building up the coin operator could be identical (θ = γ). This
means that the qubits are modified identically through the application of the coin. In
contrast, if θ 6= γ, the sub-coins would be different indicating that the two qubits are
modified at different ratios. We call these cases identical sub-coins and non-identical sub-
coins, respectively. In what follows, we only focus on the case of identical sub-coins.
Finally, for different parameters, we have η, θ,φ,α,β ∈ [0,π/2].
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θ |ψ1〉Int |ψ2〉Int
θ = 0 Localized in two positions Localized in one position
θ→ 0 Two-peaks-zone Three-peaks-zone
θ→ π/2 Gaussian Gaussian
θ = π/2 Localized in one position Localized in one position

Otherwise Three- and Four-peaks-zone Three- and Four-peaks-zone

Table 5.1: Type of the probability density distribution as a function of coin’s rotation angle
for θ = γ. The initial states’ parameters change the amplitudes of the probability
density in positions but do not change the type of the distribution.

5.1.2 Probability density distribution and classification

The behavior of the walker in position space highly depends on whether sub-coins
are identical or not and which internal states are used in the initial state of the walker.
To have a better picture, we discuss cases of identical sub-coins with the two intitial
states in more details.

Generally speaking, the variance and type of the probability density distribution
is determined by the rotation angle, hence the coin’s proprieties (see Fig. 5.1). In
contrast, the symmetry of the distribution and probability densities in each position
are determined by internal states that are used in the initial state and the amount of
initial entanglement between the qubits in the initial state of the quantum walk (see
Fig. 5.1).

In general, the probability density distributions are in the forms of Three- and
Four-peaks-zone types. If the sub-coins are Pauli-X gates (θ = π/2), the probability
density distribution becomes completely localized in the initial position or the two
neighboring positions (see Fig. 5.1). This behavior remains intact through the
evolution of the walk which indicates that the walker is trapped. For θ→ π/2, the
coin approximating to Pauli-X gate, we detect a Gaussian distribution, hence classical-
like behavior. This is valid for both of the initial states. In contrast, for sub-coins
being Pauli-Z gates, we observe significantly different behavior for the walker with
different initial states. In the case of initial states of (5.6), the probability density
distribution localizes equally in two positions. This localization is mobile and in the
mobility of the localization, perfect transfer with the highest velocity to both left- and
right-sides positions takes place. In contrast, for the initial state of (5.7), the walker
shows trapped behavior with complete localization at the initial position or around
it. For θ→ 0, we find Two-peaks-zone in case of (5.6) and Three-peaks-zone for (5.7).
Therefore, the type of probability density distribution and walker’s behaviors are
determined by the internal states that are used for initial state and rotation angles.
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Probablity
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Figure 5.1: Probability density distributions for initial states of |ψ1〉Int (left panel) and |ψ2〉Int
(right panel). In the left panel, the symmetrical probability density distribution is
conditioned to have a maximally entangled initial state. Gaussian distribution is
found when the sub-coins approximate to Pauli-X gates while for Pauli-X gates,
the walker becomes completely trapped. In the case of Pauli-Z gate sub-coins, a
perfect transfer with the highest velocity to both left- and right-sides positions
for the walker is observed. In the right panel, the symmetry of probability
density distribution is independent of entanglement in the initial state and the
entanglement only modifies the places where it is more probable to find the
walker.

This is in contrast to the quantum walk with two internal states where the type of
probability density distribution is independent of the internal states in the initial
state. In table 5.1, we have summarized the discussion of this paragraph.

As for the effects of amplitudes of different internal states on the walker’s proper-
ties, we have different behaviors for the initial states. In the case of the initial state
of (5.6), the probability densities of the left(right) hand side positions are increasing
(decreasing) functions of η while central probability density approximately is fixed
and independent of it (see Fig. 5.1). Interestingly, the symmetrical probability density
distribution is found if the initial state is maximally entangled (η = π/4). In contrast,
the symmetry of probability density distribution is independent of α in the initial
state of (5.7). Therefore, the initial entanglement between the qubits only changes
the values of probability densities. The central probability densities are decreasing
functions of the initial entanglement between the qubits while the ones in the extreme
zones are increasing functions of it. The contribution of variation in phase parameter
(φ) is determined by the internal states that are used in the initial state. For the initial
state of (5.6), φ insignificantly affects the probability densities in each position, while
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Figure 5.2: Entropy of position space as a function of coin’s and initial state’s parameters for
steps 8 and 10 with initial states |ψ1〉Int (left panel) and |ψ2〉Int (right panel). The
minimized entropy is found if sub-coins approximate to Pauli-X and Z gates or
become these gates, and the initial entanglement between the two qubits becomes
zero (two qubits become separable). In contrast, maximized entropy emerges if
the initial state is maximally entangled. The entropy’s behavior is symmetrical
with respect to η = α = π/4.

in the case of the initial state of (5.7), the effect of variation of φ on central probability
densities is more evident.

In the case of localization, Pauli-X and Z gates for sub-coins, the variance is almost
zero. Otherwise, the variance is a decreasing function of the θ. Except for the
localized cases, the variance monotonically increases as the walk proceeds. The
analytical description of our discussion is provided in 7.4.

5.1.3 Entropy of the walk

Next, we investigate the modification of entropy as a function of coin’s and initial
state’s parameters and clarify the role of the entanglement between the qubits on
this quantity. We are only concerned with the entropy in position space. To find the
entropy, one should use von Neumann’s method. This includes the calculation of
the density matrix and tracing over the internal states to find the entropy in position
space. Since the system is pure, the von Neumann entropy coincides with Shannon
entropy. Therefore, the entropy can be calculated with Eq. (4.6).

The entropy is an increasing function of the step number of the quantum walk.
The only exception is for localized cases in which the entropy would vanish. If we
exclude vanishing cases of entropy, the minimization of the entropy happens when
two conditions are met: I) sub-coins approximate to Pauli-X and Z gates or become
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these gates, and II) the initial entanglement between the qubits is zero (see Fig. 5.2).
In contrast, the entropy maximizes when the initial state is maximally entangled
(η = α = π/4) and the rotation angles of the sub-coins approach Hadamard gates,
π/4. On the other hand, studying the entropy’s behavior, we observe a symmetrical
property with respect to η = α = π/4. As for the phase factor, φ, in the case of the
initial state of (5.6), the entropy is not a sensitive function of the phase factor, while
the effects of its variation moderately modify entropy in the case of the initial state of
(5.7).

5.2 conclusion

In this chapter, we studied the quantum walks with entangled qubits. In our
investigation, we confirmed one can readily control the walker’s behavior in position
space by modifying the initial entanglement between the entangled qubits. In fact,
we showed that depending on qubits’ states in the initial state of the walker and how
these qubits are modified by the coin operator, we are able to change the walker’s
behavior from trapped or localized walker to a ballistic one.

We were also able to specify where the walker is most probable to be found by
tuning the initial entanglement between the qubits. This makes the entanglement
between the qubits an additional tool for controlling the walker. Such a tool is absent
in the classical walk. Therefore, we were able to highlight one of the differences that
entanglement as a resource in quantum systems can play.
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C O N C L U S I O N S A N D O U T L O O K

In this dissertation, we studied the discrete-time quantum walks and their appli-
cations in two different proposals. The first proposal incorporated step-dependent
coins in the protocols of the quantum walks. In the second proposal, we investigated
the quantum walks with entangled qubits. The main goal in both of these proposals
was attaining a high level of control over the walker, its properties, and in general
the discrete-time quantum walks. The necessity of such a control rises from the
applications of the quantum walks in developing quantum algorithms as well as their
role in simulating other quantum systems and phenomena.

First, we introduced the stochastic processes and their roles in developing necessary
frameworks to explain and estimates the behaviors of systems observed in different
branches of the science (Sec. 2.1). Later, we gave a brief review of the random walks
as one of the sub-branches of Markovian stochastic processes (Sec. 2.2). The random
walks are divided into two classes known as classical and quantum random walks.
The classical random walks use the principles of classical mechanics to perform the
walks whereas the quantum walks equip the quantum mechanics to do the same.

In Chap. 3, we firstly reviewed the discrete-time quantum walk in the one-
dimensional position space with two internal states. The theoretical framework for
such a quantum walk was outlined and it was shown that discrete-time quantum
walk is quadratically faster than its classical counterpart. Next, we presented the
method of the stationary phases as an analytical approach to study the limit behavior
of the discrete-time quantum walk. As two of the important applications of the
discrete-time quantum walks, we reviewed a series of algorithms developed by
quantum walks and simulations of topological phases observed in condensed matter
with the discrete-time quantum walks. In both cases, we met a question concerning
attaining a high level of the control over walker’s properties and its behavior.

Motivated by this question, in Chap. 4, we introduced our first proposal to attain a
better control in the discrete-time quantum walks. In this proposal, we considered
the coin operators, building blocks of the protocols of discrete-time quantum walks,
to modify step-dependently. This step-dependency induces a dynamical nature for
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the protocols of the quantum walks. This dynamical nature enabled us to control
the walker’s behavior by tuning the coins’ parameters and step number of the walks.
In fact, we were able to introduce characterizations such as localization, trapped,
diffusive, and ballistic into the walker’s properties. This provided us with a unitary
and pure operation that produces diverse behaviors without resorting to decoherence
as a controlling factor to achieve such a goal.

In the application of discrete-time quantum walks with step-dependent coins, we
built necessary protocols for simulating topological phases and boundary states that
are observable in condensed matter. In our formalism, we were able to simulate
all types of topological phases and boundary states that can be observed in one-
two- and three-dimensional systems. The step-dependency of coins resulted in
step-dependent properties for the simulations which in return enabled us to readily
control the simulated topological phenomena. The controlling factor, in this case,
was the step number of the walks. By tuning the step number of the walks, we
determined the type of topological phases and boundary states, their occurrences or
absences, their numbers, and even where they could happen.

The simulated topological phenomena had several exotic results. One of these
results was the formation of cell-like structures containing all types of boundary
states and topological phases in BDI class of the topological phases. The second issue
was multiphase configuration and multicriticality which are characteristic behaviors
observed in topological phases of driven systems. Finally, we were able to extract the
critical exponents and curvature function of the simulated topological phenomena
around the critical points and show the decay of the correlation function for them.
This enabled us to quantify the critical behaviors of the systems with parameters of
the discrete-time quantum walks.

In the other proposal, we took the advantages of the quantum-mechanical princi-
ples of entanglement and entangled qubits, and introduced the discrete-time quantum
walks with entangled qubits. We showed that the entangled qubits and their initial
entanglement can be used as tools to modify the properties of the walker. In fact,
by tuning the initial entanglement between the qubits, we were able to specify the
determinateness of the walker’s behavior as well as properties such as the most prob-
able place to find the walker. In addition, we were able to show that discrete-time
quantum walks with entangled qubits enable one to steer the walker’s behavior from
localized and trapped to diffusive and ballistic ones.

The emergences of multiphase configuration and multicriticality in our simulations
indicate that the potential of the discrete-time quantum walks as simulators of the
topological phases and boundary states exceed the expectation. The question arises
whether other topological phenomena can be simulated by discrete-time quantum
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walks. Specifically, phases such as Weyl semimetallic phases have yet to be addressed
in the context of the discrete-time quantum walks.

In our study of the critical properties of the simulated topological phases, we only
concentrated on two classes of the topological phases. Considering that there are at
least 13 more classes of the topological phases in one, two, and three dimensions, one
can concentrate on formalizing the critical properties of simulated topological phases
for them. A uniform approach to the analytical description of the discrete-time
quantum walk with the step-dependent coin is yet another question that must be
addressed. This issue becomes important due to the universal primitive nature of
this quantum walk.

In the context of the quantum walk with entangled qubits, the first issue to follow
would be the simulations of the topological phases and boundary states with them.
Such a quantum walk can produce Hamiltonian with four bands of energy. Given
the driven nature of the quantum walk, one can expect emergence of qualitatively
different types of simulated topological phenomena for the quantum walk with
entangled qubits. It should be noted that the task involves building protocols for
different classes of topological phases in one, two, and three dimensions. This
requires careful examination of different shift and coin operators which yield the
desirable symmetries for the protocol of the walk and simulate all types of topological
phases and boundary states.

Finally, generalization to an arbitrary number of entangled qubits with different
coin and shift operators is yet another issue that can be followed. The applications of
such walks in the simulations of the topological phases is another issue that can be
addressed independently.
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7

A P P E N D I X

7.1 the method of stationary phases

In this method, we deal with integrals in the form of

I(T) =

∫b
a
g(k)eiTφ(kx) |kx〉dkx. (7.1)

The main goal is to find the leading T dependent terms of expansion of the integral
for large T . We assume that T tends to infinity. In this integral, the exponential
part would rapidly oscillate as T becomes large. If g(k) is a smooth function of the
k, the largely contributing parts to the value of the integral are coming from the
regions which have the least rapid oscillation. Such regions are marked by stationary
points of φ(k) (k = a which admits φ′(a) = 0). Therefore, the major contributions
are coming from the small intervals around the stationary points. For a p− 1 order
stationary point of a and when g(a) is smooth and non-vanishing, we have

I(T) ∼ g(a)ei(Tφ(a)±π/2p)
(

p!
T |φp(a)|

) 1
p Γ( 1p)

p
, (7.2)

provided that φ′(a) = φ′′(a) = ... = φp−1(a) = 0. The −π/2p in argument of the
exponential emerges if φp(a) < 0 and vice versa for the positive case.

In the context of our quantum walk, we have φ(kx,α) = −(ωkx +αkx) in which α
is limited to [−1, 1] and the integral would be in form of

I(T ,α) =
∫π
−π
g(k)eiTφ(kx,α) |kx〉

dkx

2π
, (7.3)

where α = x
T . The asymptotic behavior of this integral depends on the value of the α

and can be divided into three distinct behaviors: I) If |α| > 1√
2
+O(T−

2
3 ), the integral

decays faster for any inverse polynomial in T . II) Around α = ± 1√
2

and with the

109
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order of O(T−
2
3 ), the decay would be at the rate of 1

3√
T

. III) Finally for |α| < 1√
2
, the

integral goes as 1√
T

. For our quantum walk, we have

φ′ = −
cos(kx)√
1+ cos2(kx)

−α, (7.4)

φ′′ =
sin(kx)√

(1+ cos2(kx))3
, (7.5)

φ′′′ =
2 cos(kx)(1+ sin2(kx))√

(1+ cos2(kx))5
. (7.6)

For |α| > 1√
2
, the obtained relations in Eqs. (7.5) (7.6) are without any root, hence

there is no stationary point in this region. Using the method of the integration by
part, one can show that I(T ,α) is zero in this region. In case of |α| = 1√

2
though, for

k = 0 and π, φ′′ would vanish which indicates the presence of two stationary points.
Using Eq. (7.2), we can find

I(T ,
1√
2
) ∼ g(0)

√
3

2

Γ(13)

6π

3

√
6

T
, (7.7)

I(T ,−
1√
2
) ∼ g(π)

√
2
Γ(13)

3π

3

√
6

T
cos(

π

6
+

π√
2T

). (7.8)

Finally, for the region of − 1√
2
< α < 1√

2
, we have two stationary points of the first

order at

k = ± arccos(−
α√
1−α2

) ≡ kα, (7.9)

which by using it alongside the method of the stationary phase gives us

I(T ,α) ∼



2g(kα,α) cos(φ(kα,α)T+π4 )√
2πT |ω′′kα |

for even g(kα,α)

2ig(kα,α) sin(φ(kα,α)T+π4 )√
2πT |ω′′kα |

for odd g(kα,α)

. (7.10)

Now, we are in a position to find the two amplitudes of ψ↑(x, T) and ψ↓(x, T) using
the above analysis which results into Eqs. (3.23) and (3.24).
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Figure 7.1: Probability density distributions of the Normal distributions and the quantum
walks with step-dependent coins for 6th step.

7.2 justification for classification of quantum walks with step-
dependent coins

The two categorizations of classical-like and semi classical/quantum-like can be
justified through investigations of the normal distribution and a quantum walk in the
presence of decoherence, respectively. The general formula for Normal or Gaussian
distribution is

f(x | µ,σ2) =
e
−

(x−µ)2

2σ2

√
2πσ2

, (7.11)

in which µ is the expectation of the distribution, σ is the standard deviation, and
σ2 is the variance. The classical-like behaviors was divided into two sub-classes of
compact and usual classical-likes. Therefore, we focus on T = 6 for two cases of
θ = π/2 and 3.59π/5 and fit the Normal distribution to their probability density
distributions (see Fig. 7.1).

We use the number of positions occupied by the wave function and their probability
densities as means to achieve the fitting. In Fig. 7.1, we show that by tuning the
parameters of the Eq. (7.11), one can match the probability density distributions of
the compact and usual classical-likes with their corresponding Gaussian ones. The
variance of the fitted Gaussian distribution for θ = π/12 confirms that indeed we
have a more compact distribution comparing to the case with 3.59π/5. This provides
us with justification for the classical-like classification. It should be noted that though
we have done the fitting for T = 6, one can do so for an arbitrary number of steps
with proper tuning of the parameters of Normal distribution.

To justify the semi classical/quantum-like classification, we match the probability
density distributions of this class with those observed for quantum walks in the pres-
ence of decoherence. The amount of decoherence in the quantum walk determines
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Step dependent: θ=2π /5 Decoherence: q=0.8
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Figure 7.2: Probability density distributions of the quantum walks with step-dependent coins
and the decoherent walks for 10th step; left panel |φ〉int = |↑〉 ⊗ |0〉, middle panel
|φ〉int = (|↑〉+ I |↓〉)⊗ |0〉√

2
, and right panel with |φ〉int = |↓〉 ⊗ |0〉.

the behavior of the walker ranging from purely quantum- to classical-like. To include
the decoherence, one can perform measurements in the coin and/or position space
after each step. Since the system is no longer unitary and pure, we use the density
operator for the evolution of the walk in each step

ρ̂(T + 1) = (1− q− s)Ûρ̂(T)Û† + qPCÛρ̂(t)Û
†P†C + sPPÛρ̂(T)Û

†P†P, (7.12)

in which PC and PP are projections to coin and position spaces, respectively while
q and s are the probabilities of a decoherence event happening per time step. We
consider s = 0. The value of the decoherence parameter is within 0 6 q 6 1, where
q = 0 and q = 1 correspond to quantum and classical-like behaviors, respectively.
We limit our fitting to T = 10 while the same can be done for other steps as well. We
consider three different initial states in which two of them have only one internal
state in themselves while the other one has a superposition of the internal states.

The results in Fig. 7.2 show that the semi classical/quantum-like behavior observed
in quantum walks step-dependent coins can be fitted with those observed for the
quantum walks in the presence of decoherence with step-independent coins. To
prove this also mathematically, we use fidelity which measures how similar two
distributions are

F(P,Q) = (
∑
i

√
PiQi)

2, (7.13)

where Pi and Qi are the probability densities of the position i for the quantum
walk with step-dependent coin and decoherent ones, respectively. F(P,Q) lies within
[−0, 1] in which F(P,Q) = 1 indicates identical distributions. Our fitting shows that
the fidelity is up to 0.97 which shows very good matching and since q < 1, we have
semi classical/quantum-like walks. Therefore, our classification is justified.
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7.3 group velocity and d of three-dimensional protocols

For three-dimensional BDI class, the components of d are calculated as

dx = λβ[κακγ sin(kx + ky + kz) − λαλγ sin(kx − ky + kz)] −

κβ[λακγ sin(kx − ky − kz) + καλγ sin(kx + ky − kz)],

dy = λβ[λαλγ cos(kx − ky + kz) − κακγ cos(kx + ky + kz)] −

κβ[λακγ cos(kx − ky − kz) + καλγ cos(kx + ky − kz)],

dz = λγ[λακβ sin(kx − ky + kz) − καλβ sin(kx + ky − kz)] −

κγ[λαλβ sin(kx − ky − kz) + κακβ sin(kx + ky + kz)], (7.14)

and the components of the group velocity are found as

V(ki) = ± sin(E)−1
(
A1iκγλαλβ sin(kx − ky − kz) +A2iκαλγλβ sin(kx + ky − kz)

+A3iκβλγλα sin(kx − ky + kz) +A4iκακγκβ sin(kx + ky + kz)
)

, (7.15)

where Ajx = (+1,+1,+1,−1), Ajy = (−1,−1,−1,+1) and Ajz = (+1,+1,−1,+1).

In case of three-dimensional D class, we find the components of d

dx = −κακβλγκζ sin (2kx) − κακβκγλζ sin (2kx + 2ky) + λακβλγλζ sin (2ky)

−καλβλγλζ sin (2kx + 2kz) + καλβκγκζ sin (2kx + 2ky + 2kz)

−λαλβλγκζ sin (2ky + 2kz) − λαλβκγλζ sin (2kz) ,

dy = λακβκγκζ + κακβλγκζ cos (2kx) + κακβκγλζ cos (2kx + 2ky) +

καλβκγκζ cos (2kx + 2ky + 2kz) − καλβλγλζ cos (2kx + 2kz) −

λακβλγλζ cos (2ky) − λαλβλγκζ cos (2ky + 2kz) − λαλβκγλζ cos (2kz) ,

dz = κακβλγλζ sin (2kx + 2kz) + λαλβλγλζ sin (2ky) + λακβκγλζ sin (2kz)

+λακβλγκζ sin (2ky + 2kz) − καλβκγλζ sin (2kx + 2ky) −

−καλβλγκζ sin (2kx) − κακβκγκζ (sin (2kx + 2ky + 2kz)) , (7.16)

and we obtain the components of group velocity as

V(kx) = ± sin(E)−12κα

[
λβλγκζ sin (2kx) + λβκγλζ sin (2kx + 2ky)

−κβκγκζ sin (2kx + 2ky + 2kz) + κβλγλζ sin (2kx + 2kz)

]
,

V(ky) = ± sin(E)−12
[
καλβκγλζ sin (2kx + 2ky) − κακβκγκζ sin (2kx + 2ky + 2kz)

−λαλβλγλζ sin (2ky) + λακβλγκζ sin (2ky + 2kz)

]
,
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V(kz) = ± sin(E)−12κβ

[
καλγλζ sin (2kx + 2kz) + λαλγκζ sin (2ky + 2kz)

+λακγλζ sin (2kz) − κακγκζ sin (2kx + 2ky + 2kz)

]
. (7.17)

As for three-dimensional AIII class, we find the d and group velocity

dx = [λαλβλγ − 2κακβλγ]
sin (kx + ky − kz)

2
√
2

− [2λακβκγ + λαλβλγ]
sin (kx − ky − kz)

2
√
2

+[2καλβκγ − λαλβλγ]
sin (kx + ky + kz)

2
√
2

−
λαλβλγ sin (kx − ky + kz)

2
√
2

+[καλβλγ + λακβλγ]
cos (kx + ky − kz)

2
+ [λαλβκγ − λακβλγ]

cos (kx − ky − kz)
2

−[λαλβκγ +
1

2
καλβλγ]

cos (kx + ky + kz)
2

,

dy = [λακβλγ + καλβλγ]
sin (kx + ky − kz)

2
+ [λαλβκγ − λακβλγ]

sin (kx − ky − kz)

2

+[λαλβκγ + καλβλγ]
sin (kx + ky + kz)

2
+ [2καλβκγ − λαλβλγ]

cos (kx + ky + kz)
2
√
2

+[2λακβκγ + λαλβλγ]
cos (kx − ky − kz)

2
√
2

+ [2κακβλγ − λαλβλγ]
cos (kx + ky − kz)

2
√
2

−
λαλβλγ cos (kx − ky + kz)

2
√
2

,

dz =
1

2

[
λακβλγ sin (kx − ky + kz) − λαλβκγ sin (kx − ky − kz)

−καλβλγ sin (kx + ky − kz)

]
+

[
λαλβκγ + λακβλγ + καλβλγ − 2κακβκγ

]
×

sin (kx + ky + kz)

2
+ [2λακβκγ + 2καλβκγ + 2κακβλγ − λαλβλγ]

cos (kx + ky + kz)
2
√
2

+[cos (kx + ky − kz) − cos (kx − ky − kz) − cos (kx − ky + kz)]
λαλβλγ

2
√
2

, (7.18)

V(ki) = ± sin(E)−1
(
1

2
[A1iλακβλγ sin (kx − ky + kz) +A

2
iλαλβκγ sin (kx − ky − kz)

+A3iκαλβλγ sin (kx + ky − kz)] +

[
λαλβκγ + λακβλγ + καλβλγ − 2κακβκγ

]
×

sin (kx + ky + kz)

2
+

[
2λακβκγ + 2καλβκγ + 2κακβλγ − λαλβλγ

]
×

cos (kx + ky + kz)
2
√
2

+

[
A4i cos (kx + ky − kz) +A5i cos (kx − ky − kz)

+A6i cos (kx − ky + kz)
]
λαλβλγ

2
√
2

)
, (7.19)

where Ajx = (+1,+1,+1,−1,+1,−1), Ajy = (−1,−1,+1,−1,−1,+1) and A
j
z =

(+1,−1,−1,+1,−1,−1).
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Finally, for three-dimensional A class, the components of d and V(ki) are found as

dx = καλβκγκζ sin (2kx + 2ky + 2kz) −
λαλβκγκζ cos (2kx + 2ky + 2kz)√

2

−κακβκγλζ sin (2kx + 2ky) +
λαλβλγ√

2
[λζ cos (2kx + 2kz) − κζ sin (2ky + 2kz)]

−καλβλγλζ sin (2kx + 2kz) − κακβλγκζ sin (2kx) +
λα√
2
[κβλγκζ cos (2kx)

+κβλγλζ sin (2ky) − λβκγλζ sin (2kz) + κβκγλζ cos (2kx + 2ky)],

dy =
λαλβκγκζ sin (2kx + 2ky + 2kz)√

2
+ καλβκγκζ cos (2kx + 2ky + 2kz) +

λακβκγκζ√
2

+κακβλγκζ cos (2kx) −
λαλβλγ√

2
[λζ sin (2kx + 2kz) + κζ cos (2ky + 2kz)]

+κακβκγλζ cos (2kx + 2ky) − καλβλγλζ cos (2kx + 2kz) +
λα√
2

[
κβλγκζ sin (2kx)

+κβκγλζ sin (2kx + 2ky) − κβλγλζ cos (2ky) − λβκγλζ cos (2kz)
]

,

dz =
λακβκγκζ cos (2kx + 2ky + 2kz)√

2
− κακβκγκζ sin (2kx + 2ky + 2kz) +

[
κζ cos (2kx)

+λζ sin (2ky)

]
λαλβλγ√

2
+ κακβλγλζ sin (2kx + 2kz) − καλβλγκζ sin (2kx)

−καλβκγλζ sin (2kx + 2ky) +
λα√
2

[
λβκγλζ cos (2kx + 2ky) + κβκγλζ sin (2kz)

+κβλγκζ sin (2ky + 2kz) − κβλγλζ cos (2kx + 2kz)
]

, (7.20)

V(kx) = ± sin(E)−1
(
2καλβλγκζ sin (2kx) −

√
2λαλβλγκζ cos (2kx)

+2καλβκγλζ sin (2kx + 2ky) −
√
2λαλβκγλζ cos (2kx + 2ky)

+
√
2λακβκγκζ cos (2kx + 2ky + 2kz) − 2κακβκγκζ sin (2kx + 2ky + 2kz) +

+2κακβλγλζ sin (2kx + 2kz) −
√
2λακβλγλζ cos (2kx + 2kz)

)
,

V(ky) = ± sin(E)−1
(
2καλβκγλζ sin (2kx + 2ky) −

√
2λαλβκγλζ cos (2kx + 2ky) +

√
2λακβκγκζ cos (2kx + 2ky + 2kz) − 2κακβκγκζ sin (2kx + 2ky + 2kz) −
√
2λαλβλγλζ sin (2ky) +

√
2λακβλγκζ sin (2ky + 2kz)

)
,

V(kz) = ± sin(E)−1
(√

2λακβκγκζ cos (2kx + 2ky + 2kz) + 2κακβλγλζ sin (2kx + 2kz)

−2κακβκγκζ sin (2kx + 2ky + 2kz) −
√
2λακβλγλζ cos (2kx + 2kz) +

√
2λακβλγκζ sin (2ky + 2kz) +

√
2λακβκγλζ sin (2kz)

)
. (7.21)
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7.4 analytical description for quantum walks with entangled qubits

For the quantum walk with two entangled qubits, we can rewrite its wave function
at step T as

∣∣ψj〉Fin ≡ ΨT (x) = [φT (x, 1),φT (x, 2),φT (x, 3),φT (x, 4)]t in which the
four components correspond to the coin states |↑↑〉 , |↓↓〉 , |↓↑〉 and |↑↓〉. This indi-
cates that initial state of the walker is Ψ0(0) = [φ0(0, 1),φ0(0, 2),φ0(0, 3),φ0(0, 4)]t ≡
[β1,β2,β3,β4]t where

∑4
z=1 |βz| = 1.

The discrete Fourier transformation of ΨT (x) gives us

ΨT (k) =
∑
x∈Z

ΨT (x)e
ikx, (7.22)

which for the initial state, we would have

Ψ0(k) = Ψ0(0). (7.23)

The quantum walk in momentum space is produced by ΨT (k) = ÛT (k)Ψ0(k) in
which

U(k) = Û1(k/2)⊗ Û2(k/2) =

eik/2 0

0 e−ik/2

 Ĉ1 ⊗
eik/2 0

0 e−ik/2

 Ĉ2. (7.24)

In order to invoke the method of the stationary phases, we first find the eigenvalues
of Û1(k/2) and Û2(k/2), as

λ1,± = ±
√
1− cos2 θ sin2(

k

2
) + i cos θ sin(

k

2
), (7.25)

λ2,± = ±
√
1− cos2 γ sin2(

k

2
) + i cosγ sin(

k

2
), (7.26)

which gives us the eigenvalues (Λi) and eigenvectors (Vi) of Û(k) as

Λ1 = λ1,+λ2,+

Λ2 = λ1,+λ2,−

Λ3 = λ1,−λ2,+

Λ4 = λ1,−λ2,−

,



V1(k) = v1,+ ⊗ v2,+

V2(k) = v1,+ ⊗ v2,−

V1(k) = v1,− ⊗ v2,+

V3(k) = v1,− ⊗ v2,−

, (7.27)
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in which v1,± and v2,± are eigenvectors of Û1(k/2) and Û1(k/2), respectively. This
gives us the final state of ΨT (k) in the form of

ΨT (k) = Û(k)
TΨ0(k) =

4∑
z=1

ΛTz 〈Vz(k),Ψ0(k)〉Vz(k). (7.28)

Using the inverse Fourier transformation, we bring back the wave function into
real spatial space as

ΨT (x) =

∫2π
0
e−ikx

4∑
z=1

ΛTz 〈Vz(k),Ψ0(k)〉Vz(k)
dk

2π
, (7.29)

If sub-coins are identical (θ = γ) with θ ∈ (0,π/2), the eigenvalues would reduce to
Λ1 = λ

2
1,+, Λ2 = Λ3 = 1 and Λ4 = λ21,−. This gives us ΨT (x) = as (Liu and Petulante,

2009; Liu, 2012)

ΨT (x) ≈
∫2π
0
e−ikx(−1)T

3∑
z=2

ΛTz 〈Vz(k),Ψ0(k)〉Vz(k)
dk

2π
, (7.30)

One can find the limiting probability of finding the walker at each position as (Liu,
2012)

p(0) = tan2 θµ21(|β1|
2 + |β4|

2) + sec θµ1(|β2|2 + |β3|
2) +

tan θµ21Re(β2β̄4 +β3β̄4 −β1β̄2 −β1β̄3) −

2 tan θµ1Re(β2β̄3),

p(x)|x>1 = µ4x1 tan2 θ[µ22|β1|
2 + |β2|

2 + |β3|
2 + µ21|β4|

2 −

2µ2Re(β1β̄2 +β1β̄3) + 2Re(β1β̄4 +β2β̄3) −

2µ1Re(β2β̄4 +β3β̄4)],

p(x)|x6−1 = µ−4x1 tan2 θ[µ21|β1|
2 + |β2|

2 + |β3|
2 + µ22|β4|

2 +

2µ1Re(β1β̄2 +β1β̄3) + 2Re(β1β̄4 +β2β̄3) +

2µ2Re(β2β̄4 +β3β̄4)], (7.31)

where µ1 = sec θ(1− sin θ) and µ2 = sec θ(1+ sin θ). In case of β2 = β3 = 0, the
probability densities will be

p(0) = tan2 θµ21(|β1|
2 + |β4|

2),

p(x)|x>1 = µ4x1 tan2 θ[µ22|α1|
2 + µ21|α4|

2 + 2Re(α1ᾱ4)],

p(x)|x6−1 = µ−4x1 tan2 θ[µ21|α1|
2 + µ22|α4|

2 + 2Re(α1ᾱ4)], (7.32)
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which shows that only in case of |β1|2 = |β4|
2, we have p(x)|x>1= p(x)|x6−1, hence

symmetrical probability density distribution which is in agreement with our ear-
lier results. Considering β1 = cosη and β4 = eIφ sinη, we find that symmetrical
probability density distribution is resulted if η = π/4. In case of β1 = β4 = 0, we find

p(0) = sec θµ1(|β2|2 + |β3|
2) − 2 tan θµ1Re(β2β̄3),

p(x)|x>1 = µ4x1 tan2 θ[|β2|2 + |β3|
2 + 2Re(β2β̄3)],

p(x)|x6−1 = µ−4x1 tan2 θ[|β2|2 + |β3|
2 + 2Re(β2β̄3)], (7.33)

which makes the symmetry of the probability density distribution independent of β2
and β3. This is in agreement with our findings when β2 = cosα and β3 = eIφ sinα.

In the limit of θ→ 0 with β2 = β3 = 0, the obtained probability density amplitudes
will be

lim
θ→0

p(0) = O(β21,β24)θ
2 − 2O(β21,β24)θ

3 +
8

3
O(β21,β24)θ

4 + ...,

lim
θ→0

p(x)|x>1 = O ′(β21,β24)θ
2 −O ′′(β21,β24, x)θ3 +O ′′′(β21,β24, x2)θ4 + ...,

lim
θ→0

p(x)|x6−1 = O ′(β21,β24)θ
2 +O ′′(β21,β24, x)θ3 +O ′′′(β21,β24, x2)θ4 + ... , (7.34)

where O, O ′, O ′′, O ′′′ are different terms containing different orders of βi and
x. Therefore, the probability at the origin almost vanishes while at the right- and
left-hand sides positions, due to x as a factor, the probability would be non-zero,
hence two peaks at right- and left-hand sides’ positions. This is consistent with
plotted diagrams in Fig. 5.1 for initial state of (5.6).

As for θ→ 0 with β1 = β4 = 0, we have

lim
θ→0

p(0) = O(β22,β23) −O
′(β22,β23)θ+O

′(β22,β23)θ
2 + ...,

lim
θ→0

p(x)|x>1 = O ′(β22,β23)θ
2 −O ′′(β21,β24, x)θ3 +O ′′′(β21,β24, x2)θ4 + ...,

lim
θ→0

p(x)|x6−1 = O ′(β22,β23)θ
2 +O ′′(β21,β24, x)θ3 +O ′′′(β21,β24, x2)θ4 + ..., (7.35)

which indicates a peak at the origin and almost zero the probability densities at
right- and left-hand sides except for very large (small) positions (x). Therefore, a
Three-peaks-zone in probability density distribution would be observed which is in
agreement with plotted diagrams in Fig. 5.1 for the initial state of (5.7). The same can
be applied to other limits such as θ→ π/2 which confirms our numerical simulation.
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