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Abstract

This study presents three EEG/MEG applications in which the modeling of oscillatory signal components offers complementary analysis and an improved explanation of the underlying generator structures. Coupled oscillator networks were used for modeling. Parameters of the corresponding ordinary coupled differential equation (ODE) system are identified using EEG/MEG data and the resulting solution yields the modeled signals. This model-related analysis strategy provides information about the coupling quantity and quality between signal components (example 1, neonatal EEG during quiet sleep), allows identification of the possible contribution of hidden generator structures (example 2, 600-Hz MEG oscillations in somatosensory evoked magnetic fields), and can explain complex signal characteristics such as amplitude-frequency coupling and frequency entrainment (example 3, EEG burst patterns in sedated patients).
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Introduction

EEG/MEG oscillations show characteristics identified in experiments using simulations with coupled oscillators, such as linear and non-linear phase synchronization/desynchronization of the oscillations and frequency entrainment [3]. As already demonstrated by other studies, simulations of physiological systems using coupled oscillator systems and corresponding model-based analysis methods not only contribute significantly to improve interpretation of the results, but also enhance the analysis methods themselves [4, 24]. In addition, coupled oscillators (oscillator networks) can be directly used as an analysis method, whereby the parameters of the underlying ordinary coupled differential equation (ODE) system are identified using the measured EEG/MEG data [13]. With this type of adapted ODE system, the solution yields the modeled signals. Using one ODE (oscillator), one EEG/MEG signal or signal component can be modeled. Interrelations between the signals or signal components are modeled by couplings between ODEs [22].

The aim of this study is to demonstrate that model-based approaches can be used to analyze EEG patterns (example 1, neonatal EEG during quiet sleep). It can also be shown that models of coupled oscillators allow the identification of influences of hidden sources that cannot be measured and for which the signal characteristics are unknown. Adding hidden sources to the model leads to improved modeling and explanation of the EEG/MEG signal results (example 2, 600-Hz MEG oscillations in somatosensory evoked magnetic fields). Furthermore, both approaches can be combined. A signal component related to a hidden source (e.g., known from experimental studies) can be used to model the contribution of such a hidden source to the whole signal pattern and to its signal characteristics. Parameters of a complete model might be utilized as analysis parameters (example 3, EEG burst patterns in sedated patients).

Materials and methods

Example 1: oscillatory networks for coupling analysis

The first example is related to a group of six clinically and neurologically normal, full-term neonates (mean conceptional age 39.3 weeks, range 38–41; mean birth weight 3152 g, range 2670–3420; 5-min APGAR score ≥8). The recordings were performed during sleep between 09:00 and 12:00 h. The EEG (unipolar recordings with linked ear reference; 8-channel EEG; international 10–20 systems with electrodes Fp1, Fp2, C3, C4, T3, T4, O1, O2; sampling rate 128 Hz), heart rate, respiratory movements and EOG were recorded. Only the EEG recordings during quiet sleep were selected.

The EEG was classified by a trained physician into the burst and interburst patterns. The data were filtered using two FFT filters (1.0–1.6 and 3.5–6.0 Hz) to extract relevant frequency ranges. Signal segments of 6 s in duration were used for the present examination, whereby one segment consists of a consecutive series of a 1-s interburst interval followed by a 4-s burst period and again a 1-s interburst.

Example 2: modeling to explain 600-Hz oscillations

Somatosensory evoked potentials and magnetic fields were simultaneously derived from 10 healthy volunteers.
after electrical stimulation of the nervus medianus (7000 averages, sampling frequency 5 kHz, anti-aliasing low-pass filter 1500 Hz). In addition, a 3D MRI data set was acquired from each volunteer (1-mm³ voxel size; 256 × 256 × 192). The measurement was performed with 31 magnetic channels (Philips, Hamburg, Germany) and 32 electrical channels (Neuroscan, El Paso, TX, USA). Stimulation involved rectangular electrical impulses of 0.2 ms in duration at a frequency of 4 Hz. To improve the signal/noise ratio, the registered data were filtered offline using an optimal filter (Wiener filter) and were also digitally filtered by a third-order Butterworth filter with a band of 450–750 Hz. Then singular value decomposition was performed and the noise proportion was eliminated. Electrical and magnetic data were used simultaneously for source reconstruction. The 3D MRI data for the ten volunteers were used to compute an individual head model consisting of the three components skin, cranium and brain. The individual head models were used for subsequent source localization. The locations of Brodmann areas 3b and 1 were identified by fitting a 2-dipole model using the Nelder-Mead simplex algorithm.

Example 3: coupled Duffing oscillators to model and analyze amplitude-frequency dependence and frequency entrainment

Investigations were carried out on seven sedated patients with various neurosurgical diseases, a subgroup (thiopental group) of a group of patients who have been described in detail elsewhere [27]. All were given individualized basic sedation to ensure controlled mechanical ventilation and safe nursing. An increase in intracranial pressure that could not be influenced by conventional therapy (ventricular drainage if available, hyperventilation) to a PaCO₂ of 84 L. Leistritz et al.: Coupled oscillator models for analysis of EEG/MEG patterns 84 L. Leistritz et al.: Coupled oscillator models for analysis of EEG/MEG patterns 84 L. Leistritz et al.: Coupled oscillator models for analysis of EEG/MEG patterns 84 L. Leistritz et al.: Coupled oscillator models for analysis of EEG/MEG patterns 84 L. Leistritz et al.: Coupled oscillator models for analysis of EEG/MEG patterns was recorded by an eight-channel analogous EEG (Neurofax 5610G, Nihon Kohden, Tokyo, Japan); the electrodes were placed in superior lengthwise positions according to the international 10–20 system with Cz as the reference. This method is the favored recording mode in important clinical studies. The sampling frequency was 256 Hz. Down-sampling to a rate of 128 Hz was performed after digital low-pass filtering with an upper cutoff frequency of 64 Hz. Only the first 2 s of the EEG patterns were used for analysis (256 sampling points after down-sampling), with the underlying models fitted to these burst sections of a duration of 2 s.

The burst onset positions were automatically detected by the pattern detection unit developed by Leistritz et al. [12] on the basis of Fp1 vs. Cz.

Results

Example 1: oscillatory networks for coupling analysis

The field of application of coupled oscillators includes the analysis of multidimensional signals with different and unknown interactions between the signal components. This requires structuring of a network of coupled oscillators, which includes definitions of the oscillator types and possible couplings between the network oscillators.

The goal of this example was to fit oscillatory networks of coupled damped harmonic oscillators to burst segments of eight-channel EEG recordings of healthy neonates. A fully connected network would contain 56 possible couplings, too many for reliable parameter identification. A reasonable possibility to reduce this degree of freedom is to assume that only couplings between adjacent electrode positions are admissible. This results in a reduction to 34 couplings.

We assumed a linear model

\[ \ddot{x}(t) = \text{diag}(\mu)x - \text{diag}(2\pi \omega)\dot{x} + (E-I)x, \]

\[ x(0) = x_0, \quad \dot{x}(0) = \dot{x}_0, \]

with frequency and damping parameters \( \omega = (\omega_1, \omega_2, \ldots, \omega_8) \) and \( \mu = (\mu_1, \mu_2, \ldots, \mu_8) \) and as the coupling matrix

\[
E = \begin{pmatrix}
0 & e_{12} & e_{13} & e_{14} & 0 & 0 & 0 & 0 \\
0 & e_{23} & e_{24} & 0 & 0 & 0 & 0 & 0 \\
e_{34} & 0 & e_{45} & e_{46} & 0 & 0 & 0 & 0 \\
e_{45} & 0 & e_{56} & 0 & 0 & 0 & 0 & 0 \\
e_{56} & 0 & e_{67} & 0 & 0 & 0 & 0 & 0 \\
e_{67} & 0 & e_{78} & 0 & 0 & 0 & 0 & 0 \\
e_{78} & 0 & e_{89} & 0 & 0 & 0 & 0 & 0 \\
e_{89} & 0 & e_{90} & 0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

Altogether, a system with 66 unknown parameters – 34 coupling parameters, eight damping factors, eight frequency parameters and 16 initial conditions – had to be identified. Separate oscillator network models were fitted for each frequency range using Bock’s multiple shooting method [2] with the underlying modified Levenberg-Marquardt method [15, 16]. To reduce the influence of different amplitudes at different electrode positions, the data were normalized to a maximum norm of one. Figure 1 depicts the results for one fit. Typically, we could reach a better fit at the frontal electrode positions Fp1 and Fp2 in comparison to the occipital positions. It was more difficult to find an appropriate minimum of the error function using data sets of the higher frequency range. Besides the possibility of an inadequate model, another possible explanation might be the much more complicated structure of the error function, which is more “furrowed” in this case. Consequently, the dependence of the optimal parameter set on the initialization of the optimization procedure is increased. The quality of the fit typically decreases from frontal to occipital positions and from the lower to the higher frequency range. Our previous studies have demonstrated that the synchronization properties (coherence and quadratic phase couplings [5, 23]) are significantly pronounced at the frontal electrodes.
Example 2: modeling to explain 600-Hz oscillations

Directed information transfer in the human brain presumably occurs by oscillations [10, 19]. The second example demonstrates the possibility of modeling cortical 600-Hz oscillations localized within Brodmann areas 3b and 1 after stimulation of the nervus medianus using a system of coupled differential equations. The origin and function of these 600-Hz activities are not completely understood yet, but a causal connection seems likely. The aim of the present example was to derive a fairly uncomplicated model to describe the spatial-temporal features of these 600-Hz activities. The model may be used to analyze the directed information transfer of the somatosensory system. In fact, once a model is established and fitted to real data, explorative analyses may be performed to investigate what transpires when single parameters of the system are slightly changed or couplings between the network oscillators are cancelled. Such modifications could offer a significant contribution to the understanding of network properties.

Basically, there are two key points that have to be considered to solve such types of task. The first involves determination of the model in combination with the definition of free parameters that have to be optimized. The second is selection of a suitable optimization procedure that can identify a reliable parameter set that minimizes a certain error function, and that provides a good model fit. The activation time courses of the 600-Hz activity formed the observation data for fitting of the oscillatory network models.

The following assumptions had to be embedded into a model for the cortical and thalamic 600-Hz activity:

1. The cortical activities are initiated from a resting state of zero by a thalamic impulse resulting from irritation of the nervus medianus;
2. The thalamic component may be formalized by an oscillation with amplitude modulated by a Gaussian shape function [7, 8];
3. The cortical components can be modeled by damped harmonic oscillators that have a mutual influence;
4. Due to the sequential activation of different brain areas, impulse propagation is delayed from the thalamic component to area 3b (1.2 ms fixed) and to area 1 (variable, approx. 2.4 ms); and
5. The state before stimulation is assumed to be zero.

Denoting Brodmann area 3b by \( x \); area 1 by \( y \) and the thalamic component by \( z \), the following differential algebraic equation results:

\[
\ddot{x} = \mu_x x + c_1 x + c_2 y + c_3 z(t-0.0012), \\
\ddot{y} = \mu_y x + c_4 x + c_5 y + c_6 z(t-\delta), \\
z(t) = e^{-\frac{(t-m)^2}{\sigma^2}} \cdot \cos(2\pi wt + \varphi)
\]

with \( x(0) = \dot{x}(0) = y(0) = \dot{y}(0) = 0 \). All assumptions are inserted into a model that contains 13 parameters \( \{\mu_x, \mu_y, k_1, k_2, c_1, c_2, c_3, c_4, c_5, c_6, m, \sigma, \delta\} \), where the time delay \( \delta \) was limited by the bounds 2.2 and 2.7 ms, which are reasonable physiological limits. The parameter set may be considered as minimal, since any elimination would result in a violation of at least one of the assumptions above. Since \( x(0) = \dot{x}(0) = y(0) = \dot{y}(0) = 0 \), the thalamic component is necessary to push the cortical components off their resting state of zero.

This model was fitted to all data sets separately using the least-square deviation from the model to the measured data points as the error criterion. The fitting process is not trivial, since the error function possesses a multitude of local minima. There are different strategies to
reduce the influence of the local convergence of optimization procedures, such as a combination of deterministic and stochastic search algorithms [16, 20], Bock’s multiple shooting method [2], or simulated annealing [11]. We alternately used Bock’s multiple shooting and simulated annealing until no further improvement in the approximation quality could be achieved.

The differential algebraic model could be fitted successfully for all ten data sets. As an example, the model functions with the embedded data points are depicted in Figure 2, where the best and worst approximations for larger data sets were chosen. The thalamic component $z$ is also given to demonstrate the amplitude-modulated oscillating structure of this component. Although the single parameters vary from volunteer to volunteer, the coupling parameters $\gamma$ did not vanish for all data sets. This is an indication that the underlying oscillatory network topology is equal for all volunteers. We could show that cortical 600-Hz activity may be modeled by a system of three coupled oscillators.

**Example 3: coupled Duffing oscillators to model and analyze amplitude-frequency dependence and frequency entrainment**

As shown in previous studies, two dominant oscillatory components of EEG burst patterns during electroencephalographic burst suppression periods (BSPs) exist in sedated intensive care patients [17, 25]. A low-frequency oscillation ($<5$ Hz), which starts with an initial negative wave, is superimposed by a delayed spindle-like high-frequency oscillation ($>8$ Hz; high frequency). These are characterized by a transient but strong quadratic-phase coupling (QPC) [18]. QPC can be demonstrated between the frequency ranges 0–2.5 Hz and 8–12 Hz (3–7.5 Hz) initiated 0.25 s after burst onset and reaches a maximum between 0.75 and 1.25 s. The most probable cause of the QPC was identified as an amplitude modulation, i.e., the low-frequency oscillation modulates the amplitude of the high-frequency oscillation. This model has been evaluated by a special amplitude demodulation method [1, 26]. However, not all coupling properties can be explained by amplitude modulation. It can be shown that an amplitude-frequency dependence of both frequency bands exists. An alternative interpretation of the amplitude-frequency dependence is amplitude and frequency entrainment, i.e., the amplitude of the low-frequency band entrains the amplitude of the high-frequency band, and the frequencies of both bands are also coupled. Coupled Duffing oscillators are used to explain these coupling characteristics and the time courses of amplitude and frequency modulation. Modeling was performed on the basis of the following presumptions:

1. The high-frequency component was taken to model a thalamic oscillator that mutually interacts with the low-frequency cortical oscillatory activity;
2. The high-frequency component has a spindle-like amplitude;
3. The frequency of the high-frequency component may be dependent on the amplitude;
4. The low-frequency component is modeled by a damped oscillator; and
5. The frequency of the low-frequency component may be dependent on the amplitude.

Thus, a suitable model for the low-frequency cortical oscillatory activity is the damped Duffing oscillator given by the ODE

$$\ddot{x} + (2\pi \omega_0)^2 x - \mu \dot{x} - \beta x^3 x - m x - b \dot{x} = 0,$$

Furthermore, the ODE

$$\ddot{y} + (2\pi \omega_0)^2 y + \frac{2}{\tau} + 4 \left( \frac{t-t_0}{\tau} \right) \dot{y} - \frac{t-t_0}{\tau} \ddot{y} = 0,$$

has the solution

$$y(t) = a \cos(2\pi \omega_0 t + \psi) e^{-\frac{(t-t_0)^2}{\tau}}.$$

**Figure 2** Optimization results for the best (left, smallest least-square deviation) and worst (right, largest least-square deviation) fitted models. The solid lines represent the model and the points depict the measured data. Note that there are no measurements for $z$ (hidden node of the network).
which is a suitable model for presumption (2). Adding the non-linear term $-\beta_y y^3$ to the right-hand side, an amplitude-dependent frequency may be realized by the ODE:

$$\dot{y} = \left(2\pi \omega_y\right)^2 + \frac{2}{\tau} + 4 \left(\frac{(t-t_0)^2}{\tau}\right) \dot{y} - \frac{t-t_0}{\tau} \beta_y y^3,$$

$$y(0) = y_0, \quad \dot{y}(0) = \nu_0.$$

Mutual coupling of both components yields a network of two nodes:

$$\dot{x} = \left(2\pi \omega_x\right)^2 \mu_x \dot{x} - \beta_x x^2 - e_x y,$$

$$\dot{y} = \left(2\pi \omega_y\right)^2 + \frac{2}{\tau} + 4 \left(\frac{(t-t_0)^2}{\tau}\right) \dot{y} - \frac{t-t_0}{\tau} \beta_y y^3 + e_y x,$$

$$x(0) = x_0, \quad \dot{x}(0) = \chi, \quad y(0) = y_0, \quad \dot{y}(0) = \nu_0.$$

Thus, the model is determined by a set of nine parameters ($\omega_x, \omega_y, \mu_x, \beta_x, \beta_y, \tau, t_0, e_x, e_y$) and four initial values. The model was fitted to a burst pattern with a duration of 2 s using least-square deviation from the model to the measured data points as the error criterion. Then $x$ was fitted to original burst data extracted as described above. There are no direct measurements of the high-frequency component $y$. Thus, the whole EEG was bandpass filtered (FIR filter, order 256, pass band 8–12 Hz) and the resulting signal proportion was used to fit the second model component $y$, as shown in the example in Figure 3.

One possible application is to track the parameters within a BSP, since the sedation depth varies in this phase. If changes in sedation depth result in differences in burst pattern, such changes should be visible in parameter alterations. We investigated a sequence of consecutive bursts in a patient and identified the parameter vector $(\omega_x, \omega_y, \mu_x, \beta_x, \beta_y, \tau, t_0, e_x, e_y)$ in a preliminary study. By analyzing the results of individual cases, the following hypotheses can be formulated (an example is shown in Figure 4):

1. The time course of $\beta_x$ is characterized by a short rise at the beginning of a BSP and a slow depression at the end of burst suppression.

Figure 3. Results of modeling of a representative burst pattern.

(A) Original (dashed line) and modeled (full line) burst pattern. (B) Extracted spindle-like component of the original and modeled burst patterns (filtering at 8–12 Hz). (C) Instantaneous frequency courses of both spindle-like components.
2. Analogously, the time course of $\mu$ is characterized by a short rise at the beginning of a BSP and a slow depression at the end of burst suppression.

3. The parameter $\tau$ increases in the course of burst suppression, that is, the spindles appear to be broader.

4. The parameter $t_0$ increases in the course of burst suppression, that is, the spindles occur later with respect to the low-frequency negative half-wave.

Further investigations in a separate study should examine how these trends may be statistically confirmed.

Discussion and conclusion

Oscillatory phenomena in electrical brain activity can be understood within the framework of coupled oscillator theory [21]. This is also true for the cooperative dynamics of oscillatory components of, e.g., the cardiovascular-respiratory system [3]. As already demonstrated by other studies [3, 6, 9, 14, 24], simulations of physiological systems using coupled oscillator systems and corresponding model-based analysis methods not only significantly contribute to improved interpretation of results, but also enhance the analysis methods themselves. For quantification and interpretation of complex coupling patterns, such simulations represent an indispensable processing step. The overview of the types of modeling and simulation strategies presented here, as well as their applications, demonstrates the major advantages of our strategy.

Limitations should be noted, however. The modeling is time-consuming and the parameters of the ODE systems are difficult to interpret. These limitations are possibly due to the fact that the model is too simplistic. Yet the advantages are clear and significant. The examples derived from our applications fully demonstrate the important clinical relevance of these model-related approaches.
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