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Zusammenfassung


Abstract

The counterintuitive phenomenon of stochastic resonance describes an enhancement of weak periodic input signals of nonlinear systems evoked by garnishing it with noise of small amplitude. After extensive examinations of stochastic resonance in systems perturbed by Gaussian noise finally jump processes enter the stage.

At the beginning the perturbed movement of a particle in a double-well potential with periodically changing minimum positions is analysed. Perturbation processes that admit jumps and have distributions with polynomially decaying tails are in the focus of our research. Time-continuous two-state Markov chains serve as the first approximation for the hopping dynamics of the particle between the two wells. The transition rates of the chains from one state to the other vary periodically and are chosen to be polynomial with respect to the noise parameter. The time scale on which the Markov chains behave almost periodically is the inverse of the average transition rate. This is proven with the help of a probabilistic quality measure that maximizes the probability of a jump in a small time window around the time point at which a transition is most likely to occur. The transfer of this result to the complex jump diffusion model follows. Two different perturbation terms arising from two distinct understandings of stochastic integration with respect to jump processes are of interest. On the appropriately chosen time scale apart from small localization errors a transition of the particle from one bounded well to the other one in a small time window including the time point at which a transition is most likely to occur is as probable as in the case of the approximating two-state Markov chain.

Furthermore the behaviour of a particle moving in a time-independent double-well potential subject to stable-like Lévy noise with time-periodic stability index is examined. Again a time-continuous two-state Markov chain serves as a simplification. As above, its transition rates are polynomial with respect to the noise amplitude but have periodically varying exponents. It turns out that the minimal value of the periodic stability index of the noise is decisive to specify the time scale on which the jump diffusion behaves like a two-state Markov chain. The already explained probabilistic quality measure proposes a critical time scale which is slightly longer than the inverse of the polynomial time with the exponent equal to the minimal value of the stability index. The appropriately scaled jump diffusion shows metastable behaviour, i.e. on the critical time scale its effective dynamics are indistinguishable from the behaviour of a time-continuous two-state Markov chain living on the well bottoms and only allowed to jump at time points where the minimal value of the periodic stability index is attained.
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Chapter 1

Introduction

Features one usually associates with the term “noise” are chaotic, agitated or disordered which all together not give a very positive impression of this phenomenon. It is hard to imagine that an unwanted disturbance may achieve any good. Actually this attitude is a little biased which becomes apparent after the acquaintance with stochastic resonance. Regardless of whether stochastic resonance appears in a system originating from climatology, electronic engineering, biology or medicine it always pursues the same mechanism. A weak periodic input signal of a nonlinear system is enhanced by adding noise with a correct amplitude. Without the otherwise unwanted perturbation, the signal detection worsens noticeably.

1.1 Historical motivation

To trace the origin of stochastic resonance one has to draw the attention to climatology. The climate of the Earth varies in repeating patterns between warm periods and ice ages with temperature gradient of around 10 K. Weak periodic variations of the Earth’s orbit (eccentricity), its axial tilt (obliquity) and the axial precession better known as Milankovich cycles possess periods of around 100,000, 41,000 and 25,000 years. Although these variations correlate with the climate evolution it seems unreasonable that such weak modulations alone cause fast transitions between the two noticeable different climate regimes. Nicolis ([35]) and Benzi et al. ([3]) discovered an amplifying effect of the weather and ocean circulations on the orbital forcing. Thus small weather fluctuations act as an amplifier and allow rapid changes from warm to cold or vice versa.

In 1969 Budyko ([11]) and Sellers ([43]) simultaneously developed a very simple model of the Earth climate. This model which is called energy balance model describes the evolution of the spatially (over longitude and latitude) and annually averaged temperature $X(t)$ on Earth and is well explained in [23]. The evolution of the temperature is assumed to be equal to the difference between incoming $E_{in}$ and outgoing energy $E_{out}$ of the Earth. The solar constant $s(t)$ that contrary to its name is not constant but proportional to the incoming radiative
The energy balance model

\[
s(t) = s_0 + c \sin \frac{2\pi t}{2T}
\]

for special constants \(s_0\) and \(c\) and a period \(2T\) of around 100,000 years. Additionally \(E_{in}\) depends on the ratio of absorbed to incoming radiation. This ratio is given by \(1 - a\) where \(a\) is the so-called albedo that quantifies the proportion of reflected radiation. A snow-covered globe has an essentially bigger albedo than a wooded green and brown Earth. Therefore a temperature below a critical value \(X_{\min}\) is associated with a big albedo \(a_{\max}\) and if the temperature lies above \(X_{\max}\) the albedo obtains its smallest value \(a_{\min}\). The course of \(a\) is modelled to be linear inbetween. A simple model for \(E_{out}\) is the black body radiator. The outgoing energy \(E_{out}\) is equated to \(\gamma X^4(t)\) for some constant \(\gamma\). Taking into account that the Earth has heat capacity \(m\) yields

\[
\frac{d}{dt} X(t) = \frac{1}{m} (E_{in}(t) - E_{out}(t)) = \frac{s(t)}{m} (1 - a(X(t)) - \frac{\gamma}{m} X^4(t)).
\]

Due to the structure of \(E_{in} - E_{out}\) three critical temperature levels \(\{X_{-}(t), X_0(t), X_{+}(t)\}\) with \(0 = E_{in} - E_{out}\) exist (Figure 1.1) which should be distinguished from all the others due to their stability properties. The state \(X_{-}(t)\) is associated with a cold climate and \(X_{+}(t)\) corresponds to a warm period. Both states are stable while \(X_0(t)\) represents an unstable state. All points periodically vary in \(t\) because of the periodicity of the solar influence.

Since the model is one-dimensional a representation of \(\frac{1}{m} (E_{in} - E_{out})\) through the gradient of a potential is always possible. Assume \(U : \mathbb{R} \times \mathbb{R}^+ \to \mathbb{R}^+\) denotes a potential which is 1-periodic in the second variable (time), has two minima located at \(m_{-}(t)\) and \(m_{+}(t)\) and a separating saddle point at \(m_{0}(t) \in (m_{-}(t), m_{+}(t))\) (Figure 1.2). The derivative of \(X(t)\) can be rewritten by

\[
\frac{d}{dt} X(t) = -\nabla U \left( X(t), \frac{t}{2T} \right)
\]

while \(\nabla U(x, t) = \frac{\partial}{\partial x} U(x, t)\). If the starting temperature lies within the well corresponding to
\[ t = 0 \]

\[ m_-(t) \quad m_+(t) \quad x \]

\[ t = \frac{1}{4} \]

\[ m_-(t) \quad m_+(t) \quad x \]

\[ t = \frac{3}{4} \]

\[ m_-(t) \quad m_+(t) \quad x \]

---

\[ \dot{X}(t) = -\nabla U \left( X(t), \frac{t}{2T} \right) + \varepsilon \dot{W}_t, \] (1.1)

**Figure 1.2:** The shape of \( U(\cdot, t) \) for \( t \in \{0, \frac{1}{4}, \frac{1}{2}, \frac{3}{4}\} \).

\( m_-(t) \) respectively \( m_+(t) \), it is attracted by the region around the well bottom.

The main drawback of this simple deterministic model is the impossibility of climate changes from cold to warm or warm to cold. This difficulty is overcome by adding a noise term \( \varepsilon \dot{W}_t \) \((\text{[35],[3]}), where \( \varepsilon > 0 \) is small and \( \dot{W}_t \) is a white noise:

\[ \dot{X}(t) = -\nabla U \left( X(t), \frac{t}{2T} \right) + \varepsilon \dot{W}_t. \]

Transitions between ice ages and warm periods become possible, but when do they occur?

The aim is to detect the underlying periodicity of \( U \) in the random output signal. Then the Earth’s climate can be truly described by a random enhancement of the weak modulation of the solar constant. Hence the task is to increase the sensitivity of this random system to the periodic modulation of \( U \), which finally justifies the name stochastic resonance. This is done by a careful choice of the noise amplitude \( \varepsilon \). Although the addition of \( \varepsilon \dot{W}_t \) allows transitions between the wells, excursions into the other well are very rare if \( \varepsilon \) is very small (Figure 1.3 left). Many opportune moments to jump into the other well will be missed. If \( \varepsilon \) is chosen very big (Figure 1.3 middle), several transitions can be observed but those numerous excursions cover up the periodic input signal which then cannot be detected. An almost periodic random output signal is only obtained if \( \varepsilon \) is moderate such that too many transitions are avoided and a sticking within a well is shun (Figure 1.3 right).

Hence it is crucial to tune the noise intensity correctly according to the underlying period of the potential. The rigorous quantification of stochastic resonance is carried out by quality measures of tuning arising either from spectral, information or probabilistic theory. These measures precisely synchronize the period \( 2T \) and the noise amplitude \( \varepsilon \) to obtain an almost periodic output signal.
1.2 Stochastic resonance and Gaussian processes

One possible approach to stochastic resonance takes into account the consideration of a diffusion that is forced by a gradient system with two attractive points and is subject to noise with small amplitude. Assume $Y^\varepsilon$ denotes the solution of the stochastic differential equation

$$dY^\varepsilon_t = -\nabla V(Y^\varepsilon_t) \, dt + \varepsilon \, dW_t, \quad t \geq 0$$

where $V$ is a double-well potential, $W$ is a Brownian motion and $\varepsilon$ is small. In [16] large deviations theory serves for an analysis of the asymptotic behaviour of $Y^\varepsilon$ as $\varepsilon$ tends to zero. The process $Y^\varepsilon$ on average leaves a well at Kramers’ time ([31], [16], [9]) which is of order $e^{2\Delta V/\varepsilon^2}$ while $\Delta V$ denotes the height of the potential barrier.

By adding a periodic modulation to the potential $V$ a time-periodic double well potential $U$ is created and an observation of stochastic resonance is conceivable. Consider the solution $X^{\varepsilon,T}$ of

$$dX^{\varepsilon,T}_t = -\nabla U(X^{\varepsilon,T}_t, \frac{t}{2T}) \, dt + \varepsilon \, dW_t, \quad t \geq 0$$

while $U$ denotes a double-well potential that is 1-periodic in time and $2T$ is the period length. Now the potential height and therefore the mean exit time from a well periodically vary. Assume the height varies between $v^2 > 0$ and $V^2 > v^2$. The question is for which $T = T(\varepsilon)$ the periodic behaviour of $U$ transfers to the diffusion $X^{\varepsilon,T}$. Intuitively the half period $T$ must be greater than $e^{v^2/2 \varepsilon}$. Then transitions from the shallow into the deep well can be seen. Additionally it seems meaningful to choose $T$ smaller than $e^{V^2/2 \varepsilon}$ to avoid exits from the deeper well. With tools from large deviations theory the lower bound was obtained by Freidlin in [15]: The Lebesgue measure of the time the diffusion spends outside a small neighbourhood of the global minimum of $U$ tends to zero in probability if the limit of $\varepsilon \log T(\varepsilon)$ is greater than $v$.

The qualitative mathematical analysis of stochastic resonance was continued in [37] which was later partly included in the comprehensive work of Herrmann et al. ([20]). In [37] the drift term of the stochastic differential equation in (1.2) uses a potential $U$ which is time-independent on every time interval $[nT, (n+1)T)$, $n \in \mathbb{N}_0$, as seen in Figure 1.4. Two-state Markov chains with periodic infinitesimal generator serve as the first approximation of the
essential behaviour of the diffusion $X^{\varepsilon,T}$. In [37] and [24], among others continuous-time Markov chains with two states corresponding to the two minima of $U$ and transition rates equal to the inverse of the mean exit times of the diffusion of one well were considered. The process $X^{\varepsilon,T}$ on average leaves a well at times which are exponentially big in $\varepsilon$. Due to the asymmetry of $U$ two critical exponential time scales $e^{\frac{v}{\varepsilon^2}}$ and $e^{\frac{V}{\varepsilon^2}}$ exist and are noticeably separated which is decisive for stochastic resonance.

Many different quality measures of stochastic resonance are applied in [37] to determine the exact value of the half period $T$ that guarantees an almost periodic course of the approximating Markov chain and the diffusion itself. A frequently used tool to detect underlying periodicities is the spectral power amplification coefficient. This measure quantifies the spectral energy at the frequency $\frac{1}{2T}$ of the averaged random output signal. A maximum of the spectral power amplification signals an optimal choice of the pair $2T$ and $\varepsilon$ for an at most periodic course of $X^{\varepsilon,T}$ respectively its approximation. While the spectral power amplification of the Markov chain attains its maximum at $T \approx e^{\frac{(v+V)}{2\varepsilon^2}}$ the quality measure of the diffusion is monotone around this value. This unfavourable behaviour is entitled as lack of robustness and attributes to intra-well fluctuations of the diffusion. A truncation of these fluctuations provides an alternative and reveals the same resonance point $T \approx e^{\frac{(v+V)}{2\varepsilon^2}}$ for $X^{\varepsilon,T}$. The out-of-phase measure which calculates the time spent in the “wrong location” and therefore totally ignores intra-well movements immediately yields concurrent optimal values for diffusion and Markov chain and thus shows robustness.

Berglund and Gentz applied a pathwise approach ([6]) to analyse the behaviour of a periodically perturbed diffusion in the regime of synchronization where transitions between the two wells become most regular. Singular perturbation and probability theory are used to asymptotically specify the optimal values of noise intensity, amplitude and frequency of the periodic modulation to obtain an almost periodic appearance of the random output signal. One result exactly determines a lower bound of the noise amplitude to make periodic transitions possible. An analysis of residence-time and first-passage-time distributions can be found in [5] where Berglund and Gentz verified that those distributions are very similar to the periodically changing exponential ones.
1.3 Motivation for the application of jump processes

Stationarity, independence of increments and self-similarity are among several good reasons to choose a Brownian motion as perturbation term. However, during the last Ice age 110,000 to 12,000 years before present the Earth’s temperature faced several very rapid changes from a cold into an intermediate state and a following slower cooling called Dansgaard-Oeschger-events (Figure 1.5).

![Figure 1.5: An approximation of the Earth temperature from 100,000 years before present until now ([28]) by δ¹⁸O values of the NGRIP ice core from Greenland. Low values correspond to low temperatures.](image)

Jump processes that share most of the favourable features of the Brownian motion are α-stable Lévy processes with stability index \( \alpha \in (0, 2) \). They can often be considered as a second best choice. While the paths of \( \alpha \)-stable processes with small \( \alpha \) remind of a step function due to many big jumps, the paths of those processes with \( \alpha \) near 2 look more “diffusive” (Figure 1.6).

![Figure 1.6: Simulation of paths of a symmetric α-stable Lévy process \( L_t \) for \( \alpha = 1 \) (Cauchy process) and \( \alpha = 1.9 \).](image)

For the first time an energy balance model subject to Lévy flights the physicists term for \( \alpha - 

stable Lévy processes was considered in [13]. Extreme events not only take place in climatic history but also for example at the stock market when a popped bubble causes a crash. Such Lévy processes are important for a variety of models in financial industry ([12], [29]), in chemical physics ([10]), telecommunication ([17]) and many others. An important property of an $\alpha$-stable Lévy process $L = (L_t)_{t \geq 0}$ is the polynomial decay of the tails of its distribution: $P(|L_1| > x) \approx \frac{c}{x^\alpha}$ as $x \rightarrow \infty$ for some $c > 0$. These so-called “heavy tails” might be advantageous over the Brownian motion in models where e.g. crashes, earthquakes, tsunamis and other extreme phenomena has to be included.

Before we pass to the analysis of stochastic resonance with such jump processes it is appropriate to review results about stochastic differential equations subject to stable Lévy noise.

Assume $V$ is a one-dimensional double-well potential with minima at $m_-$ and $m_+$ and a separating saddle at $m_0 \in (m_-, m_+)$. Consider the solution of the stochastic differential equation

$$dY^\varepsilon_t = -\nabla V(Y^\varepsilon_t) \, dt + \varepsilon \, dL_t, \quad t \geq 0.$$ 

Again the exit times of $Y^\varepsilon$ from a well are of interest. The main difference to a Gaussian diffusion is the dependence on the distance to the obstacle in comparison to the barrier height in the case of a Brownian perturbation term which has its origin in the jump affinity of $L$. The mean exit time from the well corresponding to $m_-$ turns out to be of order $\frac{|m_- - m_0|^\alpha}{\varepsilon^\alpha}$ ([26]). The polynomial order of the mean exit time of the other well is the same which makes a noticeable separation of these critical times impossible. This impedes an observation of stochastic resonance right from the start.

### 1.4 Overview of this work

The goal of this work is the examination of stochastic resonance for a class of Lévy-driven jump diffusions.

At first we focus on a stochastic differential equation with drift term $U: \mathbb{R}^d \times \mathbb{R}_+ \rightarrow \mathbb{R}_+$ (see Figure 1.7 for $d = 2$) which is a $\mathbb{R}^d$-dimensional version of the double-well potential seen in Figure 1.2. The perturbation term includes a regularly varying Lévy process $L$ with index $\alpha < 0$ while regular variation accounts for the heavy tail property. Another generalization is made by considering multiplicative noise terms which allow space dependence in the noise instead of additive ones. The following stochastic differential equation will be studied

$$X^\varepsilon_t(x) = x - \int_0^t \nabla U \left( X^\varepsilon_s, \frac{s}{2T} \right) ds + \varepsilon \int_0^t g \left( X^\varepsilon_s \right) dL_s, \quad t \geq 0, \quad (1.3)$$

where $\nabla U(x, t) = \left( \frac{\partial}{\partial x_1} U(x, t), \ldots, \frac{\partial}{\partial x_d} U(x, t) \right)$ and the integrand $g$ of the Itô integral in the noise term is a matrix-valued smooth function and the $T$-dependence of $X^\varepsilon$ is omitted for shortness of notation. We even go a step further and devote a part of this thesis to the
stochastic differential equation

\[ Z^\varepsilon_t(x) = x - \int_0^t \nabla U \left( Z^\varepsilon_s, \frac{s}{2T} \right) ds + \varepsilon \int_0^t g(Z^\varepsilon_s) \circ dL_s, \quad t \geq 0, \]

which uses the canonical Marcus integral marked by the symbol \( \circ \). For simplicity we assume that through the geometry of the potential and the definition of the vague limit of the jump measure of \( L \) a transition from the left well to the right is most likely at \((2k+1)T, k \in \mathbb{N}_0\) and a transition back is favoured at \(2kT, k \in \mathbb{N}\).

Before we perform a thorough analysis of these differential equations, the first section of Chapter 3 is devoted to a model reduction describing the effective dynamics of the equations (1.3) and (1.4). Approximating two-state Markov chains with \(2T\)-periodic transition rates of order \( \varepsilon^\alpha \) serve as simplification. Because of a failure to compute stochastic resonance through the use of traditional but not robust quality measures of tuning arising from spectral or information theory an approach by Herrmann and Imkeller ([19]) was chosen. Suppose the Markov chain starts at the state representing the bigger well at time \( t = 0 \) and the smaller one after half a period \( T \) has passed by. Then the probabilistic quantity to jump at a time point within a small interval surrounding \( T \) where transition is most likely is maximized either in \( \varepsilon \) or in \( T \). Double stochastic resonance is documented because of a successful maximization with respect to \( \varepsilon \) respectively \( T \) although the results are not as impressive as in the case where Brownian motion serves as a perturbation term what can has its cause in the same polynomial order of the critical time scales. As the theory suggests, \( 2T \) must be of order \( \varepsilon^{-\alpha} \).

Similar quantities of the solutions of (1.3) and (1.4) are estimated in the remaining part of Chapter 3. Due to the fast growth of \( \nabla U \) at infinity and the existence of a separatrix dividing the two regions of attraction of the minima a focus on bounded and reduced domains
Figure 1.8: The periodically changing stability index $\alpha$ varies between $\alpha_*$ and $\alpha^*$. (excluding values near the boundary of the domains and far away from zero) is necessary.

For that transitions from one bounded and reduced domain of attraction of a minimum into the other one performed by the scaled processes $X^{\varepsilon}_{2T}$ respectively $Z^{\varepsilon}_{2T}$ are examined where $2T$ is of the proposed order $\varepsilon^{-\alpha}$. The probability to observe such a transition at a time point within a small interval surrounding $\frac{1}{2}$ is under estimation and a similar expression as for the approximating Markov chains is obtained if localization errors are ignored and special hypotheses concerning the mass of the Lévy measure near the separatrix and on other critical sets are tolerated.

Until now a weak periodic variation of an otherwise time-independent potential always represents the periodic modulation that is necessary for stochastic resonance. In Chapter 4 the potential is kept fixed in time and a deterministic parameter of the perturbation term is chosen to be $2T$-periodic. The considered noise term belongs to the set of additive processes which is a superset of Lévy processes. Additive processes start in zero, have independent increments, are stochastically continuous, have càdlàg paths and in general do not show stationary increments like Lévy processes. Simple examples for additive processes are time changed Lévy processes. Assume $\lambda: \mathbb{R}_+ \rightarrow \mathbb{R}_+$ is continuous and increasing with $\lambda(0) = 0$ and $(L_t)_{t \geq 0}$ denotes a Lévy process. Then $(L_{\lambda(t)})_{t \geq 0}$ denotes an additive process (Example 14.5 in [44]).

Assume $\alpha: \mathbb{R}_+ \rightarrow [\alpha_*, \alpha^*]$ with $0 < \alpha_* < \alpha^* < 2$ is a smooth 1-periodic function with unique minimum at $a \in (0, 1)$ and a unique maximum somewhere in $[0, 1]$ as seen for example in Figure 1.8 and $A^T = (A^T_t)_{t \geq 0}$ denotes an additive process with $\alpha \left( \frac{t}{2T} \right)$-stable local characteristics for all $t \geq 0$. Thus the jump behaviour of $A^T$ alters in time and represents the $2T$-periodic modulation. In Chapter 4 we capture many interesting features of the solution of the equation

$$Y^\varepsilon_t(y) = y - \int_0^t \nabla V(Y^\varepsilon_s) \, ds + \varepsilon A^T_t,$$

where $V: \mathbb{R}^d \rightarrow \mathbb{R}_+$ is a double-well potential. Since the jump affinity of $A^T$ is biggest for an at most small value of the stability index $\alpha$, the minimal value $\alpha_*$ of the function $\alpha$ plays a significant role in finding the right time scale on which the $\varepsilon$-dependence of the solution is
erased and \( Y^\varepsilon \) mainly behaves like a two-state Markov chain hopping between the minima with \( \varepsilon \)-independent transition rates. Intuitively a scale of order \( \varepsilon^{-\alpha^*} \) might be too small to open a time window for an observation of a transition however all scales \( \varepsilon^{-b} \) with \( b > \alpha_s \) are too big and immediately cause chaotic behaviour if the stability index falls below \( b \). The conjecture is that a scale only slightly above \( \varepsilon^{-\alpha^*} \) will appear to be correct.

As in Chapter 3 at first an approximating Markov chain documents the essential behaviour of \( Y^\varepsilon \). The probabilistic measure of a jump within a small interval surrounding \( 2Ta \) which is the first time the smallest stability index is attained reveals the critical time scale \( T(\varepsilon) \approx \varepsilon^{-\alpha^*} \sqrt{\log \varepsilon} \). An analysis of the exit times of the jump diffusion guarantees the same important scale for the jump diffusion solving (1.5). We prove that \( Y^\varepsilon_{t\varepsilon^{-\alpha^*}|\log \varepsilon|^{1/2}} \) in the small noise limit mainly behaves like a two-state Markov chain \( Z^\varepsilon \) only allowed to jump at those time points where the stability index attains its minimal value.
Chapter 2

Mathematical framework

The introduction already gave a general overview of the topic of this work. In this chapter the underlying mathematical models for equations (1.3)-(1.5) are rigorously defined and important results from literature are presented. At first, differential equations without stochastic influence are considered, later the stochastic perturbation terms are introduced. Afterwards the uniqueness and existence of solutions of the stochastic differential equations are proven and the Markov property is discussed. Eventually Laplace’s method for evaluation of integrals depending on parameters is presented due to its importance in Chapter 4.

2.1 Ordinary differential equations and periodic solutions

The stochastic differential equations (1.3), (1.4) and (1.5) arise as small amplitude perturbations of ordinary differential equations. Thus a brief analysis of the underlying gradient systems should precede the examination of the stochastic dynamics. The double-well potential $V$ in (1.5) satisfies the conditions below:

(V1) $V \in C^2(\mathbb{R}^d, \mathbb{R}_+)$.

(V2) Stationary points of $\nabla V$ are $m_-, m_+$ and $m_0$. The eigenvalues of $\left(-\frac{\partial^2}{\partial y_i \partial y_j} V(m_-)\right)_{i,j=1}^d$ and $\left(-\frac{\partial^2}{\partial y_i \partial y_j} V(m_+)\right)_{i,j=1}^d$ are negative. Thus $V$ has local minima at $m_-$ and $m_+$. At $m_0$ there is a saddle point, while the Hessian matrix of $V$ at $m_0$ has non zero eigenvalues.

(V3) There are $c^*_V > 0$ and $R^*_V > 0$ such that for $O^V_R := \{y \in \mathbb{R}^d : V(y) \leq R\}$, $R \geq R^*_V$, we have $\{m_-, m_0, m_+\} \subseteq O^V_{R_V} \setminus \partial O^V_{R_V}$ and $\langle \nabla V(y), y \rangle \geq c^*_V \|y\|^2 + c^*_V$ holds for all $y \in \mathbb{R}^d \setminus O^V_{R_V}$.

(V4) The derivatives up to order two of log$(1 + V(y))$ are bounded.

Let $y(t) = y(t; y_0)$ be the solution of the ordinary differential equation

$$\frac{d}{dt} y(t) = -\nabla V(y(t)), \quad t \geq 0, \quad y(0) = y_0$$

(2.1)
with initial value \( y_0 \in \mathbb{R}^d \). In the following an assertion \( \mathcal{A} \) that depends on the minimum position \( m_- \) or \( m_+ \) holds simultaneously for both positions if we write \( \mathcal{A}(m_\pm) \) is true.

We shall also work with the time-dependent periodic potential \( U \). Let the succeeding assumptions on the geometry of \( U \) be fulfilled.

(U1) \( U \in C^{2,1}(\mathbb{R}^d \times \mathbb{R}_+, \mathbb{R}_+) \) and \( U(x, t) = U(x, t+1) \) for all \( x \in \mathbb{R}^d, t \geq 0 \).

(U2) It holds \( \nabla U(x, t) = 0 \) if and only if \( x \in \{ m_-(t), m_+(t), m_0(t) \} \). The eigenvalues of \( \left( -\frac{\partial^2}{\partial x_i \partial x_j} U(m_\pm(t), t) \right)_{i,j=1}^d \) are negative and bounded away from zero uniformly in \( t \).

The corresponding Hessian matrix of the saddle position \( m_0(t) \) is indefinite, while again uniform boundedness from zero is valid for the eigenvalues.

(U3) There are \( c_i^U > 0 \) and \( R_i^U > 0 \) such that for \( O_{R_i}^U := \{ x \in \mathbb{R}^d : \| x \|^2 + c_i^U \leq R \} \), \( R \geq R_i^U \) we have \( \{ m_i(t) : i \in \{-, 0, +\}, t \geq 0 \} \subseteq O_{R_i^U}^U \) and \( \langle \nabla U(x, t), x \rangle \geq c_i^U \| x \|^2 + c_i^V \) holds for all \( x \in \mathbb{R}^d \setminus O_{R_i^U}^U \) and \( t \geq 0 \).

(U4) The derivatives \( \frac{\partial}{\partial t}, \frac{\partial}{\partial x_i} \) and \( \frac{\partial^2}{\partial x_i \partial x_j} \) for \( i, j \in \{ 1, \ldots, d \} \) of \( \log(1+U(x, t)) \) are uniformly bounded in \( t \geq 0 \).

A possible 1-dimensional example is \( U(x, t) = x^4 - x^2 + cx \cos 2\pi t + C \) for \( x \in \mathbb{R}, t \geq 0 \) and fixed \( c, C > 0 \). Its natural extension to \( d \) dimensions can look like:

\[
U(x_1, \ldots, x_d, t) = \frac{x_1^4}{4} - \frac{x_1^2}{2} + cx_1 \cos 2\pi t + \sum_{i=2}^d \frac{x_i^2}{2}(1 + x_i^2) + C
\]  

(2.2)

for \( (x_1, \ldots, x_d) \in \mathbb{R}^d \) and \( t \geq 0 \). The potential \( U \) is symmetric for \( t = (2k - 1)\frac{T}{4}, k \in \mathbb{N} \), and the well sizes are most different at \( t = \frac{k}{2}, k \in \mathbb{N}_0 \). Consider the solution \( x(t; x_0, t_0), t \geq t_0 \), of the time non-autonomous ordinary differential equation

\[
\frac{d}{dt} x(t) = -\nabla U \left( x(t), \frac{t}{2T} \right), \quad t \geq t_0, \quad x(t_0) = x_0,
\]  

(2.3)

with initial value \( x_0 \in \mathbb{R}^d \) and starting time \( t_0 \geq 0 \).

Continuity and the local Lipschitz property in the space variable of \( \nabla U \) and \( \nabla V \) suffice to prove existence and uniqueness of solutions \( x \) and \( y \) (Theorem 3.1 in Chapter 1 of [18]). The steepness of the potential makes a divergence of the solutions impossible and we can work with \( x(t) \) and \( y(t) \) for all \( t \geq 0 \).

In Chapter 3 and 4 we mainly concentrate on stochastic differential equations with starting values from bounded sets. It is natural to work with invariant sets here. For the gradient system (2.1) the union \( O_R^V \) of all level sets below a certain level \( R \) is invariant (Theorem 16.9 in [1]). The non-autonomous equation (2.3) also has invariant sets \( O_R^U \) due to assumption (U3) and Satz 7.2.1 in [45]. Additionally the conditions (V3) and (U3) guarantee a uniform upper bound for the return time of the deterministic solutions to \( O_{R'}^U \), respectively \( O_{R'}^U \).
Mathematical framework

(a) $t = 0$

(b) $t = \frac{1}{2}$

(c) Level sets of $U(x, 0)$

(d) Level sets of $U(x, \frac{1}{2})$

Figure 2.1: The potential $U$ given in formula (2.2) for $d = 2$, $c = 0.2$, $C = 0.5$ and $t = 0$ and $t = \frac{1}{2}$. The dark level sets reflect the greater depth of the well.

While the minimum positions $m_-$ and $m_+$ are exponentially stable, the inhomogeneity of (2.3) complicates the analysis of the convergence of its solution as $t \to \infty$. If $2T$ is chosen very big, then $U$ varies very slowly while the attraction of the region around the well bottoms is quite strong. Thus for nearly all starting points the solution $x$ of (2.3) very fast enters the neighbourhood of one minimum and always follows it with a small $\frac{1}{2T}$-dependent delay. In [6] and [4] Berglund and Gentz intensively examined slow-fast systems of the form

$$\frac{1}{2T} \frac{d}{ds} \hat{x}(s) = -\nabla U(\hat{x}(s), s), s \geq t_0 \frac{1}{2T} =: s_0, \quad \hat{x}\left(\frac{t_0}{2T}\right) = x_0.$$

Because of the periodicity of $U$ in time the question of existence of periodic solutions arises.

**Lemma 2.1.** ([6] Theorem 2.18.) There exist invariant solutions $\hat{x}_i^{\text{inv}}$ for $i \in \{-, 0, +\}$ with $\hat{x}_i^{\text{inv}}(s) = m_i(s) + O(\frac{1}{2T})$.

From $s = \frac{t}{2T}$ one can derive $x(t; \hat{x}_i^{\text{inv}}(\frac{t_0}{2T}), \frac{t_0}{2T}) = \hat{x}_i^{\text{inv}}\left(\frac{t}{2T}\right)$ for all $t \geq 0$.

**Definition 2.2.** Define the $2T$-periodic function $p_i(t) := \hat{x}_i^{\text{inv}}\left(\frac{t}{2T}\right)$ for $i \in \{-, 0, +\}$.

In Section 2.4 we will choose $2T$ of order $\varepsilon^{-\alpha}$ according to a special parameter $\alpha$ of the perturbation process $L$ in formulae (1.3) and (1.4). Hence the norm $\|m_\pm(s) - p_\pm(\frac{s}{2T})\|$ will be of order $\varepsilon^\alpha$. 
2.2 Stochastic processes

The most important ingredients of the perturbation terms used in (1.3)-(1.5) are Lévy processes and additive processes which are defined in the following.

**Definition 2.3.** The stochastic process \((L_t)_{t \geq 0}\) on \((\Omega, \mathcal{F}, \mathbb{P})\) with \(L_0 = 0\) a.s. denotes a Lévy process on \(\mathbb{R}^d\) if the following conditions hold.

(i) For \(0 \leq t_1 < \ldots < t_n, n \in \mathbb{N}\), the increments \(L_{t_n} - L_{t_{n-1}}, \ldots, L_{t_1} - L_{t_0}\) are independent.

(ii) The law of \(L_{t+s} - L_s\) is independent of \(s\) for all \(s, t \geq 0\) and \(L_{t+s} - L_s \overset{d}{=} L_t\).

(iii) \(L\) is stochastically continuous, that is \(\lim_{s \to t} \mathbb{P}(\|L_t - L_s\| > \varepsilon) = 0\) for all \(\varepsilon, t \geq 0\).

(iv) The paths of \(L\) are a.s. càdlàg. Thus there exists \(\Omega_0 \in \mathcal{F}\) with \(\mathbb{P}(\Omega_0) = 1\) and \(L_t(\omega)\) is right-continuous and has left limits in \(t\) for \(\omega \in \Omega_0\).

A process \(A = (A_t)_{t \geq 0}\) on \((\Omega, \mathcal{F}, \mathbb{P})\) with \(A_0 = 0\) a.s. that satisfies only (i), (iii) and (iv) is called additive process.

**Definition 2.4.** A measure \(\nu\) on \((\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))\) is called Lévy measure if the following is fulfilled:

\[\nu(\{0\}) = 0, \quad \int_{\mathbb{R}^d} (\|x\|^2 \wedge 1) \, d\nu(x) < \infty.\]

Additive processes are strongly linked to infinitely divisible distributions.

**Theorem 2.5. ([42] Theorem 9.8.)** Assume \((A_t)_{t \geq 0}\) is an additive process. Then there exist Lévy measures \(\mu_t, t \geq 0\), vectors \(a_t \in \mathbb{R}^d, t \geq 0\), and positive-semidefinite \(d \times d\) matrices \(\Sigma_t, t \geq 0\) such that

\[\mathbb{E} e^{i\langle x, A_t \rangle} = \exp \left( i \langle x, a_t \rangle - \frac{1}{2} \langle x, \Sigma_t x \rangle + \int_{\mathbb{R}^d} \left( e^{i\langle x, y \rangle} - 1 - i \langle x, y \rangle 1_{B_1(0)}(y) \right) \mu_t(dy) \right)\]

is true for all \(x \in \mathbb{R}^d\) and \(t \geq 0\) while the following conditions are valid:

(i) it holds \(a_0 = 0, \Sigma_0 = 0\) and \(\mu_0 = 0\);

(ii) for \(0 \leq s \leq t\) we have \(\langle x, \Sigma_s x \rangle \leq \langle x, \Sigma_t x \rangle\) and \(\mu_s(B) \leq \mu_t(B)\) for all \(x \in \mathbb{R}^d, B \in \mathcal{B}(\mathbb{R}^d)\);

(iii) \(a_s \to a_t, \quad \langle x, \Sigma_s x \rangle \to \langle x, \Sigma_t x \rangle, \quad \mu_s(B) \to \mu_t(B),\)

for Borel sets \(B \subseteq \{ x \in \mathbb{R}^d : \|x\| > \delta \}\) for some \(\delta > 0\), as \(|s - t| \to 0, t \geq 0\).

Conversely, for a family of triplets \((a_t, \Sigma_t, \mu_t)_{t \geq 0}\) fulfilling (i)-(iii) there exists an additive process \(A\) with characteristic function given above. It is unique up to identity in law.
The family \((a_t, \Sigma_t, \mu_t)_{t \geq 0}\) is called system of generating triplets. In the case of Lévy processes it equals to \((a, t\Sigma, t\nu)_{t \geq 0}\) (short: \((a, \Sigma, \nu)\)) with \(a \in \mathbb{R}^d\), a positive-semidefinite \(d \times d\) matrix \(\Sigma\), and a Lévy measure \(\nu\).

**Remark 2.6.** ([42] Remark 9.9.) The Lévy measures \((\mu_t)_{t \geq 0}\) uniquely determine a measure \(m\) on \(\mathbb{R}^d \times [0, \infty)\) with
\[
m(B \times [0, t]) = \mu_t(B)
\]
for \(t \geq 0\) and \(B \in \mathcal{B}(\mathbb{R}^d)\) and \(m\) satisfies \(m(\mathbb{R}^d \times \{t\}) = 0\) and
\[
\int_{\mathbb{R}^d \times [0, t]} (\|x\|^2 \wedge 1) m(dx, s) < \infty
\]
for all \(t \geq 0\). Since \(m((\mathbb{R}^d \times \{0\}) \cup \{0\} \times \mathbb{R}_+) = 0\), it is a measure on \(\mathbb{R}^d \setminus \{0\} \times (0, \infty)\), too. If we consider a Lévy process, \(m\) above is the product measure of the Lévy measure and the Lebesgue measure on \(\mathbb{R}_+\).

**Example 2.7.** ([44] pp. 458-459) Assume \(\gamma: \mathbb{R}_+ \to \mathbb{R}^d\) is a function with finite variation on compacts, \(\sigma\) is a matrix-valued function on \(\mathbb{R}_+\) while \(\sigma(t)\) is symmetric and \(\int_0^t \sigma^2(s) \, ds\) is finite for all \(i, j = 1, \ldots, d\), \(t \geq 0\) and \(\nu_t\) is a Lévy measure for all \(t \geq 0\), then \((a_t, \Sigma_t, \mu_t)\) with \(a_t, \Sigma_t\) and \(\mu_t\) given by
\[
a_t = \int_0^t \gamma(s) \, ds,
\]
\[
\Sigma_t = \int_0^t \sigma^2(s) \, ds,
\]
\[
\mu_t(B) = \int_0^t \nu_s(B) \, ds,
\]
is an admissible generating triplet for an additive process. The triplet \((\gamma(t), \sigma(t), \nu_t)\) is called local characteristic.

**Remark 2.8.** In Chapter 4 we will work with an additive process given according to the last example with \(\nu_t\) defined by
\[
\nu_t(dx) = \frac{c(t)}{\|x\|^{d+\alpha(t)}} \, dx, \quad t \geq 0,
\]
for smooth and periodic functions \(c\) and \(\alpha\).

Multiplicative noise terms in (1.3) and (1.4) and computations of integrals with respect to additive processes in Chapter 4 require that all possible integrators belong to the set of semimartingales.

**Definition 2.9.** A semimartingale \(Y\) on the filtered probability space \((\Omega, \mathcal{F}, \mathcal{F}, \mathbb{P})\) is an adapted, càdlàg process that admits the decomposition \(Y = Y_0 + M + V\), where \(Y_0\) is finite-valued and \(\mathcal{F}_0\)-measurable, \(M\) is a local martingale with \(M_0 = 0\), and \(V\) is a process of finite variation on compacts with \(V_0 = 0\).
Lemma 2.10. ([27] Corollary 5.11 in Chapter 2) An additive process \( A \) with triplet \((a_t, \Sigma_t, \mu_t)_{t \geq 0}\) is a semimartingale if and only if \( a_t \) is of bounded variation on finite intervals.

Well-known processes like the Brownian motion, the Poisson process or in general all Lévy processes belong to the nice class of strong Markov processes. The independence of the future and the past of a process given the present state is called Markov property. If stopping times are allowed as time points, the word “strong” is added.

Definition 2.11. The \( \mathbb{R}^d \)-valued, \( \mathbb{F} \)-adapted process \( X \) is a Markov process with respect to \( \mathbb{F} \) if for all measurable and bounded functions \( f \) and \( t, s \geq 0 \)

\[
\mathbb{E} (f(X_{t+s})|\mathcal{F}_t) = \mathbb{E} (f(X_{t+s})|X_t) \quad \text{a.s.}
\]

If additionally for all \( B \in \mathcal{B}(\mathbb{R}^d) \) the expression \( \mathbb{P}(X_{t+s} \in B|X_t) \) is independent of \( s \), \( X \) is a time-homogeneous Markov process. A homogeneous Markov process \( X \) is called strong Markov if for all bounded stopping times \( \tau \) the succeeding equation is true

\[
\mathbb{E} (f(X_{\tau+s})|\mathcal{F}_\tau) = \mathbb{E} (f(X_{\tau+s})|X_\tau) \quad \text{a.s.}
\]

Lemma 2.12. ([2] Theorem 2.2.11.), ([42] Theorem 10.4.) Lévy processes are strong Markov processes with respect to their completed natural filtration. Additive processes are Markov processes with respect to their completed natural filtration.

The next highlight is the Lévy-Itô decomposition of additive processes which requires further definitions.

Definition 2.13. Assume \((E, \mathcal{E}, m)\) is a \( \sigma \)-finite measure space. The family of random variables \((N(B))_{B \in \mathcal{E}}\) is a Poisson random measure with intensity measure \( m \) if

(i) \( N(B) \in \mathbb{N}_0 \cup \{\infty\} \),

(ii) \( N(B) \) is Poisson distributed with parameter \( m(B) \),

(iii) if \( B_1, \ldots, B_n \in \mathcal{E} \) are disjoint for some \( n \in \mathbb{N} \), then \( N(B_1), \ldots, N(B_n) \) are independent,

(iv) \( N(\cdot, \omega) \) is a measure on \((E, \mathcal{E})\).

Lemma 2.14. ([42] Proposition 19.5.) Let \((E, \mathcal{E}, m)\) be a \( \sigma \)-finite measure space with \( m(E) < \infty \), \((N(B))_{B \in \mathcal{E}}\) denotes a Poisson random measure with intensity \( m \) and \( f : E \to \mathbb{R}^d \) is measurable. Then

\[
X(\omega) := \int_E f(x)N(dx, \omega),
\]

is compound Poisson distributed and \( \int_E \|f(x)\|^2 m(dx) < \infty \) implies \( \mathbb{E}\|X\|^2 < \infty \) and

\[
\begin{align*}
\mathbb{E}X &= \int_E f(x) m(dx), \\
\mathbb{E}\|X - \mathbb{E}X\|^2 &= \int_E \|f(x)\|^2 m(dx).
\end{align*}
\]

If \( B_1, \ldots, B_n \in \mathcal{E}, n \in \mathbb{N}, \) are disjoint, then \( \int_{B_i} f(x)N(dx, \omega) \) for \( i = 1, \ldots, n \) are independent.
Remark 2.15. The jump times of an additive process $A$ with triplet $(a_t, \Sigma_t, \mu_t)_{t \geq 0}$ and their sizes can be described through a Poisson random measure $N^A$ which plays an important role in the Lévy-Itô decomposition. Assume $A_t(\omega)$ is càdlàg for $\omega \in \Omega_0$. Define

$$N^A(B, \omega) = \begin{cases} \# \{s \geq 0 : (A_s(\omega) - A_{s-}(\omega), s) \in B\}, & \omega \in \Omega_0, \\ 0, & \omega \in \Omega_0^c, \end{cases}$$

for $B \in \mathcal{B}(\mathbb{R}^d \setminus \{0\} \times (0, \infty))$. The measure $m$ on $\mathcal{B}(\mathbb{R}^d \setminus \{0\} \times (0, \infty))$ defined as in Remark 2.6 denotes the intensity of $N^A$.

Theorem 2.16. ([42] Theorem 19.2.) Let $A$ be an additive process with a generating triplet $(a_t, \Sigma_t, \mu_t)_{t \geq 0}$. Then $(N^A(B))_{B \in \mathcal{B}(\mathbb{R}^d \setminus \{0\} \times (0, \infty)))$ is a Poisson random measure on $\mathbb{R}^d \setminus \{0\} \times (0, \infty)$ with intensity measure $m$ defined in Remark 2.6. There exist $\Omega_t \in \mathcal{F}$ with $\mathbb{P}(\Omega_t) = 1$ for $i = 1, 2$ such that the following can be defined for $t \geq 0$

$$(i) \quad A^1_t(\omega) = \lim_{\varepsilon \to 0} \int \int_{\|x\| \in (\varepsilon, 1]} x \left( N^A(dx, s, \omega) - m(dx, s) \right)$$

$$+ \int \int_{\|x\| > 1} x N^A(dx, s, \omega), \quad \omega \in \Omega_1,$$

$$(ii) \quad A^2_t(\omega) = A_t(\omega) - A^1_t(\omega), \quad \omega \in \Omega_2.$$

The convergence in (i) is uniform in $t$ for all bounded intervals. The processes $A^1$ and $A^2$ are independent and additive with generating triplet $(0, 0, \mu_t)$ respectively $(a_t, \Sigma_t, 0)$.

The process $A^1$ is often referred to as jump part, $A^2$ is called continuous part. Due to the product structure of the space $\mathbb{R}^d \setminus \{0\} \times (0, \infty)$ we often write $(dx, ds)$ instead of $d(x, s)$.

In the stochastic differential equation (1.5) an additive process $A = A^T$ serves as noise term and $N^A = N^A_T$ is the associated Poisson random measure (Remark 2.15) with intensity $m$.

In Chapter 4 also integrals of random integrands with respect to the compensated Poisson random measure $\tilde{N}^A := N^A - m$ will be considered. Thus we will have to define stochastic integrals of the form

$$\int_0^t \int \chi_{\|x\| \in (0, 1]} f(x, s) \left( N^A(dx, ds) - m(dx, ds) \right)$$

for a function $f : \Omega \times \mathbb{R}^d \times \mathbb{R}_+ \to \mathbb{R}$ following Applebaum ([2] Section 4.2).

Definition 2.17. The function $f : \Omega \times \mathbb{R}^d \times [0, t] \to \mathbb{R}$ is called simple if

$$f(x, t) = \sum_{i,j=1}^{n,m} f_{ij} \mathbf{1}_{(t_i, t_{i+1}]}(t) \mathbf{1}_{B_j}(x)$$

holds where $0 \leq t_1 \leq \ldots \leq t_n \leq t$, $f_{ij}$ is a $\mathcal{F}_{t_i}$-measurable, bounded random variable, and Borel sets $B_1, \ldots, B_m \in B_1(0)$ are disjoint with $m(B_j \times [0, t]) < \infty$. 


The first approach applies $L_2$-theory using the definition
\[
I_t(f) := \int_0^t \int_{\|x\| \in (0,1)} f(x,s) \tilde{N}^A(dx,ds) := \sum_{i,j=1}^{n,m} I_{ij} \tilde{N}^A(B_j \times (t_i \land t, t_{i+1} \land t)),
\]
for a simple function $f$ as above. The process $I_t(f)$ is a square-integrable martingale and fulfills the isometry formula (Lemma 4.2.2 in [2])
\[
\mathbb{E}|I_t(f)|^2 = \mathbb{E} \int_0^t \int_{\|x\| \in (0,1)} f(x,s)^2 \, m(dx,s).
\]
Together with the fact that simple functions are dense in the set of all predictable square-integrable functions this enables us to formulate the next definition.

**Definition 2.18.** Let $f$ be predictable with
\[
\mathbb{E} \int_0^t \int_{\|x\| \in (0,1)} f(x,s)^2 \, m(dx,s) < \infty
\]
and $f^n$ are simple functions with
\[
\lim_{n \to \infty} \mathbb{E} \int_0^t \int_{\|x\| \in (0,1)} |f^n(x,s) - f(x,s)|^2 \, m(dx,s) = 0.
\]
Then define
\[
I_t(f) := \int_0^t \int_{\|x\| \in (0,1)} f(x,s) \tilde{N}^A(dx,ds) := L_2 - \lim_{n \to \infty} \int_0^t \int_{\|x\| \in (0,1)} f^n(x,s) \tilde{N}^A(dx,ds).
\]

**Lemma 2.19.** ([2] Theorem 4.2.3.) The stochastic process $(I_t(f))_{t \geq 0}$ defined above is a square-integrable martingale and satisfies
\[
\mathbb{E} \|I_t(f)\|^2 = \int_0^t \int_{\|x\| \in (0,1)} \mathbb{E} \|f(x,s)\|^2 \, m(dx,s).
\]

**Remark 2.20.** ([2] pp. 225-229, 230-231) Simple functions are also dense in the set of predictable functions with $\mathbb{P}(\int_0^t \int_{\|x\| \in (0,1)} |f(x,s)|^2 \, m(dx,s) < \infty) = 1$ which makes an extension of $I_t(\cdot)$ to those functions possible. The new definition yields a local martingale. It is even possible to generalize the integral term to integrands $f$ with $\mathbb{P}(\int_0^t \int_{\|x\| \in (0,1)} |f(x,s)| \, m(dx,s) < \infty) = 1$ which then creates a local martingale that is even a martingale if $\mathbb{E} \int_0^t \int_{\|x\| \in (0,1)} |f(x,s)| \, m(dx,s) < \infty$.

**Lemma 2.21.** Let $\tilde{N}^A$ be a Poisson random measure on $\mathbb{R}^d \setminus \{0\} \times (0,\infty)$ corresponding to the jumps of an additive process $A$ with compensated version $\tilde{N}^A$. Define
\[
X^i_t = \int_0^t \int_{\|x\| \in (0,1)} g^i(x,s) \tilde{N}^A(dx,ds), \quad i = 1, 2
\]
for predictable and square-integrable $g^i$. Then the quadratic covariation process is
\[
[X^1, X^2]_t = \int_0^t \int_{\|x\| \in (0,1)} g^1(x,s)g^2(x,s) \tilde{N}^A(dx,ds).
\]

**Proof.** The decomposition of the quadratic covariation into a continuous and a purely discontinuous part and the knowledge of the jump behaviour of $X^i$ proves the statement. □
2.3 The heavy tail property

In Chapter 3 not arbitrary Lévy processes serve as integrators in the noise terms. To obtain heavy tails in comparison to the exponentially light Gaussian tails we assume the Lévy measure is of regular variation which is specified in short in this section. Recommended literature on this topic are works of Hult and Lindskog ([21],[22]), Resnick ([40]) and Lindskog ([33]).

**Definition 2.22.** A measurable function \( l: \mathbb{R}_+ \to \mathbb{R}_+ \) is called slowly varying (at \( \infty \)) if

\[ \lim_{t \to \infty} \frac{l(\lambda t)}{l(t)} = 1, \text{ for all } \lambda > 0. \]

A measurable function \( r: \mathbb{R}_+ \to \mathbb{R}_+ \) with

\[ \lim_{t \to \infty} \frac{r(\lambda t)}{r(t)} = \lambda^\alpha, \text{ for all } \lambda > 0 \]

and \( \alpha \in \mathbb{R} \) is called regularly varying (at \( \infty \)) with index \( \alpha \).

**Theorem 2.23.** ([7] Theorem 1.4.1.) Every regularly varying function \( r \) with index \( \alpha \) admits a representation \( r(x) = x^\alpha l(x) \), \( x \in \mathbb{R}_+ \), with a slowly varying function \( l \).

**Example 2.24.** Prominent examples of distributions on \( \mathbb{R} \) with heavy tails are \( \alpha \)-stable distributions which fulfill

\[ \lim_{x \to \infty} x^\alpha P(X > x) = c_\alpha \in (0, \infty) \text{ for } \alpha \in (0, 2) \text{ (cf. [2] Section 1.5.4).} \]

A Lévy process \( X = (X_t)_{t \geq 0} \) being \( \alpha \)-stable at time \( t = 1 \) is called \( \alpha \)-stable process. The corresponding Lévy measure \( \nu \) of a symmetric \( \alpha \)-stable Lévy process satisfies

\[ d\nu(x) = c \mid x \mid^{-1-\alpha} dx, \]

for \( x \neq 0 \) and \( c > 0 \) (Remark 14.4 in [42]) and hence has infinite intensity \( \nu(\mathbb{R}) = +\infty \).

It holds

\[ \frac{\nu(\{ x \in \mathbb{R} : \mid x \mid > \lambda t \})}{\nu(\{ x \in \mathbb{R} : \mid x \mid > t \})} = \lambda^{-\alpha} \text{ for } t, \lambda > 0. \]

Thus the tails \( \nu(\{ x \in \mathbb{R} : \mid x \mid \geq \cdot \}) \) are regularly varying with index \(-\alpha\).

The definition of regularly varying measures requires the familiarity with Radon measures.

**Definition 2.25.** A measure \( \mu \) on \( B(\mathbb{R}^d \setminus \{0\}) \) is called Radon measure if \( \mu(B) < \infty \) for all relative compact sets \( B \in B(\mathbb{R}^d \setminus \{0\}) \).

**Definition 2.26.** A Radon measure \( \nu \) is called regularly varying with index \(-\alpha < 0 \) if and only if there exists a non-zero Radon measure \( \mu \) such that for all \( \lambda > 0 \)

\[ \lim_{t \to \infty} \frac{\nu(\lambda t B)}{\nu(t B)} = \lambda^{-\alpha} \lim_{t \to \infty} \frac{\nu(t B) \setminus \nu(\lambda t B)}{\nu(t B) \setminus \nu(B)} = \lambda^{-\alpha} \mu(B) \]

for all \( B \in B(\mathbb{R}^d) \) with \( \mu(\partial B) = 0 \) and \( 0 \notin B \). The reference set \( \{ x \in \mathbb{R}^d : \mid x \mid \geq 1 \} \) could be replaced by any Borel set which is bounded away from zero.

**Remark 2.27.** The definition of regular variation of Radon measures is usually formulated through vague convergence of measures but Portmanteau theorem (Theorem 3.1 in [14]) immediately links this convergence to the convergence of measures of relative compact sets. Thus we preferred this as definition.
**Remark 2.28.** An immediate consequence of Definition 2.26 is $\mu(\lambda B) = \lambda^{-\alpha} \mu(B)$ for all $\lambda > 0$. This scaling property implies the lack of atoms, $\mu(rS^{d-1}) = 0$ for all spheres $rS^{d-1}$ centered at 0 with radius $r > 0$ and many other nice properties listed in Theorem 1.8 in Chapter 1 of [33]. Regular variation of a Radon measure $\nu$ with index $-\alpha$ entails regular variation of $\nu\left(\{x \in \mathbb{R}^d : \|x\| \geq \cdot\}\right)$ and thus $\nu\left(\{x \in \mathbb{R}^d : \|x\| \geq \varepsilon^{-1}\}\right)$ decreases like $\varepsilon^{\alpha} l(\varepsilon^{-1})$ for a slowly varying $l$ as $\varepsilon$ tends to zero.

### 2.4 Stochastic differential equations

All necessary ordinary differential equations were analysed in Section 2.1 and now perturbation terms are added to obtain stochastic differential equations. At first definitions of the used noise terms follow and afterwards existence and uniqueness results for solutions of the created stochastic differential equations are presented.

#### 2.4.1 Perturbation terms and stochastic integration

We formulate the following assumptions concerning the noise terms in equation (1.3) and (1.4) and the period length $2T$.

(N1) Let $L = (L_t)_{t \geq 0}$ denote a $d$-dimensional Lévy process with characteristic triplet $(a, \Sigma, \nu)$ and $\nu$ is regularly varying with index $-\alpha < 0$ and a Radon measure $\mu$ as limit measure according to Definition 2.26.

(N2) The function $g$ on $\mathbb{R}^d$ is matrix-valued and every component $g_{ij}$ is continuous and bounded and has bounded and Lipschitz continuous derivatives.

(T) The period length $2T$ is coupled to the noise intensity $\varepsilon$ as: $2T = \frac{c_{\text{per}}}{\nu(B_{\varepsilon^{-1}}(0))} = \frac{c_{\text{per}}}{\varepsilon^{\alpha} l(\varepsilon^{-1})}$ for some $c_{\text{per}} > 0$ and $l$ slowly varying.

**Remark 2.29.** After the main results in Chapter 3 (Theorem 3.38 and Theorem 3.43) the constant $c_{\text{per}}$ will be chosen such that an at most periodic behaviour of the jump diffusion $X^\varepsilon$ solving equation (1.3) respectively $Z^\varepsilon$ solving equation (1.4) can be observed. The obtained optimal choice of $T(\varepsilon)$ will coincide with the result for the reduced Markov chain model with time-continuous infinitesimal generator considered in Subsection 3.1.2 (Proposition 3.9 for $k = 0$).

The perturbation term of the equation (1.3) uses an Itô integral of $g$ with respect to a $d$-dimensional Lévy process. A nice reference to the topic of stochastic integration with respect to the wide class of semimartingales to which Lévy processes belong (Lemma 2.10) is the book of Protter ([39]). Many properties of the stochastic integral are presented there and related subjects like stochastic differential equations are discussed. A frequently applied consequence of the Itô calculus which is called Itô formula is given below.
Theorem 2.30. ([44] Proposition 8.19.) Assume $X$ denotes a $d$-dimensional semimartingale and the function $f : \mathbb{R}^d \times \mathbb{R}_+ \to \mathbb{R}$ is twice differentiable with $(f_{x_1}, \ldots, f_{x_d}, f_t) = \left( \frac{\partial f}{\partial x_1}, \ldots, \frac{\partial f}{\partial x_d}, \frac{\partial f}{\partial t} \right)$ and $f_{x_i,x_j} = \frac{\partial^2}{\partial x_i \partial x_j} f$. Then $f(X_t, t)$ is a semimartingale and it holds

$$f(X_t, t) = f(X_0, 0) + \int_0^t f_t(X_s, s) \, ds + \frac{1}{2} \sum_{i,j=1}^d \int_0^t f_{x_i,x_j}(X_{s-}, s) \, d[X^i, X^j]_s^c$$

$$+ \sum_{j=1}^d \int_0^t f_{x_j}(X_{s-}, s) \, dX^j_s + \sum_{0 < s \leq t} \left( f(X_s, s) - f(X_{s-}, s) - \sum_{j=1}^d f_{x_j}(X_{s-}, s) \Delta X^j_s \right).$$

In comparison to that in equation (1.4) the canonical Marcus integral is used which is only defined for integrands which solve a stochastic differential equation. Pages 272-274 of [2] serve as introduction and [32] is a comprehensive reference to this subject.

Definition 2.31. Assume $g$ satisfies (N2). Let $Y$ denote a $d$-dimensional semimartingale and $X$ is the solution of the stochastic differential equation

$$X_t = X_0 + \int_0^t g(X_s) \circ dY_s,$$

while $X_0$ is $\mathcal{F}_0$-measurable and the involved integral is understood as given in the following

$$\int_0^t g(X_s) \circ dY_s = \int_0^t g(X_{s-}) \, dY_s + \frac{1}{2} \int_0^t g'(X_s) g(X_s) \, d[Y,Y]_s^c$$

$$+ \sum_{s \leq t} (\varphi(1; X_{s-}, \Delta Y_s) - X_{s-} - g(X_{s-}) \Delta Y_s),$$

and $\varphi(\cdot; x, y)$ solves the ordinary differential equation

$$\frac{d}{dr} \varphi(r; x, y) = g(\varphi(r; x, y))y, \quad \varphi(0; x, y) = x.$$

Remark 2.32. Lipschitz continuity of $g$ verifies the existence and uniqueness of $\varphi$. From Taylor’s Theorem we derive that $||\varphi(1; X_{s-}, \Delta Y_s) - X_{s-} - g(X_{s-}) \Delta Y_s||$ is of order $||\Delta Y_s||^2$ and hence absolute convergence of the sum is guaranteed. Under the Lipschitz conditions above the existence and uniqueness of a solution $X$ considered in Definition 2.31 which is càdlàg, a semimartingale, and satisfies the strong Markov property results from Theorem 3.2 and 5.1 of [32].

Remark 2.33. The perturbation term in (1.4) equals to

$$\varepsilon \int_0^t g(Z^\varepsilon_s) \circ dL_s = \varepsilon \int_0^t g(Z^\varepsilon_{s-}) \, dL^c_s + \varepsilon^2 \int_0^t g'(Z^\varepsilon_s) g(Z^\varepsilon_s) \, d[L, L]_s^c$$

$$+ \sum_{s \leq t} \left( \varphi(1; Z^\varepsilon_{s-}, \varepsilon \Delta L_s) - Z^\varepsilon_{s-} - \varepsilon g(Z^\varepsilon_{s-}) \Delta L_s \right),$$

where the $i$-th component of the second integral is

$$\frac{\varepsilon^2}{2} \sum_{k,l,j=1}^d \int_0^t \frac{\partial}{\partial x_k} g_{ij}(Z^\varepsilon_s) g_{kl}(Z^\varepsilon_s) \, d[L^j, L^j]_s^c.$$
A jump of $Z^\varepsilon$ does not simply arise from $g(Z_{s-}^\varepsilon)\Delta L_s$ as in the Itô case. Instead of that a jump of $L$ causes $Z^\varepsilon$ to move from $Z_{s-}^\varepsilon$ to $\varphi(1; Z_{s-}^\varepsilon, \varepsilon \Delta L_s)$ along the vector field $\varepsilon g(\cdot) \Delta L_s$.

One outstanding nice consequence of this type of stochastic integral is the usual chain rule which holds under special conditions. Other remarkable advantages are also listed in [32]. At first the integral of row vectors is introduced.

**Definition 2.34.** Let $f \in C^1(\mathbb{R}^d, \mathbb{R}^k)$ and $g$ and $Y$ are given according to Definition 2.31. Assume $(X_t)_{t \geq 0}$ satisfies

$$ X_t = X_0 + \int_0^t g(X_s) \circ dY_s. $$

Then define

$$ \int_0^t f(X_s) \circ dY_s = \int_0^t f(X_{s-}) dY_s + \frac{1}{2} \text{Trace} \left( \int_0^t f'(X_s) d[Y,Y]_s f(X_s)^T \right) + \sum_{0 < s < t} \left( \int_1^1 (f(\varphi(r; X_{s-}, \Delta Y_s)) - f(X_{s-})) dr \right) \Delta Y_s. $$

**Proposition 2.35.** ([32] Proposition 4.2.) Assume $g$ is a continuously differentiable, matrix-valued function on $\mathbb{R}^d$ which has Lipschitz components and Lipschitz continuous derivatives. The process $Y$ denotes a semimartingale, $X_0$ is $\mathcal{F}_0$-measurable and $(X_t)_{t \geq 0}$ solves

$$ X_t = X_0 + \int_0^t g(X_s) \circ dY_s. $$

Let $\psi \in C^2(\mathbb{R}^d)$. Then it holds

$$ \psi(X_t) = \psi(X_0) + \int_0^t \psi'(X_s) g(X_s) \circ dY_s. $$

The perturbation process $A^T$ occurring in (1.5) is an additive process. Assume, it has local characteristics $(\gamma(t), \sigma(t), \nu_t)$ and assume $c_A > 0$. Later $c_A$ is chosen to be $\varepsilon$-dependent (Chapter 4) but this is unimportant now. The process $A^T$ admits the decomposition

$$ A^T_t = \int_0^t \gamma(s) \, ds + \int_0^t \sigma(s) \, dW_s + \int_0^t \int_{\|x\| < c_A} x \left( N^{A_T}(dx, ds) - \nu_{s/2T}(dx)ds \right) $$

$$ + \int_0^t \int_{\|x\| \geq c_A} x \, N^{A_T}(dx, ds) $$

$$ =: \tilde{A}^T_t + \int_0^t \int_{\|x\| \geq c_A} x \, N^{A_T}(dx, ds), $$

with $\|\Delta \tilde{A}^T_t\| < c_A$ and $\|\Delta (A^T - \tilde{A}^T)\| \geq c_A$, while the following assumptions are true:

(A1) The $d$-dimensional, bounded function $\gamma$ has bounded variation on finite intervals, $\sigma$ denotes a matrix-valued (symmetric), bounded and continuous function and $W$ is a $d$-dimensional Wiener process independent of the jump part of $A^T$. 

(A2) Let $N^{A^T}$ be a Poisson random measure with intensity measure $\nu_{/2T} \otimes \lambda$, where

$$\nu_t(dx) = \frac{c(t)}{\|x\|^{d+\alpha(t)}} \, dx, \quad t \geq 0,$$

while $\alpha \in C^2(\mathbb{R}^+)$ and $c \in C(\mathbb{R}^+)$ are 1-periodic functions. For unique $a \in (0,1)$ and $b \in [0,1]$ it holds $\alpha_* := \alpha(a) < \alpha(t) < \alpha(b) =: \alpha^*$ for all $t \in [0,1] \setminus \{a,b\}$ and $0 < \alpha_* < \alpha^* < 2$ (Figure 1.8).

**Remark 2.36.** The additive process $A^T$ given above admits the generating triplet $(\int_0^t \gamma(s) \, ds, \int_0^t \sigma^2(s) \, ds, \int_0^t \nu_s/2T(\cdot) \, ds)$ (cf. Example 2.7), where $\nu_t$ denotes a Lévy measure of an $\alpha(t)$-stable Lévy process. The periodicity of the stability index $\alpha(t)$ of $\nu_t$ is a central property and the dependence on $2T$ – the length of one period – is the link to the topic of stochastic resonance.

**Definition 2.37.** The compensated random measure $N^{A^T}(dx, ds) - \nu_{s/2T}(dx)ds$ is abbreviated by $\tilde{N}^{A^T}(dx, ds)$ and $\tilde{A}^T$ is called small jump part.

Lemma 2.10 and condition (A1) imply that $A^T$ is a semimartingale.

### 2.4.2 Existence, uniqueness and strong Markov property of solutions

In general existence and uniqueness results of stochastic differential equations demand global Lipschitz continuity.

**Theorem 2.38.** Let $Y$ be a $d$-dimensional semimartingale and $x_0 \in \mathbb{R}^d$. Let $f$ be a matrix-valued function on $\mathbb{R}^d \times \mathbb{R}^+_+$ with Lipschitz continuous components. The stochastic differential equation of the form

$$X_t = x_0 + \int_0^t f(X_{s-}, s) \, dY_s,$$

has a unique solution $X$ which is a semimartingale.

**Proof.** The theorem immediately follows from Theorem 7 in Chapter 5 of [39].

Because the gradients $\nabla U$ and $\nabla V$ are not globally Lipschitz, a little detour is necessary.

**Proposition 2.39.** The stochastic differential equation (1.3), namely

$$X_t^\varepsilon(x) = x - \int_0^t \nabla U \left( X_s^\varepsilon, \frac{s}{2T} \right) \, ds + \varepsilon \int_0^t g \left( X_s^\varepsilon \right) \, dL_s, \quad t \geq 0,$$

has a unique solution which is a semimartingale.

**Proof.** The lack of a global Lipschitz constant of $\nabla U$ just guarantees the existence of a unique solution up to a certain explosion time and it remains to check the explosion time is almost surely infinite. The value of the parameter $\varepsilon$ is irrelevant for this proof. Set $\varepsilon = 1$ and write...
\(X\) instead of \(X^\varepsilon\). Split the Lévy process \(L\) into a compound Poisson part \(P\) with jumps in \(\{\tau_i\}_{i\in\mathbb{N}}\) and \(K = L - P\) with jump norm smaller than 1 (cf. Theorem 2.16). The sequence \(\{\tau_i\}_{i\in\mathbb{N}}\) contains the jump times of \(P\) and \(W_i = \Delta \tau_i\) the jumps. For the proof, we introduce a jump diffusion with bounded jumps.

**Step 1:** Let \(S\) be a stopping time and define \(K^S_t := K_{S+t} - K_S\) which is a Lévy process with \(K^S \overset{d}{=} K\) (Theorem 32 in Chapter 1 of [39]). The jump diffusion with bounded jumps starting at \(S\) in a \(\mathcal{F}_S\)-measurable and finite state \(X_S\) satisfies the stochastic differential equation

\[
X_{S,t}^K(X_S) = X_S - \int_0^t \nabla U \left( X_{S,r}^K, \frac{S + r}{2T} \right) dr + \int_0^t g \left( X_{S,r}^K \right) dK^S_r, \quad t \geq 0.
\]

The existence of a unique solution \((X_{S,t}^K(X_S))_{t \geq 0}\) and the strong Markov property of \(K^S\) (Lemma 2.12) imply that the solution \(X\) of (1.3) can be put together as

\[
X_t(x) = \begin{cases} 
X_{0,1}^S(x), & t \in (0, \tau_1), \\
X_{0,\tau_1-}^S(x) + g \left( X_{0,\tau_1-}^S(x) \right) W_1, & t = \tau_1, \\
X_{\tau_1,\tau_2-}^S(x), & t \in (\tau_1, \tau_2), \\
X_{\tau_1,(\tau_2-\tau_1)-}^S(x) + g \left( X_{\tau_1,(\tau_2-\tau_1)-}^S(x) \right) W_2, & t = \tau_2, \\
\ldots
\end{cases}
\]

Thus it remains to verify the existence and uniqueness of \((X_{S,t}^K(X_S))_{t \geq 0}\).

**Step 2:** For any \(n \in \mathbb{N}\) define the continuous and bounded function \(h_n : \mathbb{R}^d \to \mathbb{R}^d\) by

\[
h_n(x) = \begin{cases} 
x, & \|x\| \leq n, \\
n \frac{x}{\|x\|}, & \text{otherwise},
\end{cases}
\]

(2.5)

and consider the modified equation

\[
X_{S,t}^{K,n}(X_S) = X_S - \int_0^t \nabla U \left( h_n \left( X_{S,r}^{K,n} \right), \frac{S + r}{2T} \right) dr + \int_0^t g \left( X_{S,r}^{K,n} \right) dK^S_r, \quad t \geq 0
\]

with Lipschitz continuous drift \(\nabla U(h_n(\cdot), \frac{S + \cdot}{2T})\). For every \(n \in \mathbb{N}\) a unique solution \((X_{S,t}^{K,n}(X_S))_{t \geq 0}\) exists (Theorem 2.38). Define the stopping times

\[
\zeta_n := \inf \left\{ r \geq 0 : \|X_{S,r}^{K,n}(X_S)\| \geq n - \|g\| \right\},
\]

where \(\|g\|\) denotes a matrix norm, which is an upper bound for the jump norm of the jump process \(X_{S,t}^{K,n}\) due to \(\|\Delta K^S_t\| \leq 1\). Then \(X_{S,t}^{K,n}(X_S)\) and \(X_{S,t}^{K,n+1}(X_S)\) coincide for \(t < \zeta_n\).

Obviously \((X_{S,t}^{K,n}(X_S))_{t \in [0, \lim_{n \to \infty} \zeta_n]}\) with \(X_{S,t}^{K,n}(X_S) = X_{S,t}^{K,n}(X_S)\) for \(t \in [0, \zeta_n]\) solves the original equation discussed in step 1.

**Step 3:** It remains to verify that the limit of \(\zeta_n\) is almost surely infinite. Assume the contrary, thus there is a \(z > 0\) with \(\mathbb{P} \left( \lim_{n \to \infty} \zeta_n \leq z \right) > 0\). From the initial assumptions (U3) and (U4) we can derive the uniform growth of \(U(x, t)\) as \(\|x\|\) tends to infinity. Precisely we get

\[
U(x, t) \geq \frac{c_0}{c_1} \|x\|^{1+\eta} - 1,
\]
for $x \in \mathbb{R}^d \cap O_{R_1}^U$ and $t \geq 0$ if $c_1 > 0$ denotes the uniform upper bound of $\|\nabla f(x,t)\|$ with $f(x,t) = \log(1 + U(x,t))$. Due to $O_{R_1}^U \subseteq O_{R_2}^U$, $R_1 \subseteq R_2$ and $\bigcup_{R > 0} O_{R}^U = \mathbb{R}^d$ there is a $N_0 \in \mathbb{N}$ such that $O_{R_2}^U$ is contained in the ball $B_{N_0}(0)$. For all natural numbers $n \geq N_0$, $t \geq 0$, and $x \in B_n^c(0)$ this yields

$$\log(1 + U(x,t)) \geq \log \left( \frac{c_1^U}{c_1} n^{1+c_1^U} \right) =: u_n.$$ 

Hence the estimate $f(X^{K,n}_{S,\zeta_n}(X_S), \frac{S + \zeta_n}{2T}) \geq u_n =: \bar{u}_n$ holds where $\lfloor \cdot \rfloor$ is the biggest previous integer. Applying Itô’s formula (Theorem 2.30) to $f$, using the notation $U_t(x,t) = \frac{\partial}{\partial t} U(x,t)$, $K^S = (K^{S,1}, \ldots, K^{S,d})$ and $f_{x,ij} = \frac{\partial^2}{\partial x_i \partial x_j} f$ yields

$$f\left( X^{K,n}_{S,t}, \frac{S + t}{2T} \right) = f\left( X_S, \frac{S}{2T} \right) + \frac{1}{2T} \int_0^t U_t\left( X^{K,n}_{S,r}, \frac{S + r}{2T} \right) \, dr$$

$$- \int_0^t \|\nabla U\left( X^{K,n}_{S,r}, \frac{S + r}{2T} \right) \|^2 \, dr + \int_0^t \nabla U\left( X^{K,n}_{S,r}, \frac{S + r}{2T} \right) g\left( X^{K,n}_{S,r} \right) \, dK^S_r$$

$$+ \frac{1}{2} \sum_{i,j,k,l=1}^d \int_0^t f_{x,ij} \left( X^{K,n}_{S,r}, \frac{S + r}{2T} \right) g_{ik}\left( X^{K,n}_{S,r} \right) g_{jl}\left( X^{K,n}_{S,r} \right) d\left[ K^{S,k}_r, K^{S,l}_r \right]$$

$$+ \sum_{r \leq t} \left[ f\left( X^{K,n}_{S,r}, \frac{S + r}{2T} \right) - f\left( X^{K,n}_{S,r-}, \frac{S + r}{2T} \right) - \nabla f\left( X^{K,n}_{S,r-}, \frac{S + r}{2T} \right) \Delta X^{K,n}_{S,r-} \right]$$

for all $t \leq \zeta_n$ because then the drift term of the equation associated with $X^{K,n}_{S,t}$ equals to $\nabla U$. Abbreviate all the summands in the formula for $f\left( X^{K,n}_{S,t}, \frac{S + t}{2T} \right)$ by $I_1(t), \ldots, I_6(t)$ and realize that $I_3(t) = -\int_0^t \|\nabla U\|^2 \, dr$ is not positive. Now combine these assertions to estimate

$$0 < \mathbb{P}\left( \lim_{k \to \infty} \zeta_k \leq z \right) \leq \mathbb{P}\left( \zeta_n \leq z, f\left( X^{K,n}_{S,\zeta_n}(X_S), \frac{S + \zeta_n}{2T} \right) \geq \bar{u}_n \right)$$

$$\leq \mathbb{P}\left( \zeta_n \leq z, \sum_{i=1,2,4,5,6} I_i(\zeta_n) \geq \bar{u}_n \right)$$

$$\leq \mathbb{P}\left( \sup_{t \leq z} \sum_{i=1,2,4,5,6} I_i(t) \geq \bar{u}_n \right)$$

for all $n \geq \|g\|$. Thus it suffices to verify that

$$\sum_{i=1,\ldots,6} \mathbb{P}\left( \sup_{t \leq z} |I_i(t)| \geq \frac{\bar{u}_n}{5} \right)$$

is a null sequence as $n$ tends to infinity. The finiteness of the random variable $X_S$ immediately yields that the probability involving $I_1(t)$ tends to zero and from assumption (U4) we can
derive
\[ \mathbb{P} \left( \sup_{t \leq z} |I_2(t)| \geq \bar{u}_n \right) \leq \mathbb{P} \left( \frac{c_2 z}{2T} \geq \bar{u}_n \right) = 0, \]

if \( |U_t(x,t)| < c_2 \) and \( n \) is large enough. For a short and clear treatment of the probabilities involving \( I_3(t) \) and \( I_4(t) \) omit the arguments of all functions. The Kunita-Watanabe inequality (Theorem 25 in Chapter 2 of [39]) induces
\[ \frac{1}{2} \sum_{i,j,k,l=1}^d \int_0^t f_{x,x_j} g_{ik} g_{jl} d[K^{S,k}, K^{S,j}]_{tr} \]
\[ \leq \frac{1}{2} \sum_{i,j,k,l=1}^d \left( \int_0^t f_{x,x_j}^2 g_{ik}^2 g_{jl}^2 d[K^{S,k}]_{tr} \right)^{1/2} \left( \int_0^t f_{x,x_j}^2 g_{ik}^2 g_{jl}^2 d[K^{S,j}]_{tr} \right)^{1/2}. \]

Assumptions (U4) and (N2) imply the boundedness of the integrands. Since the continuous part of the Lévy process \( L \) with triplet \((a, \Sigma, \nu)\) is Gaussian we have \( [K^{S,k}]_{tr} \) and thus we obtain the inequality \( \sup_{t \leq z} |I_3(t)| \leq c_3 z \) for some \( c_3 > 0 \) but \( \mathbb{P}(c_3 z \geq \bar{u}_n) \) vanishes for large \( n \).

Let \( U_{x_i}(x,t) \) be the partial derivative of \( U \) with respect to \( x_i \) and \( M_t^S := K_t^S - rE K_1 \) is a martingale (Theorems 32 and 41 in Chapter 1 of [39]). The summand \( I_4(t) \) equals to
\[ I_4(t) = \sum_{j=1}^d \int_0^t \sum_{i=1}^d U_{x_i} g_{ij} \frac{dK_r^{S,j}}{1 + U} \]
\[ = \sum_{j=1}^d \int_0^t \sum_{i=1}^d U_{x_i} g_{ij} \frac{dM_r^{S,j}}{1 + U} + \int_0^t \sum_{i,j=1}^d U_{x_i} g_{ij} \frac{E K_1^j}{1 + U} \ dr. \]

From the boundedness of \( g_{ij} \) and the first derivatives of \( \log(1 + U(x,t)) \) given through assumption (N2) respectively (U4) and the finiteness of all moments of \( K^S \) because \( \|\Delta K^S\| \leq 1 \) (Theorem 34 in Chapter 1 of [39]) we derive
\[ \mathbb{P} \left( \sup_{t \leq z} \left| \int_0^t \sum_{i,j=1}^d U_{x_i} \left( X_{S,r-}^{K,n} \frac{S+r}{2T} \right) g_{ij} \left( X_{S,r-}^{K,n} \frac{E K_1^j}{1 + U \left( X_{S,r-}^{K,n} \frac{S+r}{2T} \right)} \right) \ dr \right| \geq \bar{u}_n \right) \leq \mathbb{P} \left( z c_4 \geq \bar{u}_n \right) = 0, \]
for some \( c_4 > 0 \) and all sufficiently large \( n \). For brevity use the abbreviation \( \nabla U g_{ij} = \sum_{i=1}^d U_{x_i} g_{ij} \) to define the local martingale
\[ Y_t^S = \sum_{j=1}^d \int_0^t \frac{\nabla U g_{ij}}{1 + U} dM_r^{S,j}. \]

It is a square integrable martingale if and only if \( \mathbb{E}[Y_t^S]_t < \infty \) for all \( t \geq 0 \) and then the equality \( \mathbb{E}[Y_t^S]^2 = \mathbb{E}[Y_t^S]_t \) is true (Corollary 3 in Chapter 2 of [39]). The orthogonality of the continuous and the purely discontinuous part of the quadratic variation and the linearity in \( t \) of the continuous part cause the following
\[ [Y_t^S] \leq c_5 t + \left[ \sum_{j=1}^d \left( t \int_0^t \frac{\nabla U g_{ij}}{1 + U} dM_r^{S,j} \right) \right]_t \leq c_6 \left( t + \sum_{s \leq t} \|\Delta K_s^S\|^2 \right), \]

for \( c_5, c_6 > 0 \), where the last inequality is a consequence of the boundedness of the integrand and \([M^S]^d = [K^S]^d\). The boundedness of \( \mathbb{E}[Y^S]_t \) now harks back on an analysis of \( \mathbb{E} \sum_{s \leq t} \| \Delta K^S_t \| \). The estimation

\[
\mathbb{E}[Y^S]_t \leq t c_6 \left( 1 + \int_{\|x\| \in (0,1)} \|x\|^2 \mathrm{d}\nu(x) \right) =: t c_7,
\]

Doob’s martingale inequality (Theorem 3.8 in Chapter 1 of [34]), and the square integrability of \( Y^S \) now justify

\[
P \left( \sup_{t \leq z} |Y^S_t| \geq \frac{\bar{u}_n}{c_5} \right) \leq 100 \frac{\|Y^S\|}{\bar{u}_n^2} \mathbb{E} \left( Y^S \right)^2 = \frac{100}{\bar{u}_n^2} \mathbb{E} [Y^S]_z \leq \frac{100 z c_7}{\bar{u}_n^2},
\]

which tends to zero as \( n \to \infty \). The term \( I_6(t) \) can be treated with the Markov inequality

\[
P \left( \sup_{t \leq z} |I_6(t)| \geq \frac{\bar{u}_n}{c_8} \right) \leq P \left( c_8 \sum_{t \leq z} \| \Delta K^S_t \|^2 \geq \bar{u}_n \right) \leq \frac{c_8}{\bar{u}_n} \mathbb{E} \sum_{t \leq z} \| \Delta K^S_t \|^2,
\]

which converges to zero as \( n \) diverges, for some \( c_8 > 0 \). All these estimates prove \( P \left( \lim_{k \to \infty} \zeta_k \leq z \right) \) is bounded from above by a null sequence and this yields the contradiction. \( \square \)

Also allowing Marcus-type perturbations requires another existence and uniqueness result.

In [32] a useful theorem is stated which again demands certain global Lipschitz conditions.

**Theorem 2.40.** ([32] Theorem 3.2.) Assume the function \( f \) on \( \mathbb{R}^d \) is matrix-valued, continuously differentiable, globally Lipschitz and \( f'f \) is globally Lipschitz, too. Let \( X_0 \) be a \( \mathcal{F}_0 \)-measurable random vector and \( Z \) denotes a semimartingale. Then the equation

\[
X_t = X_0 + \int_0^t f(X_s) \diamond dZ_s,
\]

has a unique solution which is a semimartingale.

**Proposition 2.41.** The stochastic differential equation (1.4), namely

\[
Z^\varepsilon_t(x) = x - \int_0^t \nabla U \left( Z^\varepsilon_s, \frac{s}{2T} \right) \mathrm{d}s + \varepsilon \int_0^t g(Z^\varepsilon_s) \diamond dL_s, \quad t \geq 0,
\]

has a unique solution that is a semimartingale.

The proof works analogous to the Itô case, but the notation is much more cumbersome.

**Proof.** **Step 1:** Again we deal with the truncated jump diffusion with bounded jumps \((Z^K_{S,t}(Z_S))_{t \geq 0}\) satisfying

\[
Z^K_{S,t}(Z_S) = Z_S - \int_0^t \nabla U \left( h_n \left( Z^K_{S,r}(Z_S), \frac{S + r}{2T} \right), \frac{S + r}{2T} \right) \mathrm{d}r + \int_0^t g \left( Z^K_{S,r}(Z_S) \right) \diamond dK^S_r,
\]
where \( h_n(x,t) \) is given in formula (2.5) in the proof of Proposition 2.39, \( K^S \) is defined at the beginning of the mentioned proof, \( \varepsilon = 1 \), \( S \) is a stopping time, and \( Z_S \) is \( F_S \)-measurable and finite. On account of (N2) and

\[
\varphi(t; x, y) = x + \int_0^t g(\varphi(r; x, y)) \, dr
\]

we obtain for some \( C > 0 \)

\[
\|\Delta Z_{S,t}^{K,n}\| \leq \left\| \varphi(1; Z_{S,t-}^{K,n}, \Delta K_t^S) - Z_{S,t}^{K,n} \right\| \leq \left\| \int_0^1 g(\varphi(r; Z_{S,t-}^{K,n}, \Delta K_t^S)) \Delta K_t^S \, dr \right\| \leq C \|\Delta K_t^S\|
\]

and that is why the jumps of \( \Delta Z_{S,t}^{K,n} \) are bounded by some \( 0 < c_g < \infty \). The not truncated process \((Z_{S,t}^{K,n}(Z_S))_{t \geq 0}\) solves a similar equation with \( \nabla U(h_n(\cdot), \frac{s+t}{2T}) \) replaced by \( \nabla U \). Define the stopping times

\[
\zeta_n = \inf \left\{ t \geq 0 : \|Z_{S,t}^{K,n}(Z_S)\| \geq n - c_g \right\}, \quad n \in \mathbb{N}.
\]

This confirms that \( Z_{S,t}^{K,n}(Z_S) = Z_{S,t}^{K,n}(Z_S) \) for \( t \in [0, \zeta_n) \) and allows the splitting

\[
Z_t(x) = \begin{cases} 
Z_{0,t}(x), & t \in (0, \tau_1), \\
\varphi(1; Z_{0,\tau_1-}^{K,n}(x), W_1), & t = \tau_1, \\
Z_{\tau_1,t-\tau_1}^{K,n}(Z_{\tau_1}(x)), & t \in (\tau_1, \tau_2), \\
\varphi(1; Z_{\tau_1,(\tau_2-\tau_1)-}^{K,n}(Z_{\tau_1}(x)), W_2), & t = \tau_2, \\
\ldots
\end{cases}
\]

where again \((\tau_n)_{n \in \mathbb{N}}\) are the jump times of \( L - K \) and \((W_n)_{n \in \mathbb{N}}\) are the jumps. It suffices to prove the existence and uniqueness of \((Z_{S,t}^{K,n}(Z_S))_{t \geq 0}\). To embed the whole problem in the notation of Theorem 2.40 an enlargement of the state space from \( \mathbb{R}^d \) to \( \mathbb{R}^{d+1} \) is necessary. Define the column vectors \( \bar{Z}_S = (Z_S, 0)^T \) and \( \bar{K}_t^S = (K_t^S, t)^T \), the function \( \bar{g}(\bar{x}) := g(\bar{x}_1, \ldots, \bar{x}_d) \) for \( \bar{x} = (\bar{x}_1, \ldots, \bar{x}_{d+1}) \in \mathbb{R}^{d+1} \) and the \((d + 1) \times (d + 1)\)-dimensional matrix

\[
f(\bar{x}) = \begin{pmatrix}
g(\bar{x}) & -\nabla U(h_n(\bar{x}_1, \ldots, \bar{x}_d), \bar{x}_{d+1}) \\ 0 & 1/T
\end{pmatrix}, \quad \bar{x} \in \mathbb{R}^{d+1}.
\]

The truncation of the space argument of \( \nabla U \) and assumption (N2) guarantee the Lipschitz conditions of Theorem 2.40. According to that the stochastic differential equation

\[
\bar{Z}_{S,t}^{K,n}(\bar{Z}_S) = \bar{Z}_S + \int_0^t f \left( \bar{Z}_{S,r}^{K,n}(\bar{Z}_S) \right) \circ d\bar{K}_r^S
\]

\[
= \bar{Z}_S + \int_0^t f \left( \bar{Z}_{S,r-}^{K,n}(\bar{Z}_S) \right) d\bar{K}_r^S + \int_0^t f' \left( \bar{Z}_{S,r-}^{K,n}(\bar{Z}_S) \right) f \left( \bar{Z}_{S,r}^{K,n}(\bar{Z}_S) \right) d[\bar{K}^S, \bar{K}^S]_r
\]

\[
+ \sum_{r \leq t} \left[ \varphi(1, \bar{Z}_{S,r-}^{K,n}(\bar{Z}_S), \Delta \bar{K}_r^S) - \bar{Z}_{S,r-}^{K,n}(\bar{Z}_S) \right] - f(\bar{Z}_{S,r-}^{K,n}(\bar{Z}_S)) \Delta \bar{K}_r^S
\]
with
\[
\frac{d}{dt} \bar{\varphi}(t; \bar{x}, \bar{y}) = f(\bar{\varphi}(t; \bar{x}, \bar{y})), \quad \bar{\varphi}(0; \bar{x}, \bar{y}) = \bar{x}, \quad \bar{x}, \bar{y} \in \mathbb{R}^{d+1},
\]
adopts a unique solution which is a semimartingale. Obviously \((Z_{S,t}^{K,n}(Z_{S})_{t \geq 0})\) equals to \((Z_{S,t}^{K,n}(Z_{S})_{t \geq 0})\), where \((Z_{S,t}^{K,n}(Z_{S})_{t \geq 0})\) solves the stochastic differential equation stated in step 1. As in Proposition 2.39 the statement will follow from the almost sure limit of
\[
limit_{n \to \infty} C_n = +\infty.
\]
**Step 2:** We repeat the arguments from the proof of Proposition 2.39 and apply the chain rule (Proposition 2.35). Define \(\psi(\bar{x}) = \log(1 + U(\bar{x}))\) for \(\bar{x} \in \mathbb{R}^{d+1}\) and remember the definition of the constants \(u_n, n \in \mathbb{N}\) in the last proof. We have \(\psi(\tilde{Z}_{S,t}^{K,n}) \geq u_{n - [\bar{r}]} =: \tilde{u}_n\). Inserting \(Z_{S,t}^{K,n}\) in \(\psi\) yields
\[
\psi(\tilde{Z}_{S,t}^{K,n}) = \psi(\tilde{Z}_S) + \int_0^t \psi'(\tilde{Z}_{S,r}^{K,n}) \circ d\tilde{Z}_{S,r}^{K,n} = \psi(\tilde{Z}_S) + \int_0^t \psi'(\tilde{Z}_{S,r}^{K,n}) f(\tilde{Z}_{S,r}^{K,n}) \circ dK_r^S
\]
with \(\psi' = (\psi_{\bar{x}_1}, \ldots, \psi_{\bar{x}_{d+1}})\). The last summand was defined in Definition 2.34 and
\[
\int_0^t \psi'(\tilde{Z}_{S,r}^{K,n}) f(\tilde{Z}_{S,r}^{K,n}) \circ dK_r^S
\]
\[
= \int_0^t \psi'(\tilde{Z}_{S,r}^{K,n}) f(\tilde{Z}_{S,r}^{K,n}) \circ dK_r^S + \frac{1}{2} \text{Trace} \left( \int_0^t \left( \psi'(\tilde{Z}_{S,r}^{K,n}) f(\tilde{Z}_{S,r}^{K,n}) \right)' d[K_r^S, K_r^S] f(\tilde{Z}_{S,r}^{K,n})^T \right)
\]
\[
+ \sum_{r \in \mathcal{t}} \left( \int_0^1 \left[ \psi'(\tilde{\varphi}(u; \tilde{Z}_{S,r}^{K,n}, \Delta K_r^S)) f(\tilde{\varphi}(u; \tilde{Z}_{S,r}^{K,n}, \Delta K_r^S)) - \psi'(\tilde{Z}_{S,r}^{K,n}) f(\tilde{Z}_{S,r}^{K,n}) \right] du \right) \Delta K_r^S.
\]
Abbreviate the three summands by \(I_1(t), I_2(t)\) and \(I_3(t)\). A jump of \(\psi(\tilde{Z}_{S,t}^{K,n})\) arises from the multiplication of \(\Delta K^S\) with \(\int_0^1 \psi'(\tilde{\varphi}(u)) f(\tilde{\varphi}(u)) du\) which can be seen as averaging of \(\psi' f\) over the integral curve connecting \(\tilde{Z}_{S,r}^{K,n}\) with \(\tilde{Z}_{S,r}^{K,n}\). Remembering the definition \(f\) and \(K^S\) leads to the next equation for the term \(I_1(t)\)
\[
\int_0^t \psi'(\tilde{Z}_{S,r}^{K,n}) f(\tilde{Z}_{S,r}^{K,n}) \circ dK_r^S
\]
\[
= \int_0^t \nabla \psi(\tilde{Z}_{S,r}^{K,n}) \bar{g}(\tilde{Z}_{S,r}^{K,n}) dK_r^S - \int_0^t \| \nabla U(\tilde{Z}_{S,r}^{K,n}) \|^2 d(\tilde{Z}_{S,r}^{K,n}) + \int_0^t \frac{1}{2T} \psi_{\bar{x}_{d+1}}(\tilde{Z}_{S,r}^{K,n}) dr
\]
\[
=: I_{1,1}(t) + I_{1,2}(t) + I_{1,3}(t),
\]
with \(\nabla \psi = (\psi_{\bar{x}_1}, \ldots, \psi_{\bar{x}_d})\). Because \(I_{1,2}(t) \leq 0\), it suffices to verify that
\[
\mathbb{P}\left( \psi(\tilde{Z}_S) \geq \frac{\tilde{u}_n}{\tilde{r}} \right) + \sum_{i=1,3} \mathbb{P}\left( \sup_{t \in \mathcal{t}} |I_{1,i}(t)| \geq \frac{\tilde{u}_n}{\tilde{r}} \right) + \sum_{i=2,3} \mathbb{P}\left( \sup_{t \in \mathcal{t}} |I_{1,i}(t)| \geq \frac{\tilde{u}_n}{\tilde{r}} \right)
\]
tends to zero as \(n \to \infty\) to reach a contradiction. Obviously \(\mathbb{P}\left( \psi(\tilde{Z}_S) \geq \frac{\tilde{u}_n}{\tilde{r}} \right)\) is a null sequence. For the treatment of \(I_{1,1}(t)\) we inspect the previous proof because the integrand is again bounded. Due to assumption (U4) the term \(|I_{1,3}(t)|\) admits an upper bound linear in \(t\). The summand involving the trace of a composite matrix is very cumbersome but the last
row and column of $[\bar{K}^S, \bar{K}^S]^c$ are filled with zeros which paves the way to use the arguments of the previous proof for this term. Note the equality of $\bar{\phi}(u; \bar{x}, \bar{y})$ and $(\phi(u; x, y), x_{d+1})^T$ for $\bar{y} = (y, 0)$ and $\bar{x} = (x, x_{d+1})$ with $x, y \in \mathbb{R}^d, x_{d+1} \in \mathbb{R}$. Then $I_3(t)$ equals to

\[
I_3(t) = \sum_{r \in \mathbb{Z}} \left( \int_0^1 \left[ \frac{\nabla U(\phi(u), \frac{r}{2T})g(\phi(u))}{1 + U(\phi(u), \frac{r}{2T})} - \frac{\nabla U(\phi(0), \frac{r}{2T})g(\phi(0))}{1 + U(\phi(0), \frac{r}{2T})} \right] \, du \right) \Delta K^S_r,
\]

which can be bounded by $c_3 \sum_{r \in \mathbb{Z}} \|\Delta K^S_r\|^2$ for some $c_3 > 0$ because of assumptions (U4) and (N2). Attribute this proof to the previous one where we already dealt with $[K^S]^d$.

\[\Box\]

**Proposition 2.42.** The stochastic differential equation (1.5), namely

\[
Y^\varepsilon_t(y) = y - \int_0^t \nabla V(Y^\varepsilon_s) \, ds + \varepsilon A_t^T,
\]

has a unique solution that is a semimartingale.

**Proof.** The proof is similar to the proof of Proposition 2.39. Because of the use of additive noise the jump part is much easier to handle. Apply Lemma 2.21 to treat the quadratic variation of the martingale part of the perturbation.

\[\Box\]

The set of solutions of stochastic differential equations with respect to Lévy processes is strongly linked to Markov processes (Section 6.4.2. in [2], Section 6 of Chapter 5 in [39]). In our case a non-autonomous coefficient is involved and hence the dependence on the starting point and the starting time as well contradicts the strong Markov property of $X^\varepsilon$. Through an enlargement to $(X^\varepsilon_t, t)$ we can immediately surmount this difficulty. The transformation of time inhomogeneous processes into homogeneous ones is frequently used. Among several one recent work applying such transformations is [8] in which Feller evolution systems are considered.

**Proposition 2.43.** Assume $X^\varepsilon$ solves the stochastic differential equation in (1.3), then $(X^\varepsilon_t, t)_{t \geq 0}$ is a strong Markov process.

**Proof.** Define the sequence $(\zeta_k)_{k \in \mathbb{N}_0}$ of increasing stopping times by $\zeta_0 = 0$ and

\[
\zeta_k = \inf \{ t \geq 0 : \| L_t \| \geq k \}.
\]

The equality $\lim_{k \to \infty} \zeta_k = \infty$ a.s. is valid. For all $n \in \mathbb{N}$ the Lévy process $L$ admits the decomposition into independent Lévy processes $L^{<n}$ and $L^{\geq n}$, while $L^{\geq n}$ possesses the characteristic triplet $(0, 0, \nu(\cdot \cap \{ \| x \| \geq n \}))$ and $L^{<n} = L - L^{\geq n}$ is a process with bounded jumps. The equality $L_t = L^{<2k}_t$ holds for $t < \zeta_k$. Consider the stochastic differential equation

\[
X_t^{\varepsilon, k}(x) = x - \int_0^t \nabla U \left( X^{\varepsilon, k}_s, \frac{s}{2T} \right) \, ds + \varepsilon \int_0^t g \left( X^{\varepsilon, k}_s \right) \, dL^{<2k}_s, \quad t \geq 0,
\]

while the usual perturbation term $L$ was replaced by $L^{<2k}$. Due to the boundedness of the jumps of $L^{<2k}$ a proof owing to the same arguments as at the beginning of this section verifies
the existence and uniqueness of \((X_t^{\varepsilon,k})_{t\geq 0}\). The equations \(X_t^{\varepsilon,k} = X_t^{\varepsilon,k+1}\) and \(X_t^{\varepsilon} = X_t^{\varepsilon,k}\) are valid for \(t < \zeta_k\). In the following passing the lines of Section 2 in [41] will finish the proof. Assume \((X_t^{\varepsilon,k}, t)_{t\geq 0}\) denotes a strong Markov process. Then \((X_t^{\varepsilon}, t)\) belongs to the set of strong Markov processes if for all bounded stopping times \(\tau\), \(A \in \mathcal{F}_\tau\), and nonnegative, bounded, and measurable functions \(f\) the succeeding equality holds

\[
\int_A f(X_{\tau+t}^\varepsilon, \tau + t) \, d\mathbb{P} = \int_A \mathbb{E} \left( f(X_{\tau+t}^\varepsilon, \tau + t) | (X_\tau^\varepsilon, \tau) \right) \, d\mathbb{P}.
\]

Applying the monotone convergence theorem twice and using \(X_t^\varepsilon = X_t^{\varepsilon,k}\) for \(t < \zeta_k\) and the strong Markov property of \((X_t^{\varepsilon,k}, t)_{t\geq 0}\) results in

\[
\int_A f(X_{\tau+t}^\varepsilon, \tau + t) \, d\mathbb{P} = \lim_{k \to \infty} \int_{A \cap \{L_r \leq k, r \in [0, \tau + t]\}} f(X_{\tau+t}^{\varepsilon,k}, \tau + t) \, d\mathbb{P}
\]

\[
= \lim_{k \to \infty} \int_{A \cap \{\|L_r \leq k, r \in [0, \tau]\}} \mathbb{E} \left( 1_{\{L_r \leq k, r \in [0, \tau]\}} f(X_{\tau+t}^{\varepsilon,k}, \tau + t) | (X_\tau^{\varepsilon,k}, \tau) \right) \, d\mathbb{P}
\]

\[
= \int_A \mathbb{E} \left( f(X_{\tau+t}^\varepsilon, \tau + t) | (X_\tau^\varepsilon, \tau) \right) \, d\mathbb{P}.
\]

It remains to prove the strong Markov property of \((X_t^{\varepsilon,k}, t)_{t\geq 0}\). A result in [2] (Theorem 6.4.5) requires Lipschitz coefficients. Again truncate the space argument of \(\nabla U\) to obtain the first condition. Define \(h_n\) as in formula (2.5) in the proof of Proposition 2.39. We consider

\[
X_t^{\varepsilon,k,n}(x) = x - \int_0^t \nabla U \left( h_n \left( X_s^{\varepsilon,k,n} \right), \frac{s}{2t} \right) \, ds + \varepsilon \int_0^t g \left( X_s^{\varepsilon,k,n} \right) \, dL_s < 2k, \quad t \geq 0.
\]

Again the identity \(X_t^{\varepsilon,k} = X_t^{\varepsilon,k,n} = X_t^{\varepsilon,k,n+1}\) is valid for \(t < \sigma_n^k := \inf \{ r \geq 0 : \|X_r^{\varepsilon,k,n}\| > n \}\). Thus at least \((X_t^{\varepsilon,k,n}, t)_{t\geq 0}\) is a strong Markov process. The inheritance to the process \((X_t^{\varepsilon,k}, t)_{t\geq 0}\) is again caused by the use of the method in [41] with \(A \in \mathcal{F}_\tau\)

\[
\int_A f(X_{\tau+t}^{\varepsilon,k}, \tau + t) \, d\mathbb{P} = \lim_{n \to \infty} \int_{A \cap \{\|X_{\tau+t}^{\varepsilon,k,n}\| \leq n, r \in [\tau, \tau+t]\}} \mathbb{E} \left( 1_{\{\|X_{\tau+t}^{\varepsilon,k,n}\| \leq n, r \in [\tau, \tau+t]\}} f(X_{\tau+t}^{\varepsilon,k,n}, \tau + t) | (X_\tau^{\varepsilon,k,n}, \tau) \right) \, d\mathbb{P}
\]

\[
= \int_A \mathbb{E} \left( f(X_{\tau+t}^\varepsilon, \tau + t) | (X_\tau^\varepsilon, \tau) \right) \, d\mathbb{P}
\]

where \(\tau\) is a bounded stopping time and \(f\) is nonnegative, bounded and measurable. \(\square\)

Analogously the enlarged solution \((Z_t^{\varepsilon}, t)_{t\geq 0}\) can be treated.

**Proposition 2.44.** Let \(Z^\varepsilon\) be the solution of (1.4), then \((Z_t^{\varepsilon}, t)_{t\geq 0}\) is a strong Markov process.

**Proof.** Kurtz, Pardoux and Protter provide us with an analogue of the just applied result of Protter for stochastic differential equations using Marcus integrals (Theorem 5.1 in [32]).
Their assertion requires an autonomous, Lipschitz coefficient $f$ with $f'f$ Lipschitz and the perturbation process must be a Lévy process. As earlier we first cut off big jumps. Define the increasing stopping times $(\zeta_k)_{k \in \mathbb{N}_0}$ through $\zeta_0 = 0$ and 

$$\zeta_k = \inf \{ t \geq 0 : \| L_t \| \geq k \}$$

and remember the decomposition $L = L^{<2k} + L^{\geq 2k}$ to introduce $L^{<2k} := (L^{<2k}_t, t)$. Define

$$f(\bar{x}_1, \ldots, \bar{x}_{d+1}) := \begin{pmatrix} \varepsilon g(\bar{x}_1, \ldots, \bar{x}_d) & -\nabla U(\bar{x}_1, \ldots, \bar{x}_d, \frac{\bar{x}_{d+1}}{2T}) \\ 0 & 1 \end{pmatrix}, \quad \bar{x} \in \mathbb{R}^{d+1}$$

and $\bar{x} = (x, 0)^T$. The stochastic differential equations

$$\bar{Z}^{<k}_t(\bar{x}) = \bar{x} + \int_0^t f(\bar{Z}^{<k}_s) \circ dL^{<2k}_s, \quad k \in \mathbb{N},$$

have unique solutions that fulfill $\bar{Z}^{<k}_t = \bar{Z}^{<k+1}_t$ for $t < \zeta_k$. If $(\bar{Z}^{<k}_t)_{t \geq 0}$ satisfies the strong Markov property, this again transfers to $(\bar{Z}^{<k}_t)_{t \geq 0}$ by arguments of Samorodnitsky and Grigoriu ([41]). It remains to check that $(\bar{Z}^{<k+1}_t)_{t \geq 0}$ really displays this property. Consider

$$\bar{Z}^{<k,n}_t(\bar{x}) = \bar{x} + \int_0^t f_n(\bar{Z}^{<k,n}_s) \circ dL^{<2k}_s,$$

where

$$f_n(\bar{x}_1, \ldots, \bar{x}_{d+1}) := \begin{pmatrix} \varepsilon g(\bar{x}_1, \ldots, \bar{x}_d) & -\nabla U(h_n(\bar{x}_1, \ldots, \bar{x}_d), \frac{\bar{x}_{d+1}}{2T}) \\ 0 & 1 \end{pmatrix}, \quad \bar{x} \in \mathbb{R}^{d+1}$$

with $h_n$ defined in formula (2.5) in the proof of Proposition 2.39. This yields a unique solution $(\bar{Z}^{<k,n}_t)_{t \geq 0} = (\bar{Z}^{<k,n}_t, t)_{t \geq 0}$ that fulfills $\bar{Z}^{<k,n}_t = \bar{Z}^{<k,n+1}_t$ for $t$ smaller than $\sigma^n_k := \inf \{ t \geq 0 : \| \bar{Z}^{<k,n}_t \| \geq n \}$. Theorem 5.1 in [32] implies the strong Markov property of $(\bar{Z}^{<k,n}_t)_{t \geq 0}$. On account of [41] the process $(\bar{Z}^{<k}_t)_{t \geq 0}$ shares this nice property with the twice truncated process.

**Proposition 2.45.** Assume $Y^\varepsilon$ solves the stochastic differential equation (1.5), then $(Y^\varepsilon_t, t)_{t \geq 0}$ is a strong Markov process.

**Proof.** Similar to the proof of Theorem 6.4.5 in [2] we can verify that the solution $(Y^\varepsilon_t)_{t \geq 0}$ is Markov. Enlarging the state space by a time component guarantees that $(Y^\varepsilon_t, t)_{t \geq 0}$ is a strong Markov process. The same result can be also obtained by the arguments of Proposition 2.43.

**2.5 Laplace’s method**

This nearly 200-year-old technique developed by Laplace serves for asymptotic evaluation of integrals depending on a parameter. Good references on this topic are [36] (Chapter 3, Section 7-9) and [46] (Chapter 2, Section 1).
Assume $\lambda > 0$ denotes a parameter, $f: \mathbb{R} \to \mathbb{R}_+$ and $g: \mathbb{R} \to \mathbb{R}_+$ are independent of $\lambda$. The approximation of

$$I(\lambda) := \int_a^b g(t) e^{-\lambda f(t)} \, dt$$

for large $\lambda$ decisively depends on the position of the minimum of $f$ in the possibly infinite interval $(a,b)$ because the integrand shows a great peak near the minimum due to the exponential structure.

Assume $g$ is continuous, $f$ is twice differentiable and $f'(c) = 0$ for $c \in (a,b)$ and $f''(c) > 0$. Thus at $c$ there is a minimum located and we assume this is the only one in $(a,b)$. Replace $f(t)$ by its Taylor approximation

$$f(c) + \frac{1}{2} f''(c) (t-c)^2$$

and $g(x)$ by $g(c) \neq 0$, extend the integral limits to infinity and use the Poisson integral to estimate

$$I(\lambda) \approx g(c) e^{-\lambda f(c)} \int_a^b e^{-\lambda f''(c)(t-c)^2/2} \, dt$$

$$\approx g(c) e^{-\lambda f(c)} \int_{-\infty}^\infty e^{-\lambda f''(c)(t-c)^2/2} \, dt$$

$$= g(c) e^{-\lambda f(c)} \frac{\sqrt{2\pi}}{\sqrt{\lambda f''(c)}}.$$

This gives a good approximation through very simple tools.

If $f$ attains its smallest value at an end point of the interval $(a,b)$ for example at $a$ but $f'(a) > 0$ and $g(a) \neq 0$, then we use the first order approximation to obtain

$$I(\lambda) \approx g(a) e^{-\lambda f'(a)} \int_a^b e^{-\lambda f''(c)(t-a)^2} \, dt$$

$$\approx g(a) e^{-\lambda f'(a)} \int_a^{\infty} e^{-\lambda f''(a)(t-a)^2} \, dt$$

$$= \frac{g(a) e^{-\lambda f'(a)}}{\lambda f''(a)}.$$

In general it suffices to consider the case with $f(a) < f(t)$ for all $t \in (a,b]$ because otherwise intervals can be splitted such that this condition is fulfilled. The following theorem is taken from [36] (Theorem 7.1 in Chapter 3).

**Proposition 2.46.** Let $f: \mathbb{R} \to \mathbb{R}_+$ be differentiable and $g: \mathbb{R} \to \mathbb{R}_+$. Assume $a < b \leq \infty$ with $f(a) < f(t)$ for all $t \in (a,b)$ while the minimum is attained only at $a$ and $f'(t)$ and $g(t)$ are continuous in the neighbourhood of $a$ except possibly at $a$. As $t$ approaches $a$ from the right we demand

$$f(t) - f(a) = F(t-a)^x + O((t-a)^{x+1}), \quad g(t) = G(t-a)^y + O((t-a)^y),$$

where the first relations are differentiable with $x,y > 0$ and $F,G \in \mathbb{C} \setminus \{0\}$. Then it holds

$$I(\lambda) = \frac{G}{x} \Gamma \left( \frac{y}{x} \right) \frac{e^{-\lambda f(a)}}{(F\lambda)^{y/x}} + O \left( \lambda^{-(y+1)/x} \right).$$
as $\lambda$ tends to infinity.

In the present work the succeeding version of this method will be important.

**Lemma 2.47.** Let $\alpha : [0, 1] \to \mathbb{R}_+$ be two times differentiable with $\min_{t \in [0, 1]} \alpha(t) = \alpha(a) =: \alpha_*$ for some unique $a \in (0, 1)$ and $g : \mathbb{R} \to \mathbb{R}_+$ be continuous. Then it holds

\[
\text{(i)} \quad \lim_{\varepsilon \to 0} \sqrt{|\log \varepsilon|} \frac{\sqrt{\alpha''(a)}}{\sqrt{2\pi g(a)}} \int_0^1 \varepsilon^{\alpha(t) - \alpha_*} g(t) \, dt = 1,
\]

\[
\text{(ii)} \quad \lim_{\varepsilon \to 0} \sqrt{|\log \varepsilon|} \frac{\sqrt{\alpha''(a)}}{\sqrt{2\pi g(a)}} \int_0^a \varepsilon^{\alpha(t) - \alpha_*} g(t) \, dt = \frac{1}{2}.
\]

**Proof.** At first we prove that 1 is a lower bound for the limit in (i). For all $\delta > 0$ there exists a $\xi > 0$ such that $|t - a| < \xi$ yields

\[\alpha''(t) \leq \alpha''(a) + \delta.\]

From the Taylor formula we can deduce for $t$ within the $\xi$-neighbourhood of $a$

\[\alpha(t) - \alpha_* \leq (\alpha''(a) + \delta)(t - a)^2 + \frac{1}{2}.\]

Analogously there is a $\bar{\xi} > 0$ that guarantees $g(t) \geq g(a) - \delta$ for $|t - a| < \bar{\xi}$. Define $\bar{\xi} = \xi \wedge \bar{\xi} \wedge a \wedge (1 - a)$ and estimate

\[
\int_0^1 \varepsilon^{\alpha(t) - \alpha_*} g(t) \, dt \geq \int_{a - \xi}^{a + \xi} g(t) e^{-(\alpha(t) - \alpha_*)|\log \varepsilon|} \, dt
\]

\[\geq (g(a) - \delta) \int_{a - \xi}^{a + \xi} e^{-(\alpha''(a) + \delta)|\log \varepsilon|(t - a)^2/2} \, dt.\]

Substituting $u = \sqrt{(\alpha''(a) + \delta)|\log \varepsilon|(t - a)}$ yields the lower bound

\[
\int_0^1 \varepsilon^{\alpha(t) - \alpha_*} g(t) \, dt \geq \frac{(g(a) - \delta)\sqrt{2\pi}}{\sqrt{(\alpha''(a) + \delta)|\log \varepsilon|}} \int_{-\tilde{\xi}}^{\tilde{\xi}} \frac{1}{\sqrt{2\pi}} e^{-u^2/2} \, du.
\]

In the limit as $\varepsilon$ tends to zero the integral multiplied with an $\varepsilon$-dependent prefactor is bigger or equal to 1

\[
\lim_{\varepsilon \to 0} \frac{\sqrt{\alpha''(a)|\log \varepsilon|}}{\sqrt{2\pi g(a)}} \int_0^1 \varepsilon^{\alpha(t) - \alpha_*} g(t) \, dt \geq \frac{(g(a) - \delta)\sqrt{\alpha''(a)}}{g(a)\sqrt{\alpha''(a) + \delta}} \varepsilon \to 1.
\]

Now concentrate on the upper bound and choose $\delta_0 > 0$ such that $-\alpha''(a) + \delta_0 < 0$. Then for all $\delta \in [0, \delta_0)$ there is a $\xi > 0$ such that

\[\alpha(t) - \alpha_* \geq (\alpha''(a) - \delta)(t - a)^2 + \frac{1}{2}.\]
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for all $t$ with $|t - a| < \xi$. Again there is a $\tilde{\xi} > 0$ with $g(t) \leq g(a) + \delta$ for $|t - a| < \tilde{\xi}$. Define $\bar{\xi} = \xi \wedge \tilde{\xi} \wedge a \wedge (1 - a)$. Then $\beta > 0$ exists such that $\alpha(t)$ is bigger than $\alpha_* + \beta$ for all $t$ outside of the $\bar{\xi}$-neighbourhood of $a$. Splitting the interval $[0, 1]$ into $[0, a - \bar{\xi}]$, $[a - \bar{\xi}, a + \bar{\xi}]$ and $[a + \bar{\xi}, 1]$ suggests the upper bound

$$\int_0^1 \varepsilon^{\alpha(t) - \alpha_*} g(t) \, dt$$

$$\leq \int_0^{a - \bar{\xi}} g(t) e^{-\beta |\log \varepsilon|} \, dt + \int_{a - \bar{\xi}}^{a + \tilde{\xi}} (g(a) + \delta) e^{-\alpha'(a) - (\alpha''(a) - \delta) \varepsilon |(t - a)/2|} \, dt + \int_{a + \bar{\xi}}^1 g(t) e^{-\beta |\log \varepsilon|} \, dt$$

$$\leq \varepsilon^{\beta} \max_{t \in [0, 1]} g(t) + \frac{(g(a) + \delta) \sqrt{2\pi}}{\sqrt{\alpha''(a) - \delta} |\log \varepsilon|} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-u^2/2} \, du,$$

while a similar substitution $u = \sqrt{\alpha''(a) - \delta} |\log \varepsilon|(t - a)$ was used as before. This justifies the asymptotic upper bound

$$\lim_{\varepsilon \to 0} \frac{\sqrt{\alpha''(a)} |\log \varepsilon|}{\sqrt{2\pi g(a)}} \int_0^1 \varepsilon^{\alpha(t) - \alpha_*} g(t) \, dt \leq \frac{(g(a) + \delta) \sqrt{\alpha''(a)}}{g(a) \sqrt{\alpha''(a) - \delta}} \to 1,$$

because $\varepsilon^{\beta} |\log \varepsilon|^{1/2}$ tends to zero. The proof of (ii) is analogous. The limit $\frac{1}{2}$ is obtained due to

$$\int_{a - \bar{\xi}}^a e^{-(\alpha''(a) + O(\delta)) |\log \varepsilon|(t - a)^2/2} \, dt = \int_{-\bar{\xi}/\sqrt{\alpha''(a) + O(\delta)}}^0 \frac{1}{\sqrt{2\pi}} e^{-u^2/2} \, du \to 0 \frac{1}{2}.$$
Chapter 3

Stochastic resonance for stochastic differential equations driven by multiplicative Lévy noise with heavy tails

Assume the potential $U$ satisfies the conditions (U1)-(U4) stated in Section 2.1 and assumptions (N1), (N2) and (T) presented in Subsection 2.4.1 hold true. For simplicity we assume that through the geometry of $U$ and the definition of the Radon measure $\mu$ as the vague limit of the jump measure of $L$ a transition from the well corresponding to $m_-(t)$ to the well containing $m_+(t)$ is most likely to occur at $(2k+1)T$, $k \in \mathbb{N}_0$ and a transition back is very probable at $2kT$, $k \in \mathbb{N}$. A rigorous definition will follow.

At first a multiplicative Lévy noise serves as a perturbation term. Namely, we shall consider $X^\varepsilon = (X^\varepsilon_t)_{t \geq 0}$ being the solution of the Itô stochastic differential equation driven by a regularly varying Lévy process $L$ with index $-\alpha < 0$

$$X^\varepsilon_t(x) = x - \int_0^t \nabla U \left( X^\varepsilon_s, \frac{s}{2T} \right) ds + \varepsilon \int_0^t g \left( X^\varepsilon_{s-} \right) dL_s, \quad t \geq 0. \quad (3.1)$$

Also perturbations by a multiplicative noise in the Marcus sense are of interest, namely a process $Z^\varepsilon = (Z^\varepsilon_t)_{t \geq 0}$ being the solution of

$$Z^\varepsilon_t(x) = x - \int_0^t \nabla U \left( Z^\varepsilon_s, \frac{s}{2T} \right) ds + \varepsilon \int_0^t g(Z^\varepsilon_{s-}) \circ dL_s, \quad t \geq 0. \quad (3.2)$$

In the first section of this chapter we consider approximative two-state Markov chains living on the well minima with periodic transition rates of order $\varepsilon^{\alpha}$ to become familiar with the dynamics of the jump diffusions $X^\varepsilon$ and $Z^\varepsilon$. We calculate the probability of a jump of the Markov chain within a small time interval surrounding the point where the transition is most likely. Afterwards the deviation of the small jump process of $X^\varepsilon$ respectively $Z^\varepsilon$ from the
deterministic solution of $\frac{d}{dt}x(t) = -\nabla U(x(t), \frac{t}{2T})$ is examined. The last section deals with the application of the same probabilistic quality measure of tuning of the Markov chains to the jump diffusions.

### 3.1 Approximation by two-state Markov chains

Before a detailed analysis of the solution $(X_\varepsilon^t)_{t \geq 0}$ of the stochastic differential equation (3.1) is possible, it seems reasonable to discuss the stochastic dynamics of reduced models. The process $(X_\varepsilon^t)_{t \geq 0}$ describes the perturbed movement of a particle within a periodically changing double-well potential. Since the intra-well fluctuations should be irrelevant for stochastic resonance, we now only consider time-continuous Markov chains that admit two values representing the two wells.

#### 3.1.1 Piecewise constant infinitesimal generator

Define the time-inhomogeneous Markov chain $K = (K_\varepsilon^t)_{t \geq 0}$ on the state space $\{-1, 1\}$ with piecewise constant infinitesimal generator $Q^K = (Q^K_t)_{t \geq 0}$ given by

$$Q^K_t = \begin{cases} 
(\varphi_K, -\varphi_K) & : Q_1, \ t \in [2kT, (2k+1)T), \ k \in \mathbb{N}_0, \\
(\psi_K, -\psi_K) & : Q_2, \ t \in [(2k+1)T, (2k+2)T), \ k \in \mathbb{N}_0.
\end{cases}$$

In this case the source of periodicity is the periodic switching between two asymmetric potential shapes $U_1$ and $U_2$, see in Figure 3.1. The left wells of $U_1$ and $U_2$ are identified with $-1$ and the right ones with $1$. The roles of the transition rates $\varphi_K$ and $\psi_K$ switch after time $T$ because an exit from the well belonging to $m_-(t)$ of the jump diffusion is favoured at time points $(2k+1)T$, $k \in \mathbb{N}_0$ and from the other one at $2kT$, $k \in \mathbb{N}$.

We consider the following appropriate regularly varying transition rates $\varphi_K$ and $\psi_K$

$$\varphi_K = \varphi_K(\varepsilon) = \frac{\varepsilon^\alpha l(\varepsilon^{-1})}{a^\alpha}, \quad \psi_K = \psi_K(\varepsilon) = \frac{\varepsilon^\alpha l(\varepsilon^{-1})}{b^\alpha},$$

where $\alpha > 0$ and $0 < b < a$ are fixed and $l$ denotes a slowly varying function.

Besides [24], especially [37] suggests the computation of the invariant measure of the extended, time-scaled, and therefore homogeneous process

$$\tilde{K}_\varepsilon^t := (K_{2Tt}^\varepsilon, t \mod 2T)_{t \geq 0},$$

which then paves the way to compute the spectral power amplification, energy, relative entropy and other quality measures of tuning. Fortunately it is possible to adapt the procedure of Section 1 in Chapter 4 of [37] to obtain the invariant measure $\nu = (\nu^+, \nu^-)$ of $\tilde{K}_\varepsilon^t$ on $[0, 1]$. 
The value $\nu(t)$ gives the probability that $K_{2T}^\pm$ is $\pm 1$ and it equals to

$$
\nu^-(t) = \frac{b^{-\alpha}}{b^{-\alpha} + a^{-\alpha}} + \frac{(a^{-\alpha} - b^{-\alpha}) \cdot e^{-2T t e^{\alpha l(t)}}}{(a^{-\alpha} + b^{-\alpha}) \cdot (1 + e^{-T e^{\alpha l(t)(a^{-\alpha} + b^{-\alpha})}})}, \quad t \in \left[0, \frac{1}{2}\right).
$$

$$
\nu^+(t) = \frac{a^{-\alpha}}{b^{-\alpha} + a^{-\alpha}} - \frac{(a^{-\alpha} - b^{-\alpha}) \cdot e^{-2T t e^{\alpha l(t)}}}{(a^{-\alpha} + b^{-\alpha}) \cdot (1 + e^{-T e^{\alpha l(t)(a^{-\alpha} + b^{-\alpha})}})}, \quad t \in \left[0, \frac{1}{2}\right).
$$

The equation $Q_t = Q_2$ for $t \in \left[\frac{1}{2}, 1\right)$ leads to the symmetry conditions

$$
\nu^-(t + \frac{1}{2}) = \nu^+(t), \quad t \in \left[0, \frac{1}{2}\right), \quad \nu^-(t + \frac{1}{2}) = \nu^-(t), \quad t \in \left[0, \frac{1}{2}\right).
$$

A frequently used tool to reveal underlying periodicities is the spectral power amplification $\eta$ defined up to a constant pre-factor as

$$
\eta(\varepsilon, T) = \left| \int_0^1 \mathbb{E}_\nu K_{2T}^\varepsilon e^{2\pi it} dt \right|^2
$$

where $\mathbb{E}_\nu$ is the expectation with respect to $\nu$. The amplification of a periodic perturbation usually is visualized through a well pronounced spectral peak at the corresponding frequency for the noisy output signal. For Gaussian diffusions this quantity emerges as suitable since a unique maximum exists ([37] Proposition 4.2.2). In what extent this applies for the Lévy-driven diffusion is analysed below. With the help of some explicit calculations, we get that the spectral power amplification equals to

$$
\eta(\varepsilon, T) = \frac{T^2 \varepsilon^{2\alpha l} (\varepsilon^{-1})^2(a^{-\alpha} - b^{-\alpha})^2}{T^2 \varepsilon^{2\alpha l} (\varepsilon^{-1})^2(a^{-\alpha} + b^{-\alpha})^2 + \pi^2}.
$$

Maximization in $\varepsilon$ yields the optimal noise level for an amplification. Assume for simplicity that $l \equiv 1$ as in the $\alpha$-stable case. Then it follows

$$
\frac{\partial}{\partial \varepsilon} \eta(\varepsilon, T) = \frac{2 \alpha (a^{-\alpha} - b^{-\alpha})^2 \varepsilon^{2\alpha - 1} \pi^2 T^2}{(\pi^2 + (a^{-\alpha} + b^{-\alpha})^2 \varepsilon^{2\alpha} T^2)^2} > 0,
$$

Figure 3.1: For $t \in [2kT, (2k + 1)T)$ the transition rate from $-1$ to $1$ is the inverse of the mean exit time of a jump diffusion of the left/bigger well of $U_1$ with barrier distance $a$. A transition from $1$ to $-1$ corresponds to an exit of the right/smaller well with barrier distance $b$. If $t \in [(2k + 1)T, (2k + 2)T)$, the distances of the obstacle switch according to the picture of $U_2$ and the left well becomes the smaller one.
Figure 3.2: The function $\varepsilon \mapsto \eta(\varepsilon, T)$ is increasing if $l \equiv 1$, $a = 5$, $b = 1$, $\alpha = 1$ and $T = 100$.

and thus the function $\varepsilon \mapsto \eta(\varepsilon, T)$ is strictly increasing. The monotonicity makes the existence of a maximum impossible. Unfortunately the structure of the transition rates together with the plausible choice of the time scale

$$T(\varepsilon) = \varepsilon^\alpha I(\varepsilon^{-1})$$

immediately kill the dependence of the quality measure of tuning on the noise amplitude $\varepsilon$. Although it is touted as the universal quantity in many applications of stochastic resonance, it is not suitable here. The relevant time scales are of the same polynomial order and thus too similar.

Other tools which also use the invariant measure but do not originate from spectral theory, like the relative entropy ([37] Chapter 4, Section 7), also fail to detect the underlying periodicity. The relative entropy is a measure of disorder and chaos and is frequently applied in information theory. A minimum of the relative entropy reveals the frequency which causes the most deterministic behaviour. But here the entropy is monotonically decreasing in $\varepsilon$.

The lack of suitable quantities of tuning made a search for other periodicity discovering measures necessary. In the paper [19] Herrmann and Imkeller presented a totally different approach called “intensity of the first peak”. The random output signal $K = (K_t)_{t \geq 0}$ looks quite periodic if $K$ switches from $\pm 1$ to $\mp 1$ in a small time interval around $t = kT$. The concept of Herrmann and Imkeller rests on maximizing the distribution of jump times around multiples of $T$ (especially $T$ itself).

**Definition 3.1.** Let $T_0 = 0$ and $T_n$, $n \in \mathbb{N}$, be the $n$-th jump time of $K$ from $-1$ to $1$ or vice versa. Then $\tau_n = \frac{T_n}{T}$, $n \in \mathbb{N}_0$, denotes the normalized jump time.

The behaviour of $\tau_n$ only depends on the last normalized jump time $\tau_{n-1}$ and the value $K_{\tau_{n-1}}$ of the Markov chain. The value $K_{\tau_{n-1}}$ is uniquely determined by the value of $(-1)^{\lceil \tau_{n-1} \rceil + n}$. If $(-1)^{\lceil \tau_{n-1} \rceil + n}$ is equal to $1$ either the $n$-th jump goes from $1$ to $-1$ with the $Q$-matrix $Q_1$ or the Markov chain $K$ moves from $-1$ to $1$ under the regime of $Q_2$. All in all this means the recent transition rate is $\psi$ which can be interpreted as the exit from the smaller potential...
Figure 3.3: The density of $\tau_1$ given $K_0 = -1$ with $l = 1$, $a = 5$, $b = 1$, $\alpha = 1$ and $T = \frac{(a+b)/2}{\varepsilon}$.

well. Therefore $(-1)^{[\tau_{n-1}]+n} = -1$ stands for an upcoming exit from the bigger well with transition rate $\varphi_K$.

**Lemma 3.2.** The law of the $n$-th normalized jump time $\tau_n$, $n \in \mathbb{N}$, given $\tau_{n-1} = s$ and $(-1)^{[s]+n} = -1$ respectively 1 admits the density

$$f_-(t) = r_0 T e^{-r_0 T(t-s)} 1_{[s,[s]+1)}(t) + e^{-r_0 T(1+[s]-s)} \sum_{k=0}^{\infty} r_{k+1} T 1_{[s+k+1,[s+k+2)}(t) e^{-\sum_{i=1}^{k} r_i T - r_{k+1} (t-[t])},$$

for $t \geq s$, respectively

$$f_+(t) = r_1 T e^{-r_1 T(t-s)} 1_{[s,[s]+1)}(t) + e^{-r_1 T(1+[s]-s)} \sum_{k=0}^{\infty} r_{k} T 1_{[s+k+1,[s+k+2)}(t) e^{-\sum_{i=1}^{k} r_i T - r_{k+1} (t-[t])},$$

for $t \geq s$ with

$$I_k = \{ t \geq 0 : t \in ([s] + k + 1, [s] + k + 2) \},$$

$$r_k = r_k(\varepsilon) = \begin{cases} \varphi_K, & k \text{ even} \\ \psi_K, & k \text{ odd} \end{cases} = \begin{cases} \frac{\varepsilon^{\alpha} T(\varepsilon^{-1})}{\alpha^a}, & k \text{ even} \\ \frac{\varepsilon^{\alpha} T(\varepsilon^{-1})}{b^a}, & k \text{ odd}, \end{cases}$$

for $k \in \mathbb{N}_0$.

**Proof.** Markov chains admit exponentially distributed inter-jump times and the infinitesimal generator of $K$ periodically varies. This immediately gives the result (Lemma 1 in Chapter 1 of [19]).

Due to the $\varepsilon$-dependence of $r_k$, $k \in \mathbb{N}_0$, the densities $f_{\pm}$ (example in Figure 3.3) and hence the jump behaviour of $K$ change in the small noise limit. If $T = T(\varepsilon)$, the asymptotic law of jump times of $K$ is determined by the limit of $r_k T$, $k = 0, 1$, as $\varepsilon$ tends to zero. If this limit equals to zero, the weak limit of the law of the next jump time of $K$ is the null measure and therefore reveals that time scales $T$ of order $\varepsilon^{-\beta}$ with $\beta < \alpha$ are much too small to examine any jump. Contrary to that, time scales with $\beta > \alpha$ guarantee the observation of jumps, which in the mean occur at scale $\varepsilon^{-\alpha}$, but the distinction of single jumps is impossible in such a coarse time scale. All jumps are compressed to an instantaneous jump. For a rigorous treatment of the asymptotic behaviour of $K$ we include the following lemma that applies the technique Herrmann and Imkeller used for the Gaussian case (Section 1.2 of [19]).
Lemma 3.3. The conditional Laplace transform of \( \tau_n \) given \( \tau_{n-1} = s \geq 0 \) and \((-1)^{[s]+n} = -1\) is

\[
L_-(x) = \frac{r_0 T}{r_0 T + x} \left( e^{-xs} - e^{-x([s]+1) - r_0 T([s]+1-s)} \right) + e^{-r_0 T([s]+1-s)} \sum_{k=0}^{\infty} \frac{r_{k+1} T}{r_{k+1} T + x} e^{-\sum_{i=1}^{k} r_i T - x([s]+k+1)} (1 - e^{-r_{k+1} T - x})
\]

with \( r_{2k} = \varphi_K \) and \( r_{2k+1} = \psi_K \) for \( k \in \mathbb{N}_0 \) as in Lemma 3.2.

(i) If \( \lim_{\varepsilon \to 0} r_k(\varepsilon) T(\varepsilon) = 0 \) for \( k = 0, 1 \), the weak limit of the conditional law of \( \tau_n \) is the null measure.

(ii) If \( \lim_{\varepsilon \to 0} r_k(\varepsilon) T(\varepsilon) = \infty \) for \( k = 0, 1 \), the conditional law of \( \tau_n \) weakly tends to the Dirac measure in the starting time \( s \).

(iii) Assume

\[
0 < \lim_{\varepsilon \to 0} r_0(\varepsilon) T(\varepsilon) := c_0 < c_1 := \lim_{\varepsilon \to 0} r_1(\varepsilon) T(\varepsilon) < \infty.
\]

If an exponentially distributed random variable \( E_1 \sim \text{Exp}(c_0) \) attains a value smaller than \([s] + 1 - s\) the conditional law of \( \tau_n \) equals to an exponential distribution on the interval \([s], [s] + 1\) represented by the random variable \( E_2 \sim \text{Exp}([s], [s] + 1, c_0)\) which is independent of \( E_1 \). For values bigger than \([s] + 1 - s\) the conditional law of \( \tau_n \) equals to the law of a random variable \( Z \). The following case differentiation holds:

\[
Z = \begin{cases} 
X + [s] + 1, & G \text{ even}, \\
Y + [s] + 1, & G \text{ odd},
\end{cases}
\]

while the random variables \( E_1, X \sim \text{Exp}((G, G + 1), c_1) \), \( Y \sim \text{Exp}((G, G + 1), c_0) \) and \( G \) with a kind of geometric distribution given by

\[
\mathbb{P}(G = 2k) = (1 - e^{-c_1}) e^{-k(c_0 + c_1)},
\]

\[
\mathbb{P}(G = 2k + 1) = (1 - e^{-c_0}) e^{-k(c_0 + c_1) - c_1},
\]

for \( k \in \mathbb{N}_0 \) are all independent.

Changing the definition of \( r_k \) for even and odd \( k \in \mathbb{N}_0 \) yields an analogous formula for \( L_+ \), the Laplace transform of \( \tau_n \) conditional to \( \tau_{n-1} = s \) and \((-1)^{[s]+n} = 1\), and all three cases below. Pay attention to the changed order of \( c_0 \) and \( c_1 \) in the third case.

Remark 3.4. The last case requires further explanations. Since the limit of \( r_k T \) is finite and not equal to zero for \( k = 0, 1 \), the time scale \( T \) was chosen correctly to observe all jumps regardless of the original well. Suppose \((-1)^{[s]+n} = -1\) then the moving particle lies within the bigger well. The state \(-1\) represents this well until \( t = T([s] + 1) \). Small values of \( E_1 \) indicate the possibility of a jump before \( t = T([s] + 1) \). The exact jump time is governed by
the independent random variable \( E_2 \sim \text{Exp}([s, |s| + 1], c_0) \). If \( E_1 \) is bigger than \(|s| + 1 - s\), the jump interval will be selected by the random variable \( G \). Even values represent the exit from the smaller well and odd values indicate that the approximated process lies within the bigger well before the \( n \)-th jump occurs. For the concrete jump times again exponentially distributed random variables \( X \) and \( Y \) are exploited.

We owe the proof of Lemma 3.3.

**Proof.** Insert the relevant density \( f_- \) computed in Lemma 3.2 to prove the formula of \( L_-(x) \)

\[
L_-(x) = \mathbb{E} \left( e^{-x \tau_0} \bigg| \tau_{n-1} = s, (-1)^{|s|+n} = -1 \right) 
= \frac{r_0 T}{r_0 T + x} \left( -e^{-x t - r_0 T(t-s)} \bigg| \frac{|s|+1}{s} \right) 
+ e^{-r_0 T(|s|+1-s)} \sum_{k=0}^\infty \frac{r_{k+1} T}{r_{k+1} T + x} e^{-\sum_{i=1}^k r_i T} \left( -e^{-x t - r_{k+1} T(t-[s]-k-1)} \bigg| \frac{|s|+k+2}{|s|+k+1} \right). 
\]

If \( r_k T \) for \( k = 0, 1 \) tends to zero as \( \varepsilon \) converges to zero, then for \( x > 0 \) the Laplace transform \( L_-(x) \) also converge to zero due to the dominated convergence theorem of Lebesgue and the estimate

\[
\sum_{k=0}^\infty \frac{r_{k+1} T}{r_{k+1} T + x} e^{-\sum_{i=1}^k r_i T-x |s|+k+1} (1 - e^{-r_{k+1} T-x}) \leq \sum_{k=0}^\infty e^{-x k} = \frac{1}{1 - e^{-x}} < \infty.
\]

But \( L \equiv 0 \) is the unique Laplace transform of the null measure.

In the case where \( T \) diverges much faster to infinity than \( r_k \) converges to zero for \( k = 0, 1 \), the first summand of \( L_-(x) \) which converges to \( e^{-xs} \), is decisive. Again because of the dominating convergence and the convergence of \( e^{-r_k T} \) to zero for \( k = 0, 1 \), the series in the last line of formula (3.3) vanishes in the small noise limit. Thus the limit law of \( \tau_n \) is the Dirac measure in the starting time \( s \).

For the last case further calculations are necessary:

\[
L_-(x) = \frac{r_0 T}{r_0 T + x} \left( e^{-xs} - e^{-x(|s|+1)-r_0 T(|s|+1-s)} \right) 
+ e^{-r_0 T(|s|+1-s)} \frac{r_1 T}{r_1 T + x} e^{-x(|s|+1)} \sum_{k=0}^\infty e^{-x 2k} (1 - e^{-r_1 T-x}) e^{-k T(r_1+r_0)} 
+ e^{-r_0 T(|s|+1-s)} \frac{r_0 T}{r_0 T + x} e^{-x(|s|+1)-x} \sum_{k=0}^\infty e^{-x 2k} (1 - e^{-r_0 T-x}) e^{-k T(r_1+r_0)-r_1 T}.
\]

Thus the following is true

\[
\lim_{x \to 0} L_-(x) = \frac{c_0}{c_0 + x} \left( e^{-xs} - e^{-x(|s|+1)-c_1(|s|+1-s)} \right) 
+ e^{-c_0(|s|+1-s)-x(|s|+1)} \frac{c_1}{c_1 + x} \frac{1 - e^{-c_1 T-x}}{1 - e^{-c_1-c_0 T-x}} 
+ e^{-c_0(|s|+1-s)} \frac{c_0}{c_0 + x} e^{-x(|s|+1)-x} \frac{1 - e^{-c_0 T-x}}{1 - e^{-c_1-c_0 T-x}}.
\]
Use $E_1 \sim \text{Exp}(c_0)$ to compute the Laplace transform of $E_2 \sim \text{Exp}([s, [s] + 1), c_0)$

$$
\mathbb{E} e^{-xE_2} = \int_s^{[s]+1} e^{-xt} \frac{c_0 e^{-ct}}{e^{-as} - e^{-c_0([s]+1)}} \, dt
= \frac{e^{-cs}}{1 - e^{-c_0([s]+1) - s}} \frac{c_0}{c_0 + x} \left( -e^{-(c_0 + x)t} \right)_{[s]+1}^{[s]+1}
= \frac{c_0}{c_0 + x} \mathbb{P}(E_1 \leq [s] + 1 - s).
$$

This immediately justifies the first summand of $\lim_{x \to 0} L_-(x)$. Due to the independence of $X \sim \text{Exp}([G, G + 1), c_1)$ and $E_1$ it holds

$$
\mathbb{E} \left( e^{-x (X + [s]+1)} 1_{\{G \text{ is even}\}} 1_{\{E_1 \geq [s] + 1 - s\}} \right)
= e^{-c_0([s]+1) - x([s]+1)} \sum_{k=0}^{\infty} (1 - e^{-c_1}) e^{-k(c_0 + c_1)} \int_{2k+1}^{2k+2} e^{-xt} \frac{c_1 e^{-ct}}{e^{-c_1 2^k} - e^{-c_1 (2k+1)}} \, dt
= e^{-c_0([s]+1) - x([s]+1)} \sum_{k=0}^{\infty} \frac{c_1}{c_1 + x} e^{-(x+c_1)2^k} - e^{-(x+c_1)(2k+1)} e^{-c_1 2^k (1 - e^{-b})} e^{-k(a+b)}
= e^{-c_0([s]+1) - x([s]+1)} \frac{c_1}{c_1 + x} \left( 1 - e^{-c_1 - x} \right)
\frac{1 - e^{-c_0 - c_1 - 2x}}{1 - e^{-c_0 - c_1 - 2x}}.
$$

which yields the second summand of the limit of $L_-(x)$. The third summand follows from analogos observations and the use of $Y \sim \text{Exp}([G, G + 1), c_0)$ and $\{G \text{ is odd}\}$ instead of $X$ and $\{G \text{ is even}\}$.

The random signal $K$ with conditional jump time densities $f_{\pm}$ looks quite periodic if the most mass of the density $f_-$ is concentrated around odd multiples of $T$ and if $f_+$ has large values around multiples of $2T$. A natural quantity of optimal tuning could be the function

$$
\mathbb{P}_{-1}(\tau_1 \in [1 - \delta, 1 + \delta]),
$$

for $\delta > 0$ small and fixed and initial value $-1$. In [19] Herrmann and Imkeller considered the small parameter $\varepsilon$ as fixed and searched for the correct time scale to maximize this quantity.

In our scenario the periodicity $2T$ is given and the behaviour in the small noise limit is of interest. If a quality measure of tuning depending on $T$ and $\varepsilon$ admits an optimal time scale $T_0 = T_0(\varepsilon)$ and an optimal noise intensity $\varepsilon_0 = \varepsilon_0(T)$, this a remarkable outcome which should not be taken for granted. This phenomenon was given the special name double stochastic resonance. In the sequel we will paraphrase how to define $T_0$ and $\varepsilon_0$ and even generalize these definitions for the probability to jump within the interval $[2k + 1 - \delta, 2k + 1 + \delta]$ for $k \in \mathbb{N}_0$, because a missed jump in the normalized time interval $[1 - \delta, 1 + \delta]$ should be made up near odd integers to justify a periodic appearance.

**Proposition 3.5.** Fix $\delta \in (0, 1)$ small and assume $k \in \mathbb{N}_0$, $T > 0$ and $\varepsilon > 0$. Then it holds:

$$
m(T, \varepsilon) := \mathbb{P}_{-1}(\tau_1 \in [2k + 1 - \delta, 2k + 1 + \delta]) = e^{-\varphi kT(\varepsilon(2k+1) - \psi kT)} \left( e^{\varphi kT(\varepsilon) - \psi kT} - e^{-\psi kT} \right).
$$
For any $\varepsilon > 0$ the function $T \mapsto m(T, \varepsilon)$ attains its maximum at

$$T_{k,\delta}(\varepsilon) = \frac{1}{\varepsilon^\alpha l(\varepsilon^{-1})\delta(a^{-\alpha} + b^{-\alpha})} \log \frac{(k + 1)a^{-\alpha} + (k + \delta)b^{-\alpha}}{(k + 1 - \delta)a^{-\alpha} + kb^{-\alpha}}$$

with

$$T_{k}(\varepsilon) := \lim_{\delta \to 0} T_{k,\delta}(\varepsilon) = \frac{1}{\varepsilon^\alpha l(\varepsilon^{-1})} \frac{1}{(k + 1)a^{-\alpha} + kb^{-\alpha}}.$$  

Assume $h(\varepsilon) = \varepsilon^\alpha l(\varepsilon^{-1})$ is continuous and strictly monotone for small $\varepsilon$, so that its inverse $h^{-1}$ exists. Then for any $T > 0$ the map $\varepsilon \mapsto m(T, \varepsilon)$ attains its maximum at

$$\varepsilon_{k,\delta}(T) = h^{-1}\left( \frac{1}{T\delta(a^{-\alpha} + b^{-\alpha})} \log \frac{(k + 1)a^{-\alpha} + kb^{-\alpha} + \delta b^{-\alpha}}{(k + 1)a^{-\alpha} + kb^{-\alpha} - \delta a^{-\alpha}} \right)$$

and as $\delta \to 0$ the position of the maximum $\varepsilon_{k,\delta}(T)$ tends to $\varepsilon_k(T) := h^{-1}\left( \frac{1}{T((k + 1)a^{-\alpha} + kb^{-\alpha})} \right)$. In particular, with $l \equiv 1$ one obtains the following in the limit $\delta \to 0$

$$\varepsilon_{k,\delta}(T) = \left( \frac{1}{T\delta(a^{-\alpha} + b^{-\alpha})} \log \frac{(k + 1)a^{-\alpha} + kb^{-\alpha} + \delta b^{-\alpha}}{(k + 1)a^{-\alpha} + kb^{-\alpha} - \delta a^{-\alpha}} \right)^{1/\alpha} \to \frac{1}{(T((k + 1)a^{-\alpha} + kb^{-\alpha}))^{1/\alpha}}.$$

This result confirms the theoretical suggestions that the optimal periodicity $2T$ is equal to $\frac{\varepsilon^\alpha l(\varepsilon^{-1})}{\varepsilon^\alpha l(\varepsilon^{-1})}$ for a suitable $c > 0$. Figure 3.4 and 3.5 serve as illustration.

Figure 3.4: For $l \equiv 1, a = 5, b = 1, \alpha = 1, \delta = 0.1$ and $\varepsilon = 0.03$ the function $T \mapsto \mathbb{P}_{-1}(\tau_1 \in [1 - \delta, 1 + \delta])$ has a maximum at $T_0 = 141.896$.

Figure 3.5: For $l \equiv 1, a = 5, b = 1, \alpha = 1, \delta = 0.1$ and $T = 142$ the function $\varepsilon \mapsto \mathbb{P}_{-1}(\tau_1 \in [1 - \delta, 1 + \delta])$ has a maximum at $\varepsilon_0 = 0.029978$. 
Proof. Apply the formula for the conditional density given in Lemma (3.2) to get
\[
m(\varepsilon, T) = e^{-kT(\varphi_K + \psi_K)} \int_{2k+1}^{2k+1+\delta} e^{-T\varphi_K} T e^{-\psi_K T(t-2k)} dt + e^{-kT(\varphi_K + \psi_K) - T\varphi_K} \int_{2k+1}^{2k+1+\delta} \psi_K T e^{-\psi_K T(t-2k-1)} dt
\]
\[
= e^{-kT(\varphi_K + \psi_K)} \left[ e^{-T\varphi_K(1-\delta)} - e^{-\varphi_K T} + e^{-\varphi_K T} - e^{-\psi_K T\delta - \varphi_K T} \right]
\]
\[
= -e^{-\varphi_K T - kT(\varphi_K + \psi_K)} (e^{\varphi_K T\delta} - e^{-\psi_K T\delta}).
\]
Obviously it holds \( m(\varepsilon, 0) = 0, \lim_{T \to \infty} m(\varepsilon, T) = 0 \) and \( m(\varepsilon, T) \geq 0 \) for \( T \geq 0 \). Therefore a single extremum must be a maximum. It follows
\[
\frac{\partial}{\partial T} m(\varepsilon, T) = -((k + 1 - \delta)\varphi_K - k\psi_K) e^{-T((k+1-\delta)\varphi_K + k\psi_K)} + ((k + 1)\varphi_K + (k + \delta)\psi_K) e^{-T((k+1)\varphi_K + (k+\delta)\psi_K)}
\]
and from \( \frac{\partial}{\partial T} m(\varepsilon, T) = 0 \) we deduce
\[
\frac{(k + 1)\varphi_K + (k + \delta)\psi_K}{(k + 1 - \delta)\varphi_K + k\psi_K} = e^{-T((k+1)\varphi_K + (k+\delta)\psi_K) + T((k+1-\delta)\varphi_K + k\psi_K)} = e^{T\delta(\varphi_K + \psi_K)}.
\]
Thus \( m(\varepsilon, T) \) attains its largest value at \( T_{k,\delta} \) as given in the proposition. If \( \delta \) tends to zero, \( T_{k,\delta} \) converges to the inverse of \(( (k+1)a^{-\alpha} + kb^{-\alpha})\varepsilon^{-1} \), because l'Hôpital's rule implies
\[
\lim_{\delta \to 0} \delta(a^{-\alpha} + b^{-\alpha}) \log \frac{(k + 1)a^{-\alpha} + (k + \delta)b^{-\alpha}}{(k + 1 - \delta)a^{-\alpha} + kb^{-\alpha}}
\]
\[
= \lim_{\delta \to 0} \frac{[(k + 1 - \delta)a^{-\alpha} + kb^{-\alpha}] [(ab)^{-\alpha}(k + 1 - \delta) + kb^{-2\alpha} + a^{-2\alpha}(k + 1) + (ab)^{-\alpha}(k + \delta)]}{(a^{-\alpha} + b^{-\alpha}) [(k + 1)a^{-\alpha} + (k + \delta)b^{-\alpha}] [(k + 1 - \delta)a^{-\alpha} + kb^{-\alpha}]^2}
\]
\[
= \frac{1}{(k + 1)a^{-\alpha} + kb^{-\alpha}}.
\]
The same arguments as in the first part of the proof and the monotonicity of \( h \) yield a single maximum of \( \varepsilon \to m(\varepsilon, T) \) at \( \varepsilon_{k,\delta} \) given above. \( \square \)

### 3.1.2 Continuous infinitesimal generator

In the last subsection the lack of continuity unnecessarily complicates all calculations and does not depict the movement of a noisy particle in a periodically varying potential properly.

A more natural way to approximate the solution of the stochastic differential equation (3.1) with periodic drift is an inhomogeneous Markov chain \( C = (C_t^\varepsilon)_{t \geq 0} \) on the state space \( \{-1, 1\} \) with infinitesimal generator given by
\[
Q^C(t) = \begin{pmatrix}
-\varphi_C(t) & \varphi_C(t) \\
\varphi_C(t + T) & -\varphi_C(t + T)
\end{pmatrix}, \ t \geq 0,
\]
where
\[ \varphi_C(t) = \frac{\varepsilon^{\alpha l(\varepsilon^{-1})}}{p(t/2T)^\alpha} \]
for \( t \geq 0 \) and a continuous, 1-periodic function \( p \) with \( p(0) = \max_{t \geq 0} p(t) \) and \( p \left( \frac{1}{2} \right) = \min_{t \geq 0} p(t) > 0 \). The time lag \( T \) and the periodicity of \( p \) are chosen to realize the switching of the roles of the states \(-1\) and \(1\) after a half of a period. For example, we can use
\[ p(t) = \frac{a + b}{2} + \frac{a - b}{2} \cos 2\pi t \tag{3.4} \]
that continuously varies between the values \( a \) and \( b < a \). Then at the beginning, \(-1\) can be identified with a bigger well. For \( t \) tending to \( T \) the well gets smaller and smaller, until it reaches its smallest width at \( t = T \). After that it widens again. At \( t = 2T \) the original situation is re-established.

**Definition 3.6.** Let \( T_0 = 0 \) and \( T_n, n \in \mathbb{N} \) be the \( n \)-th jump time of \( C \) from \(-1\) to \(1\) or the other way around and \( \tau_n = \frac{T_n}{T} \), \( n \in \mathbb{N}_0 \).

Again we are interested in the conditional density of \( \tau_n \) given the Markov chain lies within the smaller or the bigger well. Justified by the continuity of \( Q_C \) the law of \( \tau_n \) is uniquely determined by \( \tau_{n-1} = s \) and the value of \((-1)^n\). While \((-1)^n = -1\) demands the use of transition rate \( \varphi_C \), \((-1)^n = 1\) indicates the transition rate equals to \( \varphi_C(T + \cdot) \). The form of the conditional density \( f_{\pm} \) of \( \tau_n \) still shows peaks at even respectively odd integers, but now it is continuous (Figure 3.6).

![Figure 3.6](image)

Figure 3.6: The density of \( \tau_1 \) given \( C_0 = -1 \) with \( l = 1 \), \( a = 5 \), \( b = 1 \), \( \alpha = 1 \), \( p \) as in formula (3.4) and \( T = \frac{(a+b)/2}{\varepsilon} \).

**Lemma 3.7.** The \( n \)-th normalized jump time \( \tau_n \) of \( C \) possesses the following density given that \( \tau_{n-1} = s \) and \((-1)^n = -1\)
\[ f_-(t) = \mathbf{1}_{[s,\infty)}(t) T \varphi_C(Tt) e^{-T \int_s^t \varphi_C(Tr) dr}, \quad t \geq s \]
and
\[ f_+(t) = \mathbf{1}_{[s,\infty)}(t) T \varphi_C(T(t+1)) e^{-T \int_s^t \varphi_C(T(r+1)) dr}, \quad t \geq s, \]
if \( \tau_{n-1} = s \) and \((-1)^n = 1\).
Analogously to the previous subsection an analysis of the asymptotic behaviour of $C$ through computation of the conditional Laplace transform of $\tau_n$ is possible. The following lemma partly follows the lines of [19] (Lemma 3 in Chapter 2).

**Lemma 3.8.** The conditional Laplace transform of $\tau_n$ given $\tau_{n-1} = s$ and $(-1)^n = -1$ is

$$L_-(x) = \frac{\int_s^{s+2} T\varphi_C(Tt)e^{-xt} - T \int_s^t \varphi_C(Tr) dr dt}{1 - e^{-2x} - T \int_0^2 \varphi_C(Tr) dr}, \quad x \geq 0.$$

(i) If $\lim_{\varepsilon \to 0} T\varphi_C(Tt) = 0$ uniformly for all $t \in [0, 2]$, the weak limit of the conditional law of $\tau_n$ is the null measure.

(ii) If $\lim_{\varepsilon \to 0} T\varphi_C(Tt) = \infty$ uniformly for all $t \in [0, 2]$, the conditional law of $\tau_n$ weakly tends to the Dirac measure in $s$.

(iii) Assume $T = \frac{c}{\varepsilon^n(c-1)}$ for $c > 0$. Then $\tau_n$ behaves like a random variable $X$ with density

$$f(t) = c \rho \left( \frac{t}{2} \right)^{-\alpha} e^{-\int_0^t \rho \left( \frac{r}{2} \right)^{-\alpha} dr} 1_{[s, \infty)}(t), \quad t \geq s.$$  

A similar formula for $L_+$, the Laplace transform of $\tau_n$ conditional to $\tau_{n-1} = s$ and $(-1)^n = 1$, and the same behaviour in the different cases follow by replacing $\varphi_C(T\cdot)$ with $\varphi_C(T(\cdot + 1))$ respectively $p(\cdot/2)$ with $p((\cdot + 1)/2)$.

**Proof.** From the 2-periodicity of $\varphi_C(T\cdot)$ we derive

$$L_-(x) = \mathbb{E} \left( e^{-xt_n} \big| \tau_{n-1} = s, (-1)^n = -1 \right)$$

$$= \sum_{k=0}^{\infty} \int_s T^{s+2(k+1)} e^{-xt} T - T \int_s^{s+2k} \varphi_C(Tr) dr - T \int_s^{s+2k} \varphi_C(Tr) dr dt$$

$$= \sum_{k=0}^{\infty} e^{-T \int_s^{s+2k} \varphi_C(Tr) dr - 2k} \int_s^{s+2} T\varphi_C(Tt)e^{-xt} - T \int_s^t \varphi_C(Tr) dr dt$$

and basic knowledge about geometric series verifies the formula of $L_-(x)$.

Assume $T\varphi_C(Tt)$ uniformly in $t$ tends to zero as $\varepsilon$ converges to zero. Thus $T\varphi_C(Tt)$ is bounded by a small constant $\delta$ for all small noise intensities and all $t \geq 0$. Since additionally the formula of $L_-(x)$ contains only integrals over finite intervals, the denominator of $L_-(x)$ admits $1 - e^{-2x}$ as limit and the numerator tends to zero as $\varepsilon$ converges to zero. This yields the null measure as the law in the small noise limit.

If $T\varphi_C(Tt)$ diverges uniformly for at least $t$ taken from a small interval, the denominator of $L_-(x)$ converges to 1, because the Lemma of Fatou guarantees

$$\lim_{\varepsilon \to 0} \inf \int_s^{s+2} T\varphi_C(Tt) dt \geq \int_s^{s+2} \lim_{\varepsilon \to 0} T\varphi_C(Tt) dt = \infty.$$
Because the convergence of \( T \varphi_C(Tt) \) is uniform in all \( t \in [0, 2] \), the following holds
\[
\frac{T \varphi_C(Tt)}{T \varphi_C(Tt) + x} = \frac{1}{1 + x(T \varphi_C(Tt))^{-1}} \geq 1 - o_\varepsilon(1)
\]
for all \( t \geq 0 \), while \( o_\varepsilon(1) \) tends to zero in the small noise limit. Through this lower bound, exact computation and another application of the result of Fatou we obtain
\[
\lim_{\varepsilon \to 0} \int_s^{s+2} T \varphi_C(Tt) e^{-\varepsilon t - T f_s \varphi_C(Tr)} dr dt \geq \lim_{\varepsilon \to 0} (1 - o_\varepsilon(1)) \int_s^{s+2} (T \varphi_C(Tt) + x) e^{-\varepsilon t - T f_s \varphi_C(Tr)} dr dt
\]
\[
= \lim_{\varepsilon \to 0} e^{\varepsilon s} - e^{-\varepsilon(s+2)} - f_s^{s+2} T \varphi_C(Tr) dr = e^{\varepsilon s}.
\]
Because \( T \varphi_C(Tt) \) is smaller or equal to 1, \( e^{-\varepsilon s} \) is also an upper bound for the limit of the numerator. This proves the limit \( e^{-\varepsilon s} \) for \( L_-(x) \) in the second case. This Laplace transform corresponds to the Dirac measure in \( s \).

To calculate the Laplace transform of the random variable \( X \) given by the density \( f \) in (iii) it suffices to exploit the periodicity of \( cp(\frac{1}{2})^{-\alpha} \) again to get
\[
\mathbb{E} e^{-\varepsilon X} = \frac{\int_s^{s+2} cp(\frac{1}{2})^{-\alpha} e^{-\varepsilon t - \int_s^t cp(\frac{1}{2})^{-\alpha} dr} dt}{1 - e^{-2\varepsilon x} - \int_0^2 cp(\frac{1}{2})^{-\alpha} dt},
\]
which does not differ from \( L_-(x) \) in the third case. \( \square \)

The interpretation of this result is similar to the case with piecewise constant infinitesimal generator. The smallness of a time scale \( \varepsilon \) of order \( \varepsilon^\beta \) with \( \beta < \alpha \) prevents recording any jump, but if \( \beta > \alpha \) the unit of length \( T \) goes by too quickly and therefore only an instantaneous jump is observed. For \( T = \varepsilon \frac{c}{\log(\varepsilon^{-1})} \) the Laplace transform is independent of \( \varepsilon \). This supports the importance of the time scale \( \varepsilon^{-\alpha} \). For an explicit calculation of the optimal time scale we copy the procedure of the last subsection.

**Proposition 3.9.** Fix \( \delta \in (0, 1) \) small and assume \( k \in \mathbb{N}_0, \varepsilon > 0 \) and \( T > 0 \). The function \( T \mapsto \mathbb{P}_-(\tau_1 \in [2k+1-\delta,2k+1+\delta]) \) attains its largest value at
\[
T_{k,\delta}(\varepsilon) = \frac{1}{\varepsilon \alpha(\varepsilon^{-1}) \int_0^{2k+1+\delta} p(\frac{1}{2})^{-\alpha} dr} \log \frac{1}{\int_0^{2k+1+\delta} p(\frac{1}{2})^{-\alpha} dr}.
\]
As \( \delta \) tends to zero the position of the maximum \( T_{k,\delta}(\varepsilon) \) converges to \( T_k(\varepsilon) := \left( \varepsilon \alpha(\varepsilon^{-1}) \int_0^{2k+1} p(\frac{1}{2})^{-\alpha} dr \right)^{-1} \). Assume \( h(\varepsilon) = \varepsilon \alpha(\varepsilon^{-1}) \) is continuous and strictly monotone for small \( \varepsilon \). Hence the inverse \( h^{-1} \) exists for small \( \varepsilon \). Then \( \varepsilon \mapsto \mathbb{P}_-(\tau_1 \in [2k+1-\delta,2k+1+\delta]) \) attains its largest value at
\[
\varepsilon_{k,\delta}(T) = h^{-1} \left( \frac{1}{T \int_0^{2k+1+\delta} p(\frac{1}{2})^{-\alpha} dr} \log \frac{1}{\int_0^{2k+1+\delta} p(\frac{1}{2})^{-\alpha} dr} \right).
\]
As $\delta \to 0$ the maximum position $\varepsilon_{k,\delta}(T)$ tends to $\varepsilon_k(T) := h^{-1}\left(\left[T \int_0^{2k+1} p\left(\frac{\tau}{2}\right)^{-\alpha} \, \text{d}\tau\right]^{-1}\right)$. In particular, with $l \equiv 1$ this implies

$$
\varepsilon_{k,\delta}(T) = \left(\frac{1}{T \int_0^{2k+1+\delta} p\left(\frac{\tau}{2}\right)^{-\alpha} \, \text{d}\tau}\right) \log \left(\frac{\int_0^{2k+1+\delta} p\left(\frac{\tau}{2}\right)^{-\alpha} \, \text{d}\tau}{\int_0^{2k+1-\delta} p\left(\frac{\tau}{2}\right)^{-\alpha} \, \text{d}\tau}\right)^{1/\alpha} \to \frac{1}{(T \int_0^{2k+1} p\left(\frac{\tau}{2}\right)^{-\alpha} \, \text{d}\tau)^{1/\alpha}}$
$$
as $\delta \to 0$.

**Proof.** Insert the density of Lemma 3.7 and define $I(t) = \int_0^t p\left(\frac{\tau}{2}\right)^{-\alpha} \, \text{d}\tau$ to obtain

$$
\mathbb{P}_{-1}(\tau_1 \in [2k + 1 - \delta, 2k + 1 + \delta]) = \int_{2k+1-\delta}^{2k+1+\delta} T\varepsilon^\alpha I(\varepsilon^{-1}) e^{-T\varepsilon^\alpha} I(t) \, \text{d}t \\
(3.5)
$$

Differentiating with respect to $T$ and equating the deviation with zero yields the formula of $T_{k,\delta}$. It suffices to revive arguments of the proof of Lemma 3.5 to deduce there is a maximum. The smoothness of $p$ justifies $I(2k + 1 + \delta) \to I(2k + 1)$ as $\delta \to 0$. The rule of l’Hospital implies

$$
\lim_{\delta \to 0} \frac{1}{I(2k + 1 + \delta) - I(2k + 1 - \delta)} \log \frac{I(2k + 1 + \delta)}{I(2k + 1 - \delta)} = \lim_{\delta \to 0} \frac{1}{(2k+1) p\left(\frac{1+\delta}{2}\right)^{-\alpha} + p\left(\frac{1-\delta}{2}\right)^{-\alpha}} \frac{I(2k + 1 - \delta)}{I(2k+1)} \times \frac{(2k+1)p\left(\frac{1+\delta}{2}\right)^{-\alpha} I(2k + 1 - \delta) + (2k+1)p\left(\frac{1-\delta}{2}\right)^{-\alpha} I(2k + 1)}{I(2k + 1 - \delta)^2}.
$$

This expression converges to $(I(2k + 1))^{-1}$. The proof of the remaining part of this proposition does not reveal new techniques, hence it is omitted.

**Remark 3.10.** Again the phenomenon of double stochastic resonance is observed (for example see Figures 3.7 and 3.8) which underpins the application of the used quality measure of tuning. In Subsection 3.4.2 a similar measure is analysed for the jump diffusions $X^\varepsilon$ and $Z^\varepsilon$ solving equations (3.1) and (3.2). The same optimal values $T(\varepsilon)$ for the half period are verified.

To get an impression of the behaviour of $\mathbb{P}_{-1}(\tau_1 \in [1-\delta, 1+\delta])$ in terms of $\delta$, use the definition $I(t) = \int_0^t p\left(\frac{\tau}{2}\right)^{-\alpha} \, \text{d}\tau$, apply the series expansion and the mean value theorem to justify the succeeding approximations for small $\delta$

$$
\mathbb{P}_{-1}(\tau_1 \in [1-\delta, 1+\delta]) = e^{-T\varepsilon^\alpha I(1-\delta)} - e^{-T\varepsilon^\alpha I(1+\delta)} \\
= e^{-T\varepsilon^\alpha I(1-(1-\delta))} - e^{-T\varepsilon^\alpha I(1+(1+\delta))} \\
= e^{-T\varepsilon^\alpha I(1)} (e^{T\varepsilon^\alpha I(1)^\delta} - e^{-T\varepsilon^\alpha I(1)^\delta}) + T\varepsilon^\alpha O(\delta^2) \\
= 2\delta T\varepsilon^\alpha I(1)^\delta p\left(\frac{1}{2}\right)^{-\alpha} e^{-T\varepsilon^\alpha I(1)} \int_0^1 p(\tau)^{-\alpha} \, \text{d}\tau + T\varepsilon^\alpha I(1)^\delta O(\delta^2).
$$
Stochastic resonance for SDEs driven by multiplicative Lévy noise with heavy tails

Figure 3.7: For \( l \equiv 1, a = 5, b = 1, \alpha = 1, \delta = 0.1 \) and \( \varepsilon = 0.03 \) the function \( T \mapsto P_{-1}(\tau_1 \in [1 - \delta, 1 + \delta]) \) has a maximum at \( T_0 = 75.7362 \).

Figure 3.8: For \( l \equiv 1, a = 5, b = 1, \alpha = 1, \delta = 0.1 \) and \( T = 76 \) the function \( \varepsilon \mapsto P_{-1}(\tau_1 \in [1 - \delta, 1 + \delta]) \) has a maximum at \( \varepsilon_0 = 0.0298959 \).

From \( T = \left( \varepsilon^a t(\varepsilon^{-1}) \int_0^1 p\left( \frac{r}{2} \right)^{-\alpha} dr \right)^{-1} \) one derives

\[
P_{-1}(\tau_1 \in [1 - \delta, 1 + \delta]) = \frac{p\left( \frac{1}{2} \right)^{-\alpha}}{e \int_0^{1/2} p(r)^{-\alpha} dr} + O(\delta^2).
\]

3.2 The jump diffusion and the decomposition of jumps

In the remaining part of this chapter we devote our attention to the jump diffusions solving equation (3.1) respectively (3.2).

Consult Section 2.1 to justify the existence of \( 2T \)-periodic solutions \( p_{\pm} \) in the vicinity of the varying minimum positions \( m_{\pm}(t) \) of \( U \) and a period solution \( p_0 \) near the saddle at \( m_0(t) \).

**Definition 3.11.** Define the basin of attraction of the solution \( x(t) = x(t; x_0, t_0) \) of \( \dot{x}(t) = -\nabla U(x(t), t) \), \( t \geq t_0 \) with initial value \( x(t_0) = x_0 \) by

\[
\Omega_{\pm}(t_0) = \left\{ x_0 \in \mathbb{R}^d : \| x(t; x_0, t_0) - p_{\pm}(t) \| \to 0 \text{ as } t \to \infty \right\}.
\]

and \( \Gamma(t_0) = \mathbb{R}^d \setminus (\Omega_-(t_0) \cup \Omega_+(t_0)) \) is the separating manifold called separatrix.

The sets \( \Omega_{\pm}(t_0) \) and \( \Gamma(t_0) \) are invariant and \( 2T \)-periodic. The basins of attraction are open sets. For \( d = 1 \) the field which determines the solution \( \dot{x} \) of \( \frac{1}{2T} \int_0^T \dot{x}(s) = -\nabla U(\hat{x}(s), s) \)
Definition 3.12. For $\gamma, \varepsilon > 0$ and $t_0 \geq 0$ define the reduced domains of attraction

$$
\Omega^\varepsilon_{\pm}(t_0) = \left\{ x_0 \in \mathbb{R}^d : B_{\varepsilon\gamma}(x(t; x_0, t_0)) \subseteq \Omega_{\pm}(t), \text{ for all } t \geq t_0 \right\},
$$

$$
\Omega^{\varepsilon, \varepsilon^2\gamma}_{\pm}(t_0) = \left\{ x_0 \in \Omega^\varepsilon_{\pm}(t_0) : B_{\varepsilon^2\gamma}(x(t; x_0, t_0)) \subseteq \Omega^\varepsilon_{\pm}(t), \text{ for all } t \geq t_0 \right\},
$$

$$
\Omega^{\varepsilon, \varepsilon^2\gamma, \varepsilon^3\gamma}_{\pm}(t_0) = \left\{ x_0 \in \Omega^{\varepsilon, \varepsilon^2\gamma}_{\pm}(t_0) : B_{\varepsilon^3\gamma}(x(t; x_0, t_0)) \subseteq \Omega^{\varepsilon, \varepsilon^2\gamma}_{\pm}(t), \text{ for all } t \geq t_0 \right\},
$$

and the corresponding enlarged separatrices

$$
\Gamma^{\varepsilon\gamma}(t_0) = \mathbb{R}^d \setminus \left( \Omega^{\varepsilon\gamma}_{\pm}(t_0) \cup \Omega^{\varepsilon\gamma}_{\pm}(t_0) \right),
$$

$$
\Gamma^{\varepsilon, \varepsilon^2\gamma}_{\pm}(t_0) = \mathbb{R}^d \setminus \left( \Omega^{\varepsilon, \varepsilon^2\gamma}_{\pm}(t_0) \cup \Omega^{\varepsilon, \varepsilon^2\gamma}_{\pm}(t_0) \right),
$$

$$
\Gamma^{\varepsilon, \varepsilon^2\gamma, \varepsilon^3\gamma}_{\pm}(t_0) = \mathbb{R}^d \setminus \left( \Omega^{\varepsilon, \varepsilon^2\gamma, \varepsilon^3\gamma}_{\pm}(t_0) \cup \Omega^{\varepsilon, \varepsilon^2\gamma, \varepsilon^3\gamma}_{\pm}(t_0) \right).
$$

The bounded basins of attraction and the truncated separatriz are given by

$$
\Omega_{\pm,R}(t_0) = \Omega_{\pm}(t_0) \cap O_R, \quad \text{and} \quad \Gamma_{R}(t_0) = \Gamma(t_0) \cap O_R,
$$

for $R \geq R^* := R^*_R$ with $R^*_R$ known from (U3). Through intersection with an invariant set $O_R := O^U_R$, $R \geq R^*$, known from (U3) and the different reduced domains we obtain the bounded and reduced basins of attraction $\Omega^{\varepsilon\gamma}_{\pm,R}(t_0), \Omega^{\varepsilon, \varepsilon^2\gamma}_{\pm,R}(t_0)$ and $\Omega^{\varepsilon, \varepsilon^2\gamma, \varepsilon^3\gamma}_{\pm,R}(t_0)$. The definition of the bounded and enlarged separatrices $\Gamma^{\varepsilon\gamma}_{R}(t_0), \Gamma^{\varepsilon, \varepsilon^2\gamma}_{R}(t_0)$ and $\Gamma^{\varepsilon, \varepsilon^2\gamma, \varepsilon^3\gamma}_{R}(t_0)$ is similar.

Definition 3.13. For $s \geq 0$ consider the homogeneous equation $\frac{d}{ds} \tilde{x}(t) = -\nabla U(\tilde{x}(t), s)$, $t \geq 0$. Let $\tilde{\Omega}_{\pm}(s)$ be the basin of attraction of $m_{\pm}(s)$ corresponding to this equation.

Figure 3.9: The gradient field of $\frac{1}{100} \frac{d}{ds} \tilde{x}(s) = -\nabla U(\tilde{x}(s), s)$, $s \geq s_0$, $\tilde{x}(s_0) = x_0$ with $\nabla U(x, s) = x^3 - x + 0.2 \cos 2\pi s$ for different $x_0$ and $s_0$ is illustrated relatively to $m_0(\cdot)$ (solid line). Depending on different initial values is illustrated in Figure 3.9. Due to the periodic changing of the potential $U$ there exist solutions that start left of the maximum but in fact tend to the periodic solution near the right minimum (and vice versa). This can be seen especially in the right picture of Figure 3.9 when an arrow starting left of the solid line modelling $m_0(s_0)$ points to the right.
Finally, to guarantee a return time of the deterministic solution $x$ that is logarithmic in $\varepsilon$ and uniform in the initial value we have to exclude the neighbourhood of the separatrix and we rigorously define the importance of the time points $kT$, $k \in \mathbb{N}$, for the jump diffusions.

(Log) Assume for all $\gamma > 0$ there are $\varepsilon_0, c > 0$ such that for all $t_0 \geq 0$ and $x_0 \in \Omega^c_+(t_0)$ the solution $x(t; x_0, t_0)$ of (2.3) fulfills $\|x(t; x_0, t_0) - p_\pm(t)\| \leq \frac{1}{5} \varepsilon^{\gamma}$ for all $t \geq c\gamma \log \varepsilon =: R_{c\gamma}$ and $\varepsilon < \varepsilon_0$.

(KT) Define the functions $J^I_\pm(t) = \mu \left( \left\{ y \in \mathbb{R}^d : m_\pm(t) + g(m_\pm(t))y \in \tilde{\Omega}_\pm(t) \right\} \right)$ and $J^M_\pm(t) = \mu \left( \left\{ y \in \mathbb{R}^d : \varphi(1; m_\pm(t), y) \in \tilde{\Omega}_\pm(t) \right\} \right)$. For $i = I, M$ assume $J^i_+(t)$ is maximal at $t = 0$ and minimal at $t = \frac{1}{2}$, while $J^i_-(t)$ is maximal at $t = \frac{1}{2}$ and minimal at $t = 0$.

**Decomposition of jumps:**

Since works like [25] and [26] a standard method for dealing with stochastic differential equations perturbed by Lévy noise with regularly varying tails is the decomposition of the Lévy process into a purely discontinuous big jump part and an independent small jump part.

**Definition 3.14.** Assume $\rho \in (0, 1)$. Split $L$ into the big jump part $\eta = (\eta_t)_{t \geq 0}$ with characteristic triplet $(0, 0, \nu(\cdot \cap \left\{ x \in \mathbb{R}^d : \|x\| \geq \varepsilon^{-\rho} \right\}))$ and the small jump part $\xi = (\xi_t)_{t \geq 0} = (L_t - \eta_t)_{t \geq 0}$ that includes the continuous part of $L$ and belongs to the triplet $(\alpha, \Sigma, \nu(\cdot \cap \left\{ x \in \mathbb{R}^d : \|x\| \in (0, \varepsilon^{-\rho}) \right\}))$.

**Definition 3.15.** Let $(\tau_n)_{n \in \mathbb{N}_0}$ with $\tau_0 = 0$ denote the sequence of jump times of $\eta$, $T_n = \tau_n - \tau_{n-1}$ is the inter-jump time and the jumps at $t = \tau_n$ are abbreviated by $W_n$. The scaled jump time $\frac{\tau_n}{2T}$ is abbreviated by $\tilde{\tau}_n$.

**Remark 3.16.** The random variable $\tilde{\tau}_n - \tilde{\tau}_{n-1}$ obeys an exponential distribution with parameter $2T^2 \beta^\varepsilon$ where $\beta^\varepsilon = \nu \left( \left\{ x \in \mathbb{R}^d : \|x\| \geq \varepsilon^{-\rho} \right\} \right) = \varepsilon^{\alpha(1+\varepsilon^{-\rho})}$ denotes the intensity of the compound Poisson process $\eta$ and $W_n$ admits the law $\frac{1}{\beta^\varepsilon} \nu(\cdot \cap \left\{ x \in \mathbb{R}^d : \|x\| \geq \varepsilon^{-\rho} \right\})$. The jump size is independent of the jump time.

### 3.3 The small jump process

The mathematical intuition already suggests that the big jump part of $L$ is the main cause of exits of $X^\varepsilon$ from a certain well. The aim of this section is to ensure that the contribution of the small jump process $X^\varepsilon$ to the essential behaviour of $X^\varepsilon$ is really marginal because it rarely leaves the neighbourhood of the deterministic solution.

**Definition 3.17.** For $s \geq 0$ define $\xi_s^\varepsilon = \xi_{s+t} - \xi_s$, $t \geq 0$. The process $(X^\varepsilon_{s,t}(x_0))_{t \geq 0}$ is called small jump process if it solves

$$X^\varepsilon_{s,t}(x_0) = x_0 - \int_0^t \nabla U \left( X^\varepsilon_{s,r}, \frac{s+r}{2T} \right) dr + \varepsilon \int_0^t g \left( X^\varepsilon_{s,r-} \right) d\xi_r^s, \quad t \geq 0. \quad (3.6)$$
Its existence and uniqueness follow as in the proof of Proposition 2.39. The deterministic solution of \( \dot{x}(t) = -\nabla U(x(t), \frac{t}{\tau^2}) \) for \( t \geq s \) with \( x(s) = x_0 \) was denoted by \( x(t; x_0, s), t \geq s \). Define \( X^0_s, t(x_0) := x(s + t; x_0, s) \) for \( t \geq 0 \) to embed it in the current notation.

**Theorem 3.18.** Let \( R \geq R^* \) and \( T_1 \) be exponentially distributed with parameter \( \beta_\varepsilon = \nu(\|x\| \geq \varepsilon^{-\rho}) \) and independent of \( \xi \). Then there exist \( \varepsilon_0, \gamma_0, \beta_0, p_0 > 0 \) such that the estimate

\[
\sup_{s \geq 0} \sup_{x_0 \in \Omega^T_{\rho, \varepsilon}(s)} \mathbb{P}\left( \sup_{t \leq T_1} \|X^\epsilon_{s, t}(x_0) - X^0_{s, t}(x_0)\| \geq \varepsilon^\beta \right) \leq e^{-\varepsilon^{-p}}
\]

is valid for all \( \varepsilon \in (0, \varepsilon_0), \gamma \in (0, \gamma_0), \beta \in (0, \beta_0) \) and \( p \in (0, p_0) \).

The whole section is dedicated to the proof of this result following the methods of [38]. We spare the reader repeated referring to single parts of [38].

In a preparatory subsection we verify the boundedness of \( X^\epsilon \) in probability until a polynomial time \( \varepsilon^{-\theta} \). Then we focus on the course of the trajectories until the logarithmic return time \( R_{e^\gamma} \) defined in (Log) and later the behaviour of \( X^\epsilon \) near the well bottoms is analysed. This suffices to control the deviation of this \( X^\epsilon \) and the deterministic process until a polynomial time \( \varepsilon^{-\theta} \) which enables us to prove Theorem 3.18. Afterwards the arguments are transferred to the Marcus stochastic differential equation.

### 3.3.1 Preliminaries and the boundedness of the solution

**Lemma 3.19.** There are \( \varepsilon_0, \beta_0, \theta_0, p_0 > 0 \) such that the jump part \( |\xi|^d = \sum_{0 < s \leq t} \|\Delta \xi_s\|^2 \) of the quadratic variation process satisfies

\[
\mathbb{P}(\varepsilon^2 |\xi|^d_{s^\theta} \geq \varepsilon^\beta) \leq e^{-\varepsilon^{-p}},
\]

for \( \varepsilon \in (0, \varepsilon_0), \beta \in (0, \beta_0), \theta \in (0, \theta_0) \) and \( p \in (0, p_0) \).

**Proof.** From the Markov inequality we can derive

\[
\mathbb{P}(\varepsilon^2 |\xi|^d_{s^\theta} \geq \varepsilon^\beta) = \mathbb{P}(\varepsilon^{2-2\beta} |\xi|^d_{s^\theta} \geq \varepsilon^{-\beta}) \leq e^{-\varepsilon^{-\theta}} \mathbb{E} e^{\varepsilon^{2-2\beta} |\xi|^d_{s^\theta}}.
\]

It suffices to prove the boundedness of \( \mathbb{E} e^{\varepsilon^{2-2\beta} |\xi|^d_{s^\theta}} \) for \( \varepsilon \to 0 \). Since \( |\xi|^d \) is an increasing Lévy process, a subordinator ([44], Proposition 3.11), its Laplace transform admits the following representation (Remark 21.6 in [42])

\[
\mathbb{E} e^{-\lambda |\xi|^d_{s^\theta}} = \exp \left( t \int_{\|x\| \in (0, \varepsilon^{-\rho})} \left( e^{-\lambda \|x\|^2} - 1 \right) d\nu(x) \right), \ \lambda \geq 0.
\]

Because certain values of \( \lambda < 0 \) are also admissible, insert \( \lambda = -\varepsilon^{2-2\beta} \) to get

\[
\mathbb{E} e^{\varepsilon^{2-2\beta} |\xi|^d_{s^\theta}} = \exp \left( \int_{\|x\| \in (0, 1)} \varepsilon^{-\beta} \left( e^{\varepsilon^{2-2\beta} \|x\|^2} - 1 \right) d\nu(x) + \int_{\|x\| \in [1, \varepsilon^{-\rho})} \varepsilon^{-\beta} \left( e^{\varepsilon^{2-2\beta} \|x\|^2} - 1 \right) d\nu(x) \right)
\]

\[
\leq \exp \left( 2 e^{2-2\beta-\theta} \int_{\|x\| \in (0, 1)} \|x\|^2 d\nu(x) + \varepsilon^{-\beta} \left( e^{\varepsilon^{2-2\beta-\rho}} - 1 \right) \nu(\{ \|x\| \geq \varepsilon^{-\rho} ) \right)\right.
\]

\[
\left. + \varepsilon^{-\beta} \left( e^{\varepsilon^{2-2\beta-\rho}} - 1 \right) \nu(\{ \|x\| \geq 2 \}) \right).
\]
because $e^a - 1 \leq 2x$ for $x \in [0, 1]$. For $0 < a < b$ the small noise limit of $\varepsilon^{-\alpha}(e^b - 1)$ is zero. Thus for $2 - 2\rho - 2\beta - \theta > 0$ the exponent above is a null sequence as $\varepsilon$ tends to zero which causes the boundedness of the expectation.

**Lemma 3.20.** Let $s \geq 0$ and $M^s$ be given by $M^s_t = \xi_{s+t} - \xi_s - t \xi E_1$. The process $(X_t)_{t \geq 0}$ denotes a $d$-dimensional, $(\mathcal{F}_{s+t})_{t \geq 0}$-adapted, a.s. bounded, and càdlàg process. There are $\varepsilon_0, p_0, \beta_0, \theta_0 > 0$ such that

$$\sup_{s \geq 0} \mathbb{P}\left( \sup_{t \in [0, s]} \varepsilon \left| X^s_t \right| \geq \varepsilon^\beta \right) \leq e^{-\varepsilon^{-\rho}}$$

holds for all $\varepsilon \in (0, \varepsilon_0), \beta \in (0, \beta_0), \theta \in (0, \theta_0)$ and $p \in (0, p_0)$.

**Proof.** The process $M^s$ is a martingale (Theorems 32 and 41 in Chapter 1 of [39]). The property to be a local martingale is preserved under stochastic integration of adapted, càdlàg processes (Theorem 29 in Chapter 3 of [39]) and thus

$$Y^s_t := \sum_{j=1}^d \int_0^t X^j_{r-} \, dM^s_{r,j}$$

is a local martingale. The norm of its jumps is bounded by $c_1 \varepsilon^{-\rho}$ for some $c_1 > 0$. Hence we can proceed as Kallenberg in the proof of Theorem 23.17 in [30]. Apply the following elementary estimate:

$$\mathbb{P}\left( \sup_{t \leq 0} \varepsilon |Y^s_t| \geq \varepsilon^\beta \right) \leq \mathbb{P}\left( \varepsilon^2 |Y^s|_{\varepsilon^{-\theta}} \geq \varepsilon^{4\beta} \right) + \mathbb{P}\left( \sup_{t \in [0, s]} \varepsilon |Y^s_t| \geq \varepsilon^\beta, \varepsilon^2 |Y^s|_{\varepsilon^{-\theta}} < \varepsilon^{4\beta} \right).$$

Define $f(x) := -(x + \log(1-x))x^{-2}$, $x \in \mathbb{R}$. Paraphrasing the method of Kallenberg yields

$$\mathbb{P}\left( \sup_{t \in [0, s]} \varepsilon |Y^s_t| \geq \varepsilon^\beta, \varepsilon^2 |Y^s|_{\varepsilon^{-\theta}} < \varepsilon^{4\beta} \right)$$

$$= \mathbb{P}\left( \sup_{t \in [0, s]} e^{1-2\beta} Y^s_t \geq e^{-\beta}, \varepsilon^2 |Y^s|_{\varepsilon^{-\theta}} < \varepsilon^{4\beta} \right)$$

$$\leq \mathbb{P}\left( \sup_{t \in [0, s]} \exp(\varepsilon^{1-2\beta} Y^s_t + \varepsilon^{-4\beta} (c_1 \varepsilon^{1-2\beta} - \varepsilon^2 |Y^s|_{\varepsilon^{-\theta}})) \geq e^{-\beta}, \varepsilon^2 |Y^s|_{\varepsilon^{-\theta}} < \varepsilon^{4\beta} \right)$$

$$\leq \mathbb{P}\left( \sup_{t \in [0, s]} \exp(\varepsilon^{1-2\beta} Y^s_t - \varepsilon^{-4\beta} (c_1 \varepsilon^{1-2\beta} - |Y^s|_{\varepsilon^{-\theta}})) \geq e^{-\beta} - f(c_1 \varepsilon^{1-2\beta} - \varepsilon^2 |Y^s|_{\varepsilon^{-\theta}}) \right).$$

This transformation creates a supermartingale $\exp(\varepsilon^{1-2\beta} Y^s_t - \varepsilon^{-4\beta} (c_1 \varepsilon^{1-2\beta} - |Y^s|_{\varepsilon^{-\theta}}))$. On account of the useful inequality $C \mathbb{P}\left( \sup_{t \geq 0} Z_t \geq C \right) \leq \mathbb{E} Z_0$ for nonnegative supermartingales $Z$ and $C \geq 0$ we obtain

$$\mathbb{P}\left( \sup_{t \in [0, s]} \varepsilon |Y^s_t| \geq \varepsilon^\beta, \varepsilon^2 |Y^s|_{\varepsilon^{-\theta}} < \varepsilon^{4\beta} \right) \leq e^{-\varepsilon^{-\rho} + f(c_1 \varepsilon^{1-2\beta} - \varepsilon^{2} |Y^s|_{\varepsilon^{-\theta}})} < e^{-\varepsilon^{-q}},$$

because $f(c_1 \varepsilon^{1-2\beta} - \varepsilon^{2})$ converges as $\varepsilon \to 0$ if $1 - 2\beta - \rho > 0$ and therefore the upper bound $e^{-\varepsilon^{-q}}$ is appropriate for some $q < \beta$. It is left to estimate the probability that the quadratic
Lemma 3.21. For all $u$ third step of the proof of Proposition 2.39. It fulfills
\[
0. Choose \ u \in \epsilon, \gamma, \theta \ for \ small \ \epsilon
\]
and $\epsilon, \gamma, \theta$ and $\epsilon$. These arguments attribute the current lemma to the previous one. \qed

The next lemma provides us with a boundedness result of the solution $X^\xi$.

**Lemma 3.21.** For all $R \geq R^*$ there exist $N \in \mathbb{N}$ and $\epsilon_0, \theta_0, p_0 > 0$ such that
\[
\sup_{s \geq 0} \sup_{x_0 \in O_R} \mathbb{P} \left( \sup_{\xi_{s,t}} \|X^\xi_{s,t}(x_0)\| \geq N \right) \leq e^{-\epsilon^{-p}}
\]
is true for all $\epsilon \in (0, \epsilon_0), \theta \in (0, \theta_0)$ and $p \in (0, p_0)$.

**Proof.** Assume $s \geq 0$ and $x_0 \in O_R$. Remember the sequence $(u_n)_{n \in \mathbb{N}} \subseteq \mathbb{R}_+$ appearing in the third step of the proof of Proposition 2.39. It fulfills $u_n \uparrow \infty$ as $n \to \infty$ and $\log(1 + U(x, t)) \geq u_n$ for $x \in B^c_n(0), t \geq 0$. Choose $N \in \mathbb{N}$ such that the term $\log \left( 1 + U \left( x_0, \frac{s}{2T} \right) \right)$ is smaller than $\frac{u_N}{2}$ for all $s \geq 0$ and $x_0 \in O_R$. The inclusion
\[
\left\{ \sup_{\xi_{s,t}} \|X^\xi_{s,t}(x_0)\| \geq N \right\} \subseteq \left\{ \sup_{\xi_{s,t}} \log \left( 1 + U \left( X^\xi_{s,t}(x_0), \frac{s + t}{2T} \right) \right) \geq u_N \right\}
\]
is obvious. Applying the Itô formula for the function $f(x, t) = \log(1 + U(x, t))$ yields

\[
\mathbb{P} \left( \sup_{\xi_{s,t}} \|X^\xi_{s,t}(x_0)\| \geq N \right) \leq \mathbb{P} \left( \log \left( 1 + U \left( x_0, \frac{s}{2T} \right) \right) \geq \frac{u_N}{2} \right) + \mathbb{P} \left( \sup_{\xi_{s,t}} \left| \int_0^t \frac{1}{2T} \left( U_t(X^\xi_{s,r}, \frac{s + r}{2T}) - 1 + U(X^\xi_{s,r}, \frac{s + r}{2T}) \right) \xi_r^* \right| \geq \epsilon \right) + \mathbb{P} \left( \sup_{\xi_{s,t}} \left| \int_0^t \sum_{i,j,k,l=1}^d f_{x_{i,j}} \left( X^\xi_{s,r}, \frac{s + r}{2T} \right) \left( X^\xi_{s,r} \frac{s + r}{2T} \right) g_{il} \left( X^\xi_{s,r} \frac{s + r}{2T} \right) g_{jl} \left( X^\xi_{s,r} \frac{s + r}{2T} \right) d[\xi_{s,k}, \xi_{s,l}] \right| \geq \epsilon \right) \tag{3.7}
\]

Due to the well-considered choice of $N$ the first summand is zero. The second probability also vanishes if $\alpha - \beta - \theta > 0$ and $\epsilon$ is small because $\frac{U_t}{1 + U}$ is a bounded function according
to (U4) and \((2T)^{-1}\) is of order \(\varepsilon^\alpha\) since \((T)\) is valid. An upper bound for the penultimate summand can be deduced from (U4) as in step three of the proof of Proposition 2.39

\[
\mathbb{P}\left(\sup_{t \leq x^{-\theta}/2} \epsilon^2 \sum_{i,j,k,l=1}^d \int_0^t f_{x,j} \left(X_{s,r}^\varepsilon, s + \frac{r}{2T}\right) g_{ik}(X_{s,r}^\varepsilon) g_{jl}(X_{s,r}^\varepsilon) \, d\epsilon^{s,k,j} \geq \epsilon^\beta\right) 
\leq \mathbb{P}\left(\sup_{t \leq x^{-\theta}} c_1 \epsilon^2 t \geq \epsilon^\beta\right) = 0,
\]

for some \(c_1 > 0\) and \(2 - \theta - \beta > 0\) and sufficiently small \(\epsilon\). The stated proof also helps to justify that the last summand of the right-hand side of (3.7) admits the upper bound \(\mathbb{P}\left(c_2 \varepsilon^2 [\varepsilon]_{\alpha-\theta}^d \geq \epsilon^\beta\right)\) for some \(c_2 > 0\). This bound equals to the \(s\)-independent term \(\mathbb{P}\left(c_2 \varepsilon^2 [\varepsilon]_{\alpha-\theta}^d \geq \epsilon^\beta\right)\) due to the Lévy property of \([\varepsilon]_s^d\). The exponential smallness of this expression emerges from the preparatory Lemma 3.19. It remains to handle the third summand which again can be split into an integral with respect to the Lebesgue measure and one with respect to the martingale \(M_t^\varepsilon := \xi_t^\varepsilon - t \mathbb{E}\xi_1\). Omitting the arguments of all functions we get

\[
\mathbb{P}\left(\sup_{t \leq x^{-\theta}} \left|\int_0^t \nabla U g \, d\epsilon^s\right| \geq \epsilon^\beta\right) 
\leq \mathbb{P}\left(\sup_{t \leq x^{-\theta}} \left|\int_0^t \nabla U g \mathbb{E}\xi_1 \, dr\right| \geq \epsilon^{2\beta}\right) + \mathbb{P}\left(\sup_{t \leq x^{-\theta}} \left|\int_0^t \nabla U g \, d\epsilon^s\right| \geq \epsilon^{2\beta}\right).
\]

The first probability converges to zero if \(1 - \rho - 2\beta > 0\) and Lemma 3.20 implies the exponential smallness of the second summand as \(\epsilon\) converges to zero.

\[\square\]

### 3.3.2 Behaviour until the logarithmic return time and near the well minima

**Lemma 3.22.** Assume \(R \geq R^*\). There are \(\varepsilon_0, \gamma_0, \beta_0, p_0 > 0\) such that the following inequality

\[
\sup_{s > 0} \sup_{x_0 \in \Omega_{R^*, \gamma}^\varepsilon} \mathbb{P}\left(\sup_{t \in R_{s,\beta}} \|X_{s,t}^\varepsilon(x_0) - X_{s,t}^0(x_0)\| \geq \epsilon^\beta\right) \leq e^{-\epsilon^{-p}}
\]

is valid for all \(\varepsilon \in (0, \varepsilon_0), \gamma \in (0, \gamma_0), \beta \in (0, \beta_0)\) and \(p \in (0, p_0)\).

**Proof.** Choose \(N \in \mathbb{N}\) according to the previous lemma. Intersection with the event \(B := \left\{\sup_{t \in R_{s,\beta}} \|X_{s,t}^\varepsilon(x_0)\| < N\right\}\) and its complement yields

\[
\mathbb{P}\left(\sup_{t \in R_{s,\beta}} \|X_{s,t}^\varepsilon(x_0) - X_{s,t}^0(x_0)\| \geq \epsilon^\beta\right) 
\leq \mathbb{P}\left(B^c\right) + \mathbb{P}\left(B \cap \left\{\sup_{t \in R_{s,\beta}} \|X_{s,t}^\varepsilon(x_0) - X_{s,t}^0(x_0)\| \geq \epsilon^\beta\right\}\right).
\]

Since the logarithmic return time \(R_{s,\beta}\) is much shorter than any polynomial time \(\varepsilon^{-\theta}\) and a small noise parameter, the exponential smallness in \(\varepsilon\) of \(\mathbb{P}(B^c)\) is known from the Lemma
3.21. The deviation of the $X^\xi$ and the $X^0$ on the set $B$ can be estimated as
\[
\left\|X^\xi_{s,t}(x_0) - X^0_{s,t}(x_0)\right\| \leq C_{U,N} \int_0^t \left\|X^\xi_{s,r}(x_0) - X^0_{s,r}(x_0)\right\| dr + \varepsilon \int_0^t g(X^\xi_{s,r}) d\xi^s_r
\]
because $\nabla U$ is locally Lipschitz with Lipschitz constant $C_{U,N} > 0$ and both arguments are bounded on $B$. From Gronwall's inequality (Lemma 6.1 in [1]) we can derive
\[
\left\|X^\xi_{s,t}(x_0) - X^0_{s,t}(x_0)\right\| \leq \varepsilon \int_0^t \left\|g(X^\xi_{s,r})\right\| dr + \varepsilon \int_0^t \int_0^r \left\|g(X^\xi_{s,u})\right\| dr d\xi^s_u C_{U,N} e^{C_{U,N}(t-r)} dr,
\]
for all $t \leq R_{\varepsilon\beta}$. Taking the supremum of both sides yields
\[
\sup_{t \in R_{\varepsilon\beta}} \left\|X^\xi_{s,t}(x_0) - X^0_{s,t}(x_0)\right\| \leq e^{C_{U,N}R_{\varepsilon\beta}} \sup_{t \in R_{\varepsilon\beta}} \varepsilon \int_0^t \left\|g(X^\xi_{s,r})\right\| dr.
\]
Since $e^{C_{U,N}R_{\varepsilon\beta}} = e^{C_{U,N}\beta|\log\varepsilon|} = e^{-cC_{U,N}\beta}$, it remains to deal with
\[
P\left(\sup_{t \leq \varepsilon^{-\theta}} \varepsilon \int_0^t \left\|g(X^\xi_{s,r})\right\| dr \geq \varepsilon^{\bar{\beta}}\right),
\]
for $\bar{\beta} := \beta(1 + cC_{U,N})$. Again through passing to the martingale $M^\xi_t := \xi^s_t - t \xi_1$ we get
\[
P\left(\sup_{t \leq \varepsilon^{-\theta}} \varepsilon \int_0^t \left\|g(X^\xi_{s,r})\right\| dr \geq \varepsilon^{\bar{\beta}}\right) \leq P\left(\sup_{t \leq \varepsilon^{-\theta}} \varepsilon \int_0^t \left\|g(X^\xi_{s,r})\right\| dr \geq \varepsilon^{2\bar{\beta}}\right) + P\left(\sup_{t \leq \varepsilon^{-\theta}} \varepsilon \int_0^t \left\|g(X^\xi_{s,r})\right\| dM^\xi_t \geq \varepsilon^{2\bar{\beta}}\right).
\]
Apply the equivalence of all norms in $\mathbb{R}^d$, the estimate $\|\xi_1\| = O(\varepsilon^{-p})$ (proof of Proposition 2.39), boundedness of all components of $g$ and Lemma 3.20 to finish the proof.  

**Lemma 3.23.** There exist constants $\varepsilon_0, \theta_0, \beta_0, p_0 > 0$ such that
\[
\sup_{s \geq 0} \sup_{x_0 \in B_{\varepsilon_0}(x_0)} P\left(\sup_{t \leq \varepsilon^{-\theta}} \left\|X^\xi_{s,t}(x_0) - m_\pm\left(\frac{s + t}{2T}\right)\right\| \geq \varepsilon^{\beta}\right) \leq e^{-c\varepsilon^{-p}}
\]
holds for all $\varepsilon \in (0, \varepsilon_0), \theta \in (0, \theta_0), \beta \in (0, \beta_0)$ and $p \in (0, p_0)$.

**Proof.** The double-well shape of $U$ was made precise through assumption (U2). The eigenvalues of $\left(\frac{\partial^2}{\partial x_j \partial x_j} U (m_\pm(t), t)\right)_{t,j=1}^d$ are positive and bounded away from zero. Therefore for $x$ taken from a fixed neighbourhood of the well bottom $m_\pm$ the relation
\[
\epsilon \|x - m_\pm(t)\|^2 \leq U(x, t) - U(m_\pm(t), t) \leq C \|x - m_\pm(t)\|^2,
\]
is true for some $C, c > 0$. If the small jump process leaves the $\varepsilon^{\beta}$-tube surrounding one minimum, it still lies within its vicinity at least for a short time due to the $\varepsilon$-dependent boundedness of the jumps of $X^\xi$. This justifies for $x_0$ with $\|x_0 - m_\pm\left(\frac{s}{2T}\right)\| \leq \varepsilon^{2\beta}$
\[
P\left(\sup_{t \leq \varepsilon^{-\theta}} \left\|X^\xi_{s,t}(x_0) - m_\pm\left(\frac{s + t}{2T}\right)\right\| \geq \varepsilon^{\beta}\right) \leq P\left(\sup_{t \leq \varepsilon^{-\theta}} \left[U\left(X^\xi_{s,t}(x_0), \frac{s + t}{2T}\right) - U\left(m_\pm\left(\frac{s + t}{2T}\right), \frac{s + t}{2T}\right)\right] \geq c \varepsilon^{2\beta}\right).
\]
As in the last lemma, intersection with \( \{ \sup_{t \leq R} \| X_{s,t}^{\xi}(x_0) \| < N \} \) and its complement is advisable. The complement can be handled according to Lemma 3.21 and for a bounded small jump diffusion again exploit the Itô formula which gives

\[
U\left(X_{s,t}^{\xi}(x_0), s + \frac{t}{2T} \right) - U\left(m_{\pm}\left(s + \frac{t}{2T} \right), s + \frac{t}{2T} \right) = U\left(x_0, s + \frac{t}{2T} \right) - U\left(m_{\pm}\left(s + \frac{t}{2T} \right), s + \frac{t}{2T} \right) + \frac{1}{2T} \int_0^t U_t\left(X_{s,r}^{\xi},\frac{s + r}{2T} \right) dr - \int_0^t \left\| \nabla U\left(X_{s,r}^{\xi},\frac{s + r}{2T} \right) \right\|^2 dr + \varepsilon \int_0^t \nabla U\left(X_{s,r}^{\xi},\frac{s + r}{2T} \right) g\left(X_{s,r}^{\xi}\right) d\xi^s_r + \varepsilon^2 \sum_{i,j,k,l=1}^d \int_0^t U_{i,j}\left(X_{s,r}^{\xi},\frac{s + r}{2T} \right) g_{ik}\left(X_{s,r}^{\xi}\right) g_{jl}\left(X_{s,r}^{\xi}\right) d[\xi^{s,i}, \xi^{s,j}]_r + \sum_{r_t \in I} \left( U\left(X_{s,r}^{\xi},\frac{s + r}{2T} \right) - U\left(X_{s,r}^{\xi},\frac{s + r}{2T} \right) - \nabla U\left(X_{s,r}^{\xi},\frac{s + r}{2T} \right) \Delta X_{s,r}^{\xi} \right).
\]

Since \( \|x_0 - m_{\pm}\left(\frac{s}{2T} \right)\| \leq \varepsilon^{2\beta} \) (the difference \( U(x_0, \frac{s}{2T}) - U(m_{\pm}(\frac{s}{2T}), \frac{s}{2T}) \) lies within \([0, C\varepsilon^{3\beta}]\)). The slowly varying geometry of \( U \) caused by \( \frac{1}{2T} \approx \varepsilon^{\alpha} \) and the boundedness of \( U_t \) on compact sets imply \( U\left(m_{\pm}(s),\frac{s}{2T} \right) - U\left(m_{\pm}\left(\frac{s + t}{2T} \right), \frac{s + t}{2T} \right) \leq c_1 \varepsilon^{\alpha - \theta} \) for some \( c_1 > 0 \) and all \( t \leq \varepsilon^{-\theta}, s \geq 0 \). Thus \( \mathbb{P}(\sup_{t \leq \varepsilon^{-\theta}} \|U(x_0, \frac{s}{2T}) - U(m_{\pm}(\frac{s + t}{2T}), \frac{s + t}{2T})\| \geq \varepsilon^{3\beta}) \) vanishes if \( \alpha - \theta - 3\beta > 0 \). As usual we exploit the negativity of the integral of \(-\|\nabla U\|^2\) occurring in the third line of formula (3.8). For the treatment of the remaining summands the intersection with \( \{ \sup_{t \leq R} \| X_{s,t}^{\xi}(x_0) \| < N \} \) is decisive to get boundedness of all occurring derivatives of \( U \). Follow the lines of the proofs of 2.39 and 3.21 to complete this one. \[\square\]

### 3.3.3 The exponential estimate

The last two lemmata already enabled us to prove Theorem 3.18 with \( \varepsilon^{-\kappa} \) for \( \kappa > 0 \) instead of an exponentially distributed random variable which is later a decisive ingredient of the proof of this theorem.

**Lemma 3.24.** If \( R \geq R^* \) and \( \kappa > 0 \), then there are positive constants \( \varepsilon_0, \beta_0, p_0, \gamma_0 \) such that

\[
\sup_{s \geq 0} \sup_{x_0 \in \Omega_{s,R}(s)} \mathbb{P}\left( \sup_{t \leq \varepsilon^{-\kappa}} \| X_{s,t}^{\xi}(x_0) - X_{s,t}^{0}(x_0) \| \geq \varepsilon^{\beta} \right) \leq e^{-\varepsilon^{-p}}
\]

is true for all \( \varepsilon \in (0, \varepsilon_0), \gamma \in (0, \gamma_0), \beta \in (0, \beta_0), \) and \( p \in (0, p_0) \).

**Proof.** Step 1: First of all a modified version of the assertion is proven. We claim the existence of \( \varepsilon_0, \beta_0, p_0, \theta_0, \gamma_0 > 0 \) such that

\[
\sup_{s \geq 0} \sup_{x_0 \in \Omega_{s,R}(s)} \mathbb{P}\left( \sup_{t \leq \varepsilon^{-\theta}} \| X_{s,t}^{\xi}(x_0) - X_{s,t}^{0}(x_0) \| \geq \varepsilon^{\beta} \right) \leq e^{-\varepsilon^{-p}}
\]

is true for all \( \varepsilon \in (0, \varepsilon_0), \gamma \in (0, \gamma_0), \beta \in (0, \beta_0), \) and \( p \in (0, p_0) \).
holds for all $\varepsilon \in (0, \varepsilon_0), \gamma \in (0, \gamma_0), \beta \in (0, \beta_0), \theta \in (0, \theta_0)$ and $p \in (0, p_0)$. Decompose the interval $[0, \varepsilon^{-\theta}]$ into $[0, R_{\varepsilon^{\beta}}]$ and $[R_{\varepsilon^{\beta}}, \varepsilon^{-\theta}]$ and estimate

$$P \left( \sup_{t \leq \varepsilon^{-\theta}} \| X^\xi_{s,t}(x_0) - X^0_{s,t}(x_0) \| \geq \varepsilon^\beta \right)$$

$$\leq P \left( \sup_{t \leq R_{\varepsilon^{\beta}}} \| X^\xi_{s,t}(x_0) - X^0_{s,t}(x_0) \| \geq \varepsilon^{5\beta} \right)$$

$$+ P \left( \sup_{t \leq R_{\varepsilon^{\beta}}} \| X^\xi_{s,t}(x_0) - X^0_{s,t}(x_0) \| < \varepsilon^{5\beta}, \sup_{t \leq \varepsilon^{-\theta}} \| X^\xi_{s,t}(x_0) - X^0_{s,t}(x_0) \| \geq \varepsilon^\beta \right)$$

$$=: I_1 + I_2.$$

The exponential smallness of $I_1$ follows from Lemma 3.22. If $\gamma < 5\beta$ and $x_0 \in \Omega^\gamma(s)$, then $X^0_{s,R_{\varepsilon^{\beta}}}(x_0)$ at least lies within $B_{\varepsilon^{5\beta}}(p_{\pm}(s + R_{\varepsilon^{\beta}}))$ and thus $I_2$ admits the upper bound

$$I_2 \leq P \left( \| X^\xi_{s,R_{\varepsilon^{\beta}}}(x_0) - X^0_{s,R_{\varepsilon^{\beta}}}(x_0) \| < \varepsilon^{5\beta}, \sup_{t \leq \varepsilon^{-\theta}} \| X^\xi_{s,R_{\varepsilon^{\beta}},t}(\xi_{s,R_{\varepsilon^{\beta}}}(x_0)) - m^\pm \left( \frac{s + R_{\varepsilon^{\beta}} + t}{2T} \right) \| \geq \varepsilon^{2\beta} \right)$$

$$+ \sup_{r \geq 0} P \left( \sup_{t \leq \varepsilon^{-\theta}} \| X^0_{r,t}(\bar{x}_0) - p_{\pm}(r + t) \| \geq \varepsilon^{2\beta} \right)$$

$$+ P \left( \sup_{t \leq 2T} \| m^\pm \left( \frac{t}{2T} \right) - p_{\pm}(t) \| \geq \varepsilon^{2\beta} \right).$$

From Lemma 2.1 and assumption (T) we know that the deviation of the periodic solutions and the minima is of order $\varepsilon^\alpha < \varepsilon^{2\beta}$ if $2\beta < \alpha$. Hence the last summand of the upper bound of $I_2$ is zero. Due to the exponential fast approach of the deterministic solution towards the periodic solutions also the second summand vanishes for small $\varepsilon$. On $\left\{ \| X^\xi_{s,R_{\varepsilon^{\beta}}}(x_0) - X^0_{s,R_{\varepsilon^{\beta}}}(x_0) \| < \varepsilon^{5\beta} \right\}$ the norm $\| X^\xi_{s,R_{\varepsilon^{\beta}}}(x_0) - m^\pm \left( \frac{s + R_{\varepsilon^{\beta}}}{2T} \right) \|$ is smaller than $\varepsilon^{4\beta}$ if $4\beta < \alpha$. Consequently the Markov property of $(X^\xi_{s,t})_{t \geq 0}$ justifies

$$I_2 \leq \sup_{u \geq 0} \sup_{x_0 \mid x_0 - m \pm \left( u/2T \right) \| \leq \varepsilon^{4\beta}} P \left( \sup_{t \leq \varepsilon^{-\theta}} \| X^\xi_{u,t}(x_0) - m^\pm \left( \frac{u + t}{2T} \right) \| \geq \varepsilon^{2\beta} \right) \leq \varepsilon^{-e^{-p}}$$

for sufficiently small $\beta, \theta, p$ and $\varepsilon$ due to Lemma 3.23.

**Step 2:** Let $\varepsilon, \beta_0, p_0, \theta_0, \gamma_0 > 0$ exist according to the first step. Now choose $\theta < \theta_0$ and $k_\varepsilon \in \mathbb{N}$ with $e^{-\kappa} \leq k_\varepsilon \varepsilon^{-\theta}$ and define

$$B_i := \left\{ \sup_{t \leq \varepsilon^{-\theta}, (i + 1)_\varepsilon^{-\theta}} \| X^\xi_{s,t}(x_0) - X^0_{s+i\varepsilon^{-\theta},t-i\varepsilon^{-\theta}}(X^\xi_{s,i\varepsilon^{-\theta}}(x_0)) \| < \varepsilon^{2\beta} \right\}$$

for $i \in \{0, 1, \ldots, k_\varepsilon - 1\}$. We claim the validity of the helpful inclusion

$$\bigcap_{i=0}^{n-1} B_i \subseteq C_n := \left\{ \sup_{t \leq n\varepsilon^{-\theta}} \| X^\xi_{s,t}(x_0) - X^0_{s,t}(x_0) \| < \varepsilon^{\beta} \right\}, \quad n \in \mathbb{N}.$$
If \( n = 1 \), the assertion is obvious. Assume the inclusion holds for some \( k \in \mathbb{N} \). If \( k = 1 \), then \( X^0_{s,k-\theta}(x_0) \in B_{2\theta}(p_-(s + \varepsilon^{-\theta})) \cup B_{2\theta}(p_+(s + \varepsilon^{-\theta})) \) for \( \gamma < \beta \), because of (Log) and \( \varepsilon^{-\theta} > R_{\epsilon_\beta} \). Assume \( k > 1 \) then on the set \( \cap_{i=0}^{k-2}B_i \) the deterministic solution \( X^0_{s,(k-1)\varepsilon^{-\theta},(k-1)\varepsilon^{-\theta}}(x_0) \) lies also within the \( \varepsilon^{2\beta} \)-neighbourhood of one periodic solution, because the starting value \( X^0_{s,(k-1)\varepsilon^{-\theta}}(x_0) \) is far away from the separatrix, since it belongs to \( B_{\varepsilon^\theta}(X^0_{s,(k-1)\varepsilon^{-\theta}}(x_0)) \). Thus on \( \cap_{i=0}^{k-1}B_i \) the random variable \( X^0_{s,k\varepsilon^{-\theta}}(x_0) \) at least belongs to the \( 2\varepsilon^{2\beta} \)-neighbourhood of \( p_- \) or \( p_+ \). For \( t \in [k\varepsilon^{-\theta},(k+1)\varepsilon^{-\theta}] \) we obtain on \( \cap_{i=0}^kB_i \) the upper bound

$$
\|X^\xi_{s,t}(x_0) - X^0_{s,t}(x_0)\| \leq \varepsilon^{2\beta} + \|X^0_{s,t}(x_0) - p_+(s + t)\| + \|p_+(s + t) - X^0_{s+k\varepsilon^{-\theta},(s+k\varepsilon^{-\theta}),(k\varepsilon^{-\theta})}(X^\xi_{s,k\varepsilon^{-\theta}}(x_0))\|.
$$

Exploit assumption (Log) again and use the exponential attractivity of the periodic solutions to justify the upper bound \( \varepsilon^\beta \) of \( \|X^\xi_{s,t}(x_0) - X^0_{s,t}(x_0)\| \).

The importance of the proved inclusion becomes apparent through the succeeding estimate

\[
\mathbb{P}\left( \sup_{t \in [k \varepsilon^{-\theta}, (k+1) \varepsilon^{-\theta}]} \|X^\xi_{s,t}(x_0) - X^0_{s,t}(x_0)\| \geq \varepsilon^\beta \right) \leq \mathbb{P}\left( \bigcup_{i=0}^{k-1} B_i \right) = \mathbb{P}(B_0^c) + \sum_{j=1}^{k-1} \mathbb{P}(B_0 \cap \ldots \cap B_{j-1} \cap B_j^c).
\]

The probability \( \mathbb{P}(B_0^c) \) is smaller than \( e^{-\varepsilon^{-\gamma}} \) for \( \varepsilon, p, \gamma, \theta \) and \( \beta \) according to step one. The treatment of the remaining summands requires \( \cap_{i=0}^{j-1}B_j \subseteq C_j \) and the Markov property of \( X^\xi \). From these arguments we can derive

\[
\mathbb{P}(B_0 \cap \ldots \cap B_{j-1} \cap B_j^c) \leq \mathbb{P}\left( \|X^\xi_{s,j\varepsilon^{-\theta}}(x_0) - X^0_{s,j\varepsilon^{-\theta}}(x_0)\| < \varepsilon^\beta, \right.
\]

\[
\sup_{t \in [j \varepsilon^{-\theta}, (j+1) \varepsilon^{-\theta}]} \|X^\xi_{s,t}(x_0) - X^0_{s+j\varepsilon^{-\theta},(s+j\varepsilon^{-\theta}),(j\varepsilon^{-\theta})}(X^\xi_{s,j\varepsilon^{-\theta}}(x_0))\| \geq \varepsilon^{2\beta}
\]

\[
\leq \sup_{r \geq 0} \sup_{\tilde{x}_0: x_0 - p_-(r) \leq 2\varepsilon^\beta} \mathbb{P}\left( \sup_{t \in [\varepsilon^{-\theta}, \tilde{x}_0]} \|X^\xi_{r,t}(\tilde{x}_0) - X^0_{r,t}(\tilde{x}_0)\| \geq \varepsilon^{2\beta} \right).
\]

With the help of the result of the first step of the proof we finish the proof. \( \square \)

The way is paved to verify Theorem 3.18.

**Proof.** To use the previous assertion replace \( T_1 \) by \( \varepsilon^{-\kappa} \) for some \( \kappa > \alpha \rho \) and estimate

\[
\mathbb{P}\left( \sup_{t \leq T_1} \|X^\xi_{s,t}(x_0) - X^0_{s,t}(x_0)\| \geq \varepsilon^\beta \right)
\]

\[
\leq \mathbb{P}(T_1 \geq \varepsilon^{-\kappa}) + \mathbb{P}\left( \sup_{t \leq \varepsilon^{-\kappa}} \|X^\xi_{s,t}(x_0) - X^0_{s,t}(x_0)\| \geq \varepsilon^\beta \right).
\]
Stochastic resonance for SDEs driven by multiplicative Lévy noise with heavy tails

The exponential smallness in $\varepsilon$ of the last summand of the upper bound is already known. Inserting the distribution of $T_1$ induces

$$P \left( T_1 \geq \varepsilon^{-\kappa} \right) = e^{-\varepsilon^\alpha \rho - l(\varepsilon^\rho)}.$$

Due to the choice of $\kappa$ the result follows.

3.3.4 The small jump process of the Marcus stochastic differential equation

It is natural to be tempted to apply the same procedure to the small jump process belonging to (3.2) and we will see that this attempt is fruitful.

**Definition 3.25.** For $s \geq 0$ define $\xi^s_t = \xi_{s+t} - \xi_s$, $t \geq 0$. The process $(Z^\xi_{s,t}(x))_{t \geq 0}$ is called small jump process if it solves

$$Z^\xi_{s,t}(x_0) = x_0 - \int_0^t \nabla U \left( Z^\xi_{s+\frac{r}{2},t} \right) dr + \varepsilon \int_0^t g(Z^\xi_{s,r}) \circ d\xi^s_r, \quad t \geq 0.$$

**Theorem 3.26.** Let the random variable $T_1$ be independent of $\xi$ and exponentially distributed with parameter $\beta^\varepsilon = \nu(\|x\| \geq \varepsilon^{-\rho})$. Assume $R \geq R^\varepsilon$. There are constants $\varepsilon_0, \gamma_0, \beta_0, p_0 > 0$ such that

$$\sup_{s \geq 0} \sup_{x_0 \in \Omega_{x_0}^{\varepsilon_0}} P \left( \sup_{t \leq T_1} \| Z^\xi_{s,t}(x_0) - X^0_{s,t}(x_0) \| \geq \varepsilon^\beta \right) \leq e^{-\varepsilon^\rho}$$

is true for all $\varepsilon \in (0, \varepsilon_0), \gamma \in (0, \gamma_0), \beta \in (0, \beta_0)$ and $p \in (0, p_0)$.

The proof of Theorem 3.26 requires modified versions of Lemma 3.21, 3.22, 3.23 and 3.24. On the one hand the notation here is much more exhausting, on the other hand the powerful chain rule is available.

**Proof.** Define the enlarged process $(\tilde{Z}^\xi_{s,t}(\bar{x}_0))_{t \geq 0} = (\tilde{Z}^\xi_{s,t}(x_0), \frac{s+t}{2T})_{t \geq 0}$ with $\bar{x}_0 = (x_0, 0)$ that fulfills

$$\tilde{Z}^\xi_{s,t}(x_0) = \bar{x}_0 + \int_0^t f \left( \tilde{Z}^\xi_{s,r} \right) \circ d\xi^s_r,$$

while $\tilde{\xi}^s_t = (\xi^s_t, t)^T$ and

$$f(\bar{x}_1, \ldots, \bar{x}_{d+1}) = \begin{pmatrix} \varepsilon g(\bar{x}_1, \ldots, \bar{x}_d) & -\nabla U(\bar{x}_1, \ldots, \bar{x}_{d+1}) \\ 0 & \frac{1}{2T} \end{pmatrix}, \quad (\bar{x}_1, \ldots, \bar{x}_{d+1}) \in \mathbb{R}^{d+1}.$$

**Lemma 3.21 for the Marcus case:**

For $\psi(\bar{x}) := \log(1 + U(\bar{x})), \bar{x} \in \mathbb{R}^{d+1}$ we have to verify

$$P \left( \sup_{t \leq \varepsilon^{-\theta}} \psi \left( \tilde{Z}^\xi_{s,t}(x) \right) \geq u_N \right) \leq e^{-\varepsilon^{-\rho}}$$

to prove the lemma. In the second step of the proof of Proposition 2.42 we already dealt with such an expression for the process $(\tilde{Z}^\xi_{s,t})_{t \geq 0}$, while the index $n$ originates from a truncation of
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the argument of the gradient \(\nabla U\) and \(S\) denotes a stopping time. Transferring all arguments completes the current proof.

**Lemma 3.22 for the Marcus case:**

The main part of the proof is the verification of the estimate

\[
P\left(\sup_{t \leq \varepsilon \theta} \left\| \int_0^t g(Z_s^\xi) \circ d\xi_r \right\| \geq \varepsilon^\beta \right) \leq e^{-\varepsilon^{-p}}.
\]

From the definition of the Marcus integral we derive

\[
P\left(\sup_{t \leq \varepsilon \theta} \left\| \int_0^t g(Z_s^\xi) \circ d\xi_r \right\| \geq \varepsilon^\beta \right) \leq P\left(\sup_{t \leq \varepsilon \theta} \left\| \int_0^t g(Z_s^\xi) d\xi_r \right\| \geq \varepsilon^{2\beta} \right) + P\left(\sup_{t \leq \varepsilon \theta} \frac{\varepsilon^2}{2} \left\| \int_0^t g'(Z_s^\xi) g(Z_s^\xi) d[\xi^s, \xi^r] \right\| \geq c \varepsilon^{2\beta} \right)
\]

Apply norm equivalence in \(\mathbb{R}^d\), the boundedness of the components of \(g\) and Lemma 3.20 to treat \(I_1\). From assumption (N2) we can deduce the upper bound \(\varepsilon^2 c_1 t\), with \(c_1 > 0\), for the norm of the integral with respect to the covariation process, which verifies \(I_2 = 0\) for \(2 - 2\varepsilon - \theta > 0\) and small \(\varepsilon\). Remark 2.32 transfers the problem to Lemma 3.19.

**Lemma 3.23 for the Marcus case:**

As its Itô counterpart \(X^\xi\) the process \(Z^\xi\) only displays very small jumps. Thus the exponential smallness in \(\varepsilon\) of the term

\[
P\left(\sup_{t \leq \varepsilon \theta} \left\| U\left(\bar{Z}_{s,t}^\xi(x_0)\right) - U\left(m_\pm \frac{s + t}{2T}\right)\right\| \geq \varepsilon^\beta \right)
\]

must be proven. Again use the chain rule for \(U(\bar{Z}_{s,t}^\xi(x_0))\) and follow the lines of the modified proof of Lemma 3.21. Be aware that here an intersection with the set \(\{\sup_{t \leq \varepsilon \theta} \|\bar{Z}_{s,t}^\xi\| \leq N\}\) is decisive to get bounded integrands.

The Markov property of the solution of the Marcus stochastic differential equation, Lemmata 3.22 and 3.23 directly verify Lemma 3.24 which is the last ingredient of the proof of Theorem 3.26.
3.4 Transition within the time interval \([T(1 - \delta), T(1 + \delta)]\)

Roughly speaking a transition of \(X_T^\epsilon\) from one region of attraction to the other one is caused by a big jump \(W_1\) with \(m_{1t}(t) + \epsilon g(m_{1t}(t))W_1 \in \Omega_\tau(2Tt)\). Motivated through the section about the approximation by two-state Markov chains we are going to analyse the probability that \(X_T^\epsilon\) respectively \(Z_T^\epsilon\) jump from one bounded and reduced domain to the other one in the time interval \([T(1 - \delta), T(1 + \delta)]\). The necessity of the consideration of bounded and reduced domains is caused by the uniform estimate of the probability of a large deviation of the small jump process from the deterministic solution for starting values taken from such domains (Theorem 3.18 respectively Theorem 3.26).

3.4.1 Definitions and important estimates

Frequently used definitions and estimates are added as prefix.

**Definition 3.27.** (i) For \(x_0 \in \mathbb{R}^d\) the process \((\hat{X}_t^\epsilon(x_0))_{t \geq 0}\) is given by \(\hat{X}_t^\epsilon(x_0) := X_{2Tt}^\epsilon(x_0)\) and for \(s \geq 0\) define \(\hat{X}_{s}^\epsilon(x_0) := X_{2Ts,2Tt}^\epsilon(x_0), t \geq 0\). Remember the definition \(\hat{\tau}_{j} = \frac{2T}{\gamma}\) of the scaled jump times of the big jump part \(\eta\) of \(L\).

(ii) Let \(R \geq R^*\) and \(x_0 \in \Omega^\gamma_{\pm,R}(0)\). Define the first exit time of \(\hat{X}_t^\epsilon\) from \(\Omega^\gamma_{\pm,R}(2Tt)\) by

\[
\hat{\tau}_t^\epsilon := \inf \left\{ t \geq 0 : \hat{X}_t^\epsilon(x_0) \notin \Omega^\gamma_{\pm,R}(2Tt) \right\}.
\]

**Definition 3.28.** Assume \(R \geq R^*\), \(j \in \mathbb{N}_0\), \(0 \leq s \leq t\) and \(x \in \mathbb{R}\). Define the \(\delta\)-inner part of a set \(B\) by \(B^{-\delta} := \{ x \in B : \text{dist}(\partial B, x) \geq \delta \}\) for \(\delta > 0\) and relevant events are given by

\[
B^\pm_{s,t}(x) = \left\{ \hat{X}_{s,t}^\epsilon(x) \in \Omega^\gamma_{\pm,R}(2T(s + r)), r \in [0, t - s), \hat{X}_{s,t-s}^\epsilon(x) + \epsilon g(\hat{X}_{s,t-s}^\epsilon(x))W_{j+1} \in \Omega^\gamma_{\pm,R}(2Tt) \right\},
\]

\[
\hat{B}^\pm_{s,t}(x) = \left\{ \hat{X}_{s,t}^\epsilon(x) \in \Omega^\gamma_{\pm,R}(2T(s + r)), r \in [0, t - s), \hat{X}_{s,t-s}^\epsilon(x) + \epsilon g(\hat{X}_{s,t-s}^\epsilon(x))W_{j+1} \in \Omega^\gamma_{\pm,R}(2Tt) \right\},
\]

\[
C^\pm_{s,t}(x) = \left\{ \hat{X}_{s,t}^\epsilon(x) \in \Omega^\gamma_{\pm,R}(2T(s + r)), r \in [0, t - s), \hat{X}_{s,t-s}^\epsilon(x) + \epsilon g(\hat{X}_{s,t-s}^\epsilon(x))W_{j+1} \in \Omega^\gamma_{\pm,R}(2Tt) \right\},
\]

\[
E_{s,t}(x) = \left\{ \sup_{r \in [0, t - s]} \| \hat{X}_{s,r}^\epsilon(x) - X_{s,r}^0 \| \leq \frac{1}{3}\epsilon^{\gamma} \right\},
\]

\[
P^\pm_{s,t}(x) = \left\{ \exists u \in (0, t - s) : \hat{X}_{s,r}^\epsilon(x) \in \Omega^\gamma_{\pm,R}(2T(s + r)), r \in [0, u), \hat{X}_{s,0}^\epsilon(x) \notin \Omega^\gamma_{\pm,R}(2T(s + u)) \right\}.
\]

In addition decisive space dependent jump sets are defined.
Definition 3.29. For \( R \geq R^* \), \( \varepsilon, \gamma, t \geq 0 \) and \( x \in \mathbb{R}^d \) define

\[
D_{\tau,R}(x,t) = \left\{ y \in \mathbb{R}^d : x + g(x)y \in \Omega_{\tau,R}(2Tt) \right\},
\]

\[
D^\gamma_{\tau,R}(x,t) = \left\{ y \in \mathbb{R}^d : x + g(x)y \in \Omega^\gamma_{\tau,R}(2Tt) \right\},
\]

\[
D^{\gamma,\varepsilon\gamma}_{\tau,R}(x,t) = \left\{ y \in \mathbb{R}^d : x + g(x)y \in \Omega^{\gamma,\varepsilon\gamma}_{\tau,R}(2Tt) \cap O^{-\varepsilon\gamma}_R \right\}.
\]

The following result is a helpful statement which allows to get rid of stochastic expressions and instead deal with Lebesgue integrals and probabilities as integrands.

Lemma 3.30. Assume \( k \in \mathbb{N} \setminus \{1\} \), \( I \subseteq \mathbb{R}_+ \) is an interval and \( 0 \leq s \leq t \). Let \( B_j(r) \), \( r \geq 0 \) for \( j = 0, \ldots, k-1 \) be equal to \( \Omega^\gamma_{\tau,R}(2Tr) \) or \( \Omega^{\gamma,\varepsilon\gamma}_{\tau,R}(2Tr) \). For all \( j = 0, \ldots, k-1 \) and \( x \in \mathbb{R}^d \), let the event \( S^j_{s,t}(x) \) admit the structure (cf. Definition 3.28)

\[
S^j_{s,t}(x) = \left\{ \tilde{X}^\varepsilon_{s,t}(x) \in B_j(s+r), r \in [0,t-s), \tilde{X}^\varepsilon_{s,t-s}(x) + \varepsilon g(X^\varepsilon_{s,t-s}(x))W_{j+1} \in B_{j+1}(t) \right\}.
\]

Define \( s_0 := 0 \) and choose \( x_0 \in B_0(s_0) \). Then the following estimate holds:

\[
\mathbb{E} 1_{\{\tau_k \in I\}} \prod_{j=0}^{k-1} 1 \left( S^j_{\tau_j,\tau_{j+1}}(\tilde{X}^\varepsilon_{\tau_j}(x_0)) \right) \geq \int_{I} \int_{0}^{s_k} \ldots \int_{0}^{s_1} (2T\beta)^k e^{-2T\beta s_k} \prod_{j=0}^{k-1} \inf_{x \in B_j(s_j)} \mathbb{P}(S^j_{\tau_j,s_{j+1}}(x)) \, ds_1 \ldots ds_k.
\]

A similar upper bound is valid, where the infima are replaced by suprema.

Proof. The main tool of the proof is the strong Markov property of \((\tilde{X}^\varepsilon_t, t \geq 0)\) (Proposition 2.43). Introduce the function

\[
h_{k-1}(\tilde{X}^\varepsilon_{\tau_{k-1}}(x_0), \tau_{k-1}) := \mathbb{E} \left( 1_{I}(\tau_{k}) 1 \left( S^{k-1}_{\tau_{k-1},\tau_k}(\tilde{X}^\varepsilon_{\tau_{k-1}}(x_0)) \right) \bigg| \mathcal{F}_{\tau_{k-1}} \right).
\]

Conditioning on \( \mathcal{F}_{\tau_{k-1}} \) and the definition of the event \( S^{k-2}_{\tau_{k-2},\tau_{k-1}}(x) \) yield

\[
\mathbb{E} 1_{I}(\tau_{k}) \prod_{j=0}^{k-1} 1 \left( S^j_{\tau_j,\tau_{j+1}}(\tilde{X}^\varepsilon_{\tau_j}(x_0)) \right) \geq \mathbb{E} \left( \prod_{j=0}^{k-2} 1 \left( S^j_{\tau_j,\tau_{j+1}}(\tilde{X}^\varepsilon_{\tau_j}(x_0)) \right) \inf_{x \in B_{k-1}(\tau_{k-1})} h_{k-1}(x, \tau_{k-1}) \right).\]

Iterate the application of the strong Markov property and successively define the functions

\[
h_j(\tilde{X}^\varepsilon_{\tau_j}(x_0), \tau_j) := \mathbb{E} \left( \inf_{x \in B_{j+1}(\tau_{j+1})} h_{j+1}(x, \tau_{j+1}) 1 \left( S^j_{\tau_j,\tau_{j+1}}(\tilde{X}^\varepsilon_{\tau_j}(x_0)) \right) \bigg| \mathcal{F}_{\tau_j} \right),
\]

for decreasing indices \( j = k-2, \ldots, 1 \) until we have

\[
\mathbb{E} 1_{I}(\tau_{k}) \prod_{j=0}^{k-1} 1 \left( S^j_{\tau_j,\tau_{j+1}}(\tilde{X}^\varepsilon_{\tau_j}(x_0)) \right) \geq \mathbb{E} \left( 1 \left( S^0_{0,\tau_1}(x_0) \right) \inf_{x \in B_1(\tau_1)} h_1(x, \tau_1) \right).
\]
We use the independence of the jump times and sizes of the big jump part and the small jump process and the explicit density of \( \hat{\tau}_1 \) (Remark 3.16) to get
\[
\mathbb{E} \left( 1 \left( S_0^0, \hat{\tau}_1(x_0) \right) \inf_{x \in B_1(\hat{\tau}_1)} h_1(x, \hat{\tau}_1) \right) \\
\geq \int_0^\infty 2T^{\beta^\varepsilon} e^{-2T^{\beta^\varepsilon} t_1} \inf_{x \in B_0(0)} \mathbb{P}(S_0^0, t_1(x_0)) \inf_{x \in B_1(t_1)} h_1(x, t_1) \, dt_1.
\]
The conditional law of the inter jump time \( \hat{\tau}_{j+1} - \hat{\tau}_j \) given \( \hat{\tau}_j = t_1 + \ldots + t_j \) is an exponential distribution with parameter \( 2T^{\beta^\varepsilon} \). The successive insertion of the exponential densities follows. Defining \( t_0 = 0 \) and interchanging integrals with infima results in
\[
\mathbb{E} \prod_{j=0}^{k-1} 1 \left( S_{\hat{\tau}_j, \hat{\tau}_{j+1}}(\hat{X}_j^\varepsilon(x_0)) \right) \geq \int_0^\infty \ldots \int_0^\infty (2T^{\beta^\varepsilon})^k e^{-2T^{\beta^\varepsilon} \sum_{j=1}^k t_j} \left\{ \sum_{j=1}^k t_j \in I \right\} \\
\prod_{j=0}^{k-1} \inf_{x \in B_1(\sum_{i=0}^j t_i)} \mathbb{P}(S_{\hat{\tau}_j, \hat{\tau}_{j+1}}(x)) \, dt_1 \ldots \, dt_k.
\]
Substitute \((s_1, \ldots, s_k) = (t_1, t_1 + t_2, \ldots, t_1 + \ldots + t_k)\) to finish the proof of the lower bound. \( \square \)

Inter-jump times which are bigger than the logarithmic return time and a small jump process that hardly deviates from the deterministic trajectory guarantee that the big jump of \( \hat{X}^\varepsilon \) is performed from the vicinity of one well bottom. Rigorous estimates are given here.

**Lemma 3.31.** Assume \( c > 0, j \in \mathbb{N}_0, R > R^\varepsilon \). Then there are \( \varepsilon_0, \gamma_0, p_0 > 0 \) such that for all \( 0 \leq t - s \leq c \) the following estimates hold true for all \( \varepsilon \in (0, \varepsilon_0), p \in (0, p_0) \) and \( \gamma \in (0, \gamma_0) \):

(i)
\[
1_{\{2T(t-s) \geq R^\gamma\}} \sup_{x \in \Omega_{t-s}^\varepsilon, R}(2T) \mathbb{P}(B^\pm_{x,t} (x)) \\
\leq e^{-c^{-p}} + \sup_{x: \|x-m_{\pm}(t)\| \leq \varepsilon^{4^\gamma}} \frac{1}{\beta^\varepsilon} \nu \left( B^c_{\varepsilon^{-p}}(0) \cap \frac{1}{\varepsilon} D^c_{\pm, R}(x, t) \right),
\]

(ii)
\[
1_{\{2T(t-s) \geq R^\gamma\}} \sup_{x \in \Omega_{t-s}^\varepsilon, R}(2T) \mathbb{P}(C^\pm_{x,t} (x)) \leq e^{-c^{-p}} + \sup_{x: \|x-m_{\pm}(t)\| \leq \varepsilon^{4^\gamma}} \frac{1}{\beta^\varepsilon} \nu \left( \frac{1}{\varepsilon} D^c_{\pm, R}(x, t) \right),
\]

(iii)
\[
1_{\{2T(t-s) \geq R^\gamma\}} \inf_{x \in \Omega_{t-s}^\varepsilon, R^\gamma(2T)} \mathbb{P}(B^\pm_{x,t} (x)) \\
\geq \left(1 - e^{-c^{-p}}\right) 1_{\{2T(t-s) \geq R^\gamma\}} \inf_{x: \|x-m_{\pm}(t)\| \leq \varepsilon^{4^\gamma}} \frac{1}{\beta^\varepsilon} \nu \left( B^c_{\varepsilon^{-p}}(0) \cap \frac{1}{\varepsilon} D^c_{\pm, R}(x, t) \right),
\]

(iv)
\[
1_{\{2T(t-s) \geq R^\gamma\}} \inf_{x \in \Omega_{t-s}^\varepsilon, R^\gamma(2T)} \mathbb{P}(C^\pm_{x,t} (x)) \\
\geq \left(1 - e^{-c^{-p}}\right) 1_{\{2T(t-s) \geq R^\gamma\}} \inf_{x: \|x-m_{\pm}(t)\| \leq \varepsilon^{4^\gamma}} \frac{1}{\beta^\varepsilon} \nu \left( \frac{1}{\varepsilon} D^c_{\pm, R}(x, t) \right).
\]
Proof. Intersection with the event $E_{s,t}(x)$ that stands for a small deviation of the small jump process and the deterministic solution and its complement yields

$$\mathbb{P}(B_{s,t}^{\pm,j}(x)) \leq \mathbb{P}(E_{s,t}(x) \cap B_{s,t}^{\pm,j}(x)) + \mathbb{P}(E_{s,t}^c(x)).$$

Since $t - s \leq c$ and assumption (T) holds the inter-jump period $2T(t - s)$ is at most of order $\varepsilon^{-\alpha}$. Apply Lemma 3.24 to justify the uniform exponential smallness of $\mathbb{P}(E_{s,t}^c(x))$ in $\varepsilon$. If $2T(t - s) \geq R_{c\gamma}$ holds, $\alpha > 4\gamma$, and the small jump process lies in the $\frac{1}{\varepsilon^{4\gamma}}$-neighbourhood of the deterministic solution, the random variable $\hat{X}_{s,t,s}(x)$ belongs to $B_{s,t}(m_\pm(t))$. The Markov property and the knowledge of the law of the jump $W_1$ (Remark 3.16) allow us to write

$$\mathbb{1}\{2T(t - s) \geq R_{c\gamma}\} \sup_{x \in \Omega_{\varepsilon}^{c,2\gamma}(2Ts)} \mathbb{P}(E_{s,t}(x) \cap B_{s,t}^{\pm,j}(x)) \leq \sup_{x: |x - m_\pm(t)| \leq \varepsilon^{4\gamma}} \frac{1}{\varepsilon^2} \mathbb{P}(B_{\varepsilon^{-\rho}}^c(0) \cap \varepsilon D_{\varepsilon^{-\rho}}^c(x,t)),
$$

which verifies (i). The proof of (ii) demands similar arguments together with $\frac{1}{\varepsilon} D_{\varepsilon^{-\rho}}^c(x,t) \subseteq B_{\varepsilon^{-\rho}}^c(0)$. To justify (iii) again intersect with $E_{s,t}(x)$ which immediately guarantees that the small jump process never leaves the bounded and reduced basin $\Omega_{\varepsilon}^{c,2\gamma}(2Ts)$. This implies

$$\mathbb{P}(B_{s,t}^{\pm,j}(x)) \geq \mathbb{P}(E_{s,t}(x) \cap \{\hat{X}_{s,t,s}(x) \pm \varepsilon g(\hat{X}_{s,t,s}(x)) W_{j+1} \in \Omega_{\varepsilon}^{c,2\gamma}(2T(t - s)) \cap O_R^{\varepsilon^{2\gamma}}\}).
$$

Make use of the inequality $2T(t - s) \geq R_{c\gamma}$, the independence of the small jump process $\xi$ and $\eta$, and the Markov property to get

$$\mathbb{1}\{2T(t - s) \geq R_{c\gamma}\} \inf_{x \in \Omega_{\varepsilon}^{c,2\gamma}(2Ts) \cap O_R^{\varepsilon^{2\gamma}}} \mathbb{P}(B_{s,t}^{\pm,j}(x)) \geq \inf_{x: |x - m_\pm(t)| \leq \varepsilon^{4\gamma}} \frac{1}{\varepsilon^2} \mathbb{P}(B_{\varepsilon^{-\rho}}^c(0) \cap \varepsilon D_{\varepsilon^{-\rho}}^c(x,t)) \mathbb{P}(E_{s,t}(x)).
$$

The inequality $\mathbb{P}(E_{s,t}(x)) = 1 - e^{-\varepsilon^{-\gamma}}$ completes the proof of (iii). The proof of (iv) is analogous. \qed

Through a combination of Lemma 3.30, for example with $S_{s,t}^j(x) = B_{s,t}^{\pm,j}(x)$, and the previous lemma we should be prepared to handle iterated integrals of a special structure. Hence we formulate two simple geometric and one probabilistic result.

**Lemma 3.32.**

(i) Let $C, c > 0$ and $n \in \mathbb{N}$ be such that $C > nc > 0$. Then the Lebesgue volume of the set

$$\{t \in [0, C]^n : t_1 \geq c, t_2 \geq t_1 + c, \ldots, t_n \geq t_{n-1} + c\}
$$

equals to $\frac{(C - nc)^n}{n!}$. 

(ii) Assume $C > 0$, $n \in \mathbb{N}$ and $f: [0, C] \rightarrow \mathbb{R}_+$ denotes an integrable function. Then it holds

$$\int_{\mathbb{R}_+} \cdots \int_{\mathbb{R}_+} 1_{\{0 \leq t_1 \leq \ldots \leq t_n \leq C\}} \prod_{j=1}^n f(t_j) \, dt_1 \ldots dt_n = \frac{1}{n!} \left(\int_0^C f(s) \, ds\right)^n.$$
Proof. The calculation of the volume in (i) demands the evaluation of the iterated integral
\[
\int_{nC}^{t_n-c} \int_{(n-1)c}^{t_{n-1}-c} \cdots \int_{c}^{t_2-c} 1 \, dt_1 \cdots dt_n.
\]
By mathematical induction over \(n\), the inner \(n-1\) integrals represent the volume of the set
\[
\{(t_1,\ldots,t_{n-1}) \in [0,t_n-c]^{n-1}: t_1 \geq c, t_2 \geq t_1 + c, \ldots, t_{n-1} \geq t_{n-2} + c\},
\]
which is \(\frac{(t_n-c-(n-1)c)^{n-1}}{(n-1)!}\). Integrating this expression over \([nc,C]\) yields assertion (i). The main ingredients of the proof of (ii) are the decomposition of \([0,C]^n\) into the sets \(\{t \in [0,C]^n: t_{\pi(1)} \leq \cdots \leq t_{\pi(n)}\}\) of equal size where \(\pi\) denotes one of the \(n!\) permutations of \(\{1,\ldots,n\}\) and the invariance of the product \(\prod_{j=1}^{n} f(t_{\pi(j)})\) with respect to a permutation \(\pi\). \(\square\)

Lemma 3.33. Assume \(X\) is a Poisson distributed random variable with parameter \(\lambda > 0\). Then for all \(k \in \mathbb{N}_0\) we have
\[
\mathbb{P}(X \geq k) \leq \frac{\lambda^k}{k!}.
\]

Proof. The probability that \(X\) attains the value \(n \in \mathbb{N}_0\) equals to \(e^{-\lambda/\lambda_n}\). Thus we obtain
\[
\mathbb{P}(X \geq k) = \sum_{n=k}^{\infty} e^{-\lambda} \frac{\lambda^n}{n!} = e^{-\lambda} \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} \sum_{n=k}^{\infty} \frac{\lambda^n}{n!} (n + k)! \leq \lambda^k
\]
while the inequality follows from \(\frac{(n+k)!}{n!} = \frac{(n+k)^n}{n!}\) and \((\frac{n+k}{n}) \geq 1\). \(\square\)

Finally the space dependence of the jump sets \(D_{\pm,R}(x,t), D^\varepsilon_{\pm,R}(x,t)\) and \(D^\varepsilon_{\pm,R}(x,t)\) can be omitted if several error terms are accepted as presented below.

Definition 3.34. Assume \(\delta > 0\) and \(B \in \mathcal{B}(\mathbb{R}^d)\) then \(B^+\delta := B \cup \{x \in \mathbb{R}^d : \text{dist}(B, x) \leq \delta\}\) denotes the \(\delta\)-enlargement of \(B\). For \(R \geq R^*, \varepsilon, \gamma, t \geq 0\) and \(x \in \mathbb{R}^d\) introduce the sets
\[
D_{\pm,R}(t) = \left\{ y \in \mathbb{R}^d : m_+(t) + g(m_+(t))y \in \Omega_{\pm,R}(2Tt) \right\},
\]
\[
G^\varepsilon_{\pm,R}(t) = \left\{ y \in \mathbb{R}^d : m_+(t) + g(m_+(t))y \in \Gamma^\varepsilon(t) \cup \left(O^2_R \setminus O^2_R(2\varepsilon)\right) \right\},
\]
\[
H^\varepsilon_{\pm,R}(t) = \left\{ y \in \mathbb{R}^d : m_+(t) + g(m_+(t))y \in \left(O^2_R \setminus O^2_R(2\varepsilon)\right) \right\},
\]
\[
H^\varepsilon_{\pm,R}(t) = \left\{ y \in \mathbb{R}^d : m_+(t) + g(m_+(t))y \in O^2_R \right\}.
\]

Lemma 3.35. Assume \(R > R^*, \gamma > 0\) and \(t \geq 0\). The succeeding estimates hold
\[
(i) \quad \sup_{x : \|x - m_+(t)\| \leq \varepsilon^{\gamma}} \nu\left( \frac{1}{\varepsilon} D_{\pm,R}(x,t) \right) \leq \nu\left( \frac{1}{\varepsilon} D^\varepsilon_{\pm,R}(t) \right) + \nu\left( B^\varepsilon_{\gamma-1}(0) \right),
\]
\[
(ii) \quad \inf_{x : \|x - m_+(t)\| \leq \varepsilon^{\gamma}} \nu\left( \frac{1}{\varepsilon} D^\varepsilon_{\pm,R}(x,t) \right) \geq \nu\left( \frac{1}{\varepsilon} D_{\pm,R}(t) \right) - \nu\left( B^\varepsilon_{\gamma-1}(0) \right),
\]
\[
(iii) \quad \inf_{x : \|x - m_+(t)\| \leq \varepsilon^{\gamma}} \nu\left( \frac{1}{\varepsilon} D^\varepsilon_{\pm,R}(x,t) \right) \geq \nu\left( \frac{1}{\varepsilon} D_{\pm,R}(t) \right) - \nu\left( \frac{1}{\varepsilon} G^\varepsilon_{\pm,R}(t) \right) - \nu\left( B^\varepsilon_{\gamma-1}(0) \right),
\]
\[
(iv) \quad \sup_{x : \|x - m_+(t)\| \leq \varepsilon^{\gamma}} \nu\left( \frac{1}{\varepsilon} D^\varepsilon_{\pm,R}(x,t) \right) \leq \nu\left( \frac{1}{\varepsilon} D_{\pm,R}(t) \right) + \nu\left( \frac{1}{\varepsilon} D^\varepsilon_{\pm,R}(t) \right) + \nu\left( B^\varepsilon_{\gamma-1}(0) \right) + \nu\left( \frac{1}{\varepsilon} H^\varepsilon_{\pm,R}(t) \right).
\]
Proof. For $x$ with $\|x - m_\pm(t)\| \leq \varepsilon^{4\gamma}$ and $y$ satisfying $\|y\| \leq \varepsilon^{-1-\gamma}$ the inequality
\[
\|x + \varepsilon g(x)y - m_\pm(t) - \varepsilon g(m_\pm(t))y\| \leq \varepsilon^{2\gamma}
\]
follows from the Lipschitz continuity of $g$ that results from the boundedness of the derivatives (assumption (N2)). Assume $B \in B(\mathbb{R}^d)$. The inequality above implies the inclusions
\[
\begin{align*}
\left\{ y \in \mathbb{R}^d : x + \varepsilon g(x)y \in B, \|y\| \leq \varepsilon^{-1-\gamma} \right\} & \subseteq \left\{ y \in \mathbb{R}^d : m_\pm(t) + \varepsilon m_\pm(t)y \in B^{+\varepsilon^{2\gamma}} \right\}, \\
\left\{ y \in \mathbb{R}^d : x + \varepsilon g(x)y \in B, \|y\| \leq \varepsilon^{-1-\gamma} \right\} & \supseteq \left\{ y \in \mathbb{R}^d : m_\pm(t) + \varepsilon m_\pm(t)y \in B^{-\varepsilon^{2\gamma}} \right\}
\end{align*}
\]
for $\|x - m_\pm(t)\| \leq \varepsilon^{4\gamma}$. Inclusion (3.9) and the following inclusions
\[
(\Omega_{T,R}(t))^{+\varepsilon^{2\gamma}} \subseteq \Omega_{\tau,R}(t) \cup \Gamma_{R}^{\varepsilon} (t) \cup \left( O_{R}^{-\varepsilon^{2\gamma}} \setminus O_{R} \right),
\]
\[
((\Omega_{t,R}^{\varepsilon})^{+\varepsilon^{2\gamma}}(t) \cap O_{R}^{-\varepsilon^{2\gamma}})^{+\varepsilon^{2\gamma}} \subseteq \Omega_{\tau,R}(t) \cup \Gamma_{R}^{\varepsilon} (t) \cup \left( O_{R} \setminus O_{R}^{-\varepsilon^{2\gamma}} \right) \cup O_{R},
\]
verify assertion (i) and (iv). Due to inclusion (3.10) and the inclusions
\[
((\Omega_{t,R}^{\varepsilon})^{+\varepsilon^{2\gamma}}(t))^{-\varepsilon^{2\gamma}} \supseteq \Omega_{\tau,R}(t),
\]
\[
(\Omega_{t,R}^{\varepsilon})^{+\varepsilon^{2\gamma}}(t) \supseteq \Omega_{\tau,R}(t) \setminus \left( \Gamma_{R}^{\varepsilon} (t) \cup \left( O_{R} \setminus O_{R}^{-\varepsilon^{2\gamma}} \right) \right),
\]
the remaining assertions (ii) and (iii) can be proven. \qed

3.4.2 Main result

Without any further assumptions except those presented in Section 3.2 we can eventually prove a cumbersome estimate of the transition probability.

Proposition 3.36. Suppose $R > R^*$ and $\delta, \bar{\delta} > 0$. Define $I := \left[ \frac{1}{2} - \delta, \frac{1}{2} + \delta \right]$. There are constants $\varepsilon_0, \gamma_0 > 0$ such that the following is true
\[
P_{x} \left( x^\pm_{\varepsilon} \in \left[ \frac{1}{2} - \delta, \frac{1}{2} + \delta \right], \hat{X}_{T,R}^{\varepsilon}(x) \in \Omega_{\tau,R}(2T \tilde{x}_{\varepsilon}^{\pm}) \right) \in
\left[ -\tilde{\delta} + \int_{T}^{2T} \nu \left( \frac{1}{\varepsilon} D_{\tau,R}(t) \right) - \nu \left( \frac{1}{\varepsilon} G_{\tau,R}^{\varepsilon}(t) \right),
\right.
\exp \left\{ -2T \int_{0}^{t} \nu \left( \frac{1}{\varepsilon} D_{\tau,R}(r) \right) + \nu \left( \frac{1}{\varepsilon} G_{\tau,R}^{\varepsilon}(r) \right) + \nu \left( \frac{1}{\varepsilon} H^{\varepsilon}(r) \right) \right\} \int_{0}^{t} \nu \left( \frac{1}{\varepsilon} D_{\tau,R}(r) \right) \int_{0}^{t} \nu \left( \frac{1}{\varepsilon} G_{\tau,R}^{\varepsilon}(r) \right) \int_{0}^{t} \nu \left( \frac{1}{\varepsilon} H^{\varepsilon}(r) \right) \right],
\]
for all $x \in \Omega_{t,R}^{\varepsilon,(0)} \cap O_{R}^{-\varepsilon^{2\gamma}}, \varepsilon \in (0, \varepsilon_0)$ and $\gamma \in (0, \gamma_0)$.

The supposed upper and lower bounds of the transition probability can be altered to be independent of $\varepsilon$ and $R$ through bringing the limit measure $\mu$ into play and by posing assumptions on the error terms $\nu \left( \frac{1}{\varepsilon} G_{\tau,R}^{\varepsilon}(t) \right)$ and $\nu \left( \frac{1}{\varepsilon} H^{\varepsilon}(r) \right)$ and the main term $\nu \left( \frac{1}{\varepsilon} D_{\tau,R}(t) \right)$. At first some definitions follow.
Definition 3.37. For \( s \geq 0 \) consider the homogeneous equation \( \frac{d}{dt} \tilde{x}(t) = -\nabla U(\tilde{x}(t), s), \ t \geq 0 \) and let \( \tilde{\Omega}_\pm(s) \) be the basin of attraction of \( m_\pm(s) \). Let \( \tilde{\Omega}_{\pm,R}(s) := \tilde{\Omega}_\pm(s) \cap O_R \) and define
\[
\tilde{D}_\mp(t) := \left\{ y \in \mathbb{R}^d : m_\pm(t) + g(m_\pm(t))y \in \tilde{\Omega}_\mp(t) \right\},
\]
\[
\tilde{D}_{\pm,R}(t) := \left\{ y \in \mathbb{R}^d : m_\pm(t) + g(m_\pm(t))y \in \tilde{\Omega}_{\pm,R}(t) \right\}.
\]
Due to assumption (T) the period length \( 2T \) equals to \( \frac{c_{\text{per}}}{\varepsilon^\alpha l(\varepsilon^{-1})} \). Introduce the succeeding conditions for \( R \geq R^* \).

(H1) Demand that \( 2T \nu \left( \frac{1}{\varepsilon} \tilde{H}_\mp^c_{\mp,R}(t) \right) \) tends to zero uniformly in \( \varepsilon \) as \( \varepsilon \) converges to zero and the convergence of \( 2T \nu \left( \frac{1}{\varepsilon} \tilde{D}_\mp_{\mp,R}(t) \right) \) to \( c_{\text{per}} \mu \left( H_\mp_{\mp,R}(t) \right) \) is uniform in time as \( \varepsilon \to 0 \).

(H2) The difference \( 2T \left( \nu \left( \frac{1}{\varepsilon} D_{\mp,R}(t) \right) - \nu \left( \frac{1}{\varepsilon} \tilde{D}_{\mp,R}(t) \right) \right) \) is a null sequence as \( \varepsilon \) tends to zero while the convergence is uniform in \( t \). Additionally the convergence of \( 2T \nu \left( \frac{1}{\varepsilon} D_{\mp,R}(t) \right) \) to \( c_{\text{per}} \mu \left( D_{\mp,R}(t) \right) \) as \( \varepsilon \to 0 \) given by the regular variation property shall be uniform in \( t \).

Under these hypotheses the following consequence of the previous proposition is immediate.

Theorem 3.38. Let (H1) and (H2) be satisfied. For all \( \delta, \bar{\delta} > 0 \) there exist \( \gamma, \varepsilon_0 > 0 \) and an \( R > R^* \) such that for all \( \varepsilon < \varepsilon_0 \) the assertion
\[
\left| \mathbb{P}_\varepsilon \left( \tilde{\sigma}_\pm^\varepsilon \in \left[ \frac{1}{2} - \delta, \frac{1}{2} + \delta \right], \tilde{X}_\pm^\varepsilon \left( x \right) \in \tilde{\Omega}_{\pm,R}(2T \tilde{\sigma}_\pm^\varepsilon) \right) - I_\pm^\delta \right| \leq \bar{\delta}
\]
holds uniformly in \( x \in \Omega_{\varepsilon, \varepsilon^2 \gamma}(0) \cap O_R^{-\varepsilon^2 \gamma} \) with
\[
I_\pm^\delta := \exp \left( - \int_0^{(1-\delta)/2} c_{\text{per}} \mu \left( \tilde{D}_\mp(t) \right) \, dt \right) \exp \left( - \int_0^{(1+\delta)/2} c_{\text{per}} \mu \left( \tilde{D}_\mp(t) \right) \, dt \right).
\]

Remark 3.39. In Subsection 3.1.2 among others we calculated the probability that the two-valued Markov chain \( C \) jumps from \(-1\) to \(1\) within the time interval \([T(1-\delta), T(1+\delta)]\). This probability given in equation (3.5) for \( k = 0 \) shows the same structure as the term \( I_\pm^\delta \) that satisfies
\[
I_\pm^\delta = \delta c_{\text{per}} \mu \left( \tilde{D}_\mp \left( \frac{1}{2} \right) \right) e^{-\int_0^{1/2} c_{\text{per}} \mu (\tilde{D}_\mp(t)) \, dt} + O(\delta^2) =: \delta f(c_{\text{per}}) + O(\delta^2).
\]
The function \( f \) attains its maximum at
\[
c_{\text{per}} = \left( \int_0^{1/2} \mu \left( \tilde{D}_\mp(t) \right) \, dt \right)^{-1}.
\]
It is optimal to choose
\[
2T(\varepsilon) = \left( \varepsilon^\alpha l(\varepsilon^{-1}) \int_0^{1/2} \mu \left( \tilde{D}_\mp(t) \right) \, dt \right)^{-1},
\]
which is similar to the optimal period obtained for the Markov chain in Proposition 3.9 \((k = 0)\).
We owe the proof of Proposition 3.36.

Proof. Upper bound
Let $N_t$ be the counting process, associated with the compensated Poisson process $\eta$, with $N_t := \sum_{s \leq t} 1_{\{\Delta \eta_s \neq 0\}}$, which is a Poisson process with parameter $\beta^\varepsilon = \nu(\{\|x\| \geq \varepsilon^{-\rho}\})$. Choose $\rho \in (\frac{2}{3}, 1)$ and $k_\varepsilon := \lfloor \varepsilon^{-\kappa} \rfloor$ for any $\kappa \in [\alpha(1 - \rho), \frac{\alpha}{2}]$. Then for $x \in \Omega_\pm^{\varepsilon, \varepsilon^{2\gamma}}(0) \cap O_R^{-\varepsilon^{2\gamma}}$ we obtain
\[
P_x \left( \tau^\pm_{1, x} \in I, \hat{X}^\pm_{1, x} \in \Omega_{\mp, R}(2T \tau^\pm_{1, x}) \right) \leq \mathbb{P} \left( N_{T(1+\delta)} > k_\varepsilon \right) + \mathbb{P} \left( N_{T(1+\delta)} \leq k_\varepsilon, \tau^\pm_{1, x} \in I, \hat{X}^\pm_{1, x} \in \Omega_{\mp, R}(2T \tau^\pm_{1, x}) \right).
\]
Due to the Poisson distribution of $N_t$ the probability that more than $k_\varepsilon$ jumps of $\eta$ occur before $2T \left( \frac{1}{2} + \frac{\delta}{2} \right) = T(1 + \delta)$ can be estimated through Lemma 3.33 as
\[
\mathbb{P} \left( N_{T(1+\delta)} > k_\varepsilon \right) = \sum_{k=k_\varepsilon+1}^{\infty} e^{-T\beta^\varepsilon(1+\delta)(1 + \beta^\varepsilon(1+\delta)(1 + \delta))} \frac{k^{k_\varepsilon+1}}{(k_\varepsilon+1)!} \leq \frac{(CT\beta^\varepsilon k_\varepsilon^{-1})^{k_\varepsilon+1}}{(k_\varepsilon+1)!}
\]
for some $C > 0$, where the last inequality follows from the formula of Stirling that guarantees $n! \geq \sqrt{2\pi n} n^n e^{-n}$ for $n \in \mathbb{N}$. Because of
\[
\mathbb{P} \left( N_{T(1+\delta)} > k_\varepsilon \right) \leq (CT\beta^\varepsilon k_\varepsilon^{-1})^{k_\varepsilon+1} \leq \left( C - \frac{\gamma}{2\varepsilon^{\alpha} l(\varepsilon^{-\rho})} \varepsilon^{\alpha \rho l(\varepsilon^{-\rho})} \frac{1}{l(\varepsilon^{-\kappa})} \right) \left( \varepsilon^{-\kappa} \right)^{k_\varepsilon+1}
\]
the upper bound is a null sequence as $\varepsilon$ tends to zero if $\kappa > \alpha(1 - \rho)$. Let us study the dynamics under the condition $\{N_{T(1+\delta)} \leq k_\varepsilon\}$. As usual, we distinguish between exits from a well between the normalized jump times $\hat{\tau}_k = \frac{\tau^\pm_{1, x}}{2T}$ of $\eta$ and those occurring exactly at $\hat{\tau}_k$. For $x \in \Omega_\pm^{\varepsilon, \varepsilon^{2\gamma}}(0) \cap O_R^{-\varepsilon^{2\gamma}}$ we estimate
\[
P_x \left( N_{T(1+\delta)} \leq k_\varepsilon, \hat{X}^\pm_{\hat{\tau}_k}(x) \in \Omega_{\mp, R}(2T \hat{\tau}_k) \right) \leq \sum_{k=1}^{k_\varepsilon} \left[ \mathbb{P}_x \left( \hat{\tau}^\pm_{1, x} = \hat{\tau}_k \in I, \hat{X}^\pm_{\hat{\tau}_k}(x) \in \Omega_{\mp, R}(2T \hat{\tau}_k) \right) + \mathbb{P}_x \left( \hat{\tau}^\pm_{1, x} \in (\hat{\tau}_{k-1}, \hat{\tau}_k) \cap I, \hat{X}^\pm_{\hat{\tau}_k}(x) \in \Omega_{\mp, R}(2T \hat{\tau}_k) \right) \right].
\]
A direct transition from one bounded and reduced domain to the other one is impossible on the event $E_{\hat{\tau}_{k-1}, \hat{\tau}_k}(\hat{X}^\pm_{\hat{\tau}_{k-1}})$. This implies
\[
P_x \left( \hat{\tau}^\pm_{1, x} \in (\hat{\tau}_{k-1}, \hat{\tau}_k) \cap I, \hat{X}^\pm_{\hat{\tau}_k}(x) \in \Omega_{\mp, R}(2T \hat{\tau}_k) \right) = \mathbb{E}_x \left[ \prod_{j=0}^{k-2} \mathbf{1} \left( B^\pm_{\hat{\tau}_j, \hat{\tau}_{j+1}}(\hat{X}^\pm_{\hat{\tau}_j}(x)) \right) E \left( F^\pm_{\hat{\tau}_{k-1}, \hat{\tau}_k}(\hat{X}^\pm_{\hat{\tau}_{k-1}}(x)) | \mathcal{F}_{\hat{\tau}_{k-1}} \right) \right].
\]
Due to the strong Markov property of the homogenised process \((\hat{X}^\varepsilon_\tau, t)_{t \geq 0}\) the involved conditional expectation is a function \(h\) depending on the initial value \(\hat{X}^\varepsilon_{\hat{\tau}_{k-1}}\) and the starting time \(\hat{\tau}_{k-1}\). It holds
\[
\mathbb{P}_x \left( \hat{\tau}^\varepsilon_\pm \in (\hat{\tau}_{k-1}, \hat{\tau}_k) \cap I, \hat{X}^\varepsilon_{\hat{\tau}_{k}}(x) \in \Omega_{\tau,R}(2T\hat{\tau}_k) \right)
\leq \mathbb{E}_x \left( \prod_{j=0}^{k-2} 1 \left( B^+_{j, \hat{\tau}_j, \hat{\tau}_{j+1}}(\hat{X}^\varepsilon_\tau(x)) \right) 1 \left( \mathbb{P}_X \left( \sup_{x_0 \in \Omega_{\tau,R}(2T\hat{\tau}_k)} |h(x_0, \hat{\tau}_k)| \geq \varepsilon \right) \right) \right)
\leq \sup_{r \geq 0} \sup_{x_0 \in \Omega_{\tau,R}(r)} \mathbb{P}_x \left( \sup_{t \leq \tau_1} \|X^\varepsilon_{r,t}(x) - X^0_{r,t}(x)\| \geq \varepsilon \right).
\]

From Theorem 3.18 we derive the upper bound \(e^{-\varepsilon - p}\) for the probability of an exit between two normalized jump times of \(\eta\).

It is left to treat exits arising from big jumps. Remember Definition 3.28 to get
\[
\mathbb{P}_x \left( \hat{\tau}^\varepsilon_\pm = \hat{\tau}_k \in I, \hat{X}^\varepsilon_{\hat{\tau}_k}(x) \in \Omega_{\tau,R}(2T\hat{\tau}_k) \right)
= \mathbb{E}_x \left( 1_{\{\hat{\tau}_k \in I\}} \prod_{j=0}^{k-2} 1 \left( B^+_{j, \hat{\tau}_j, \hat{\tau}_{j+1}}(\hat{X}^\varepsilon_\tau(x)) \right) 1 \left( \mathbb{P}_X \left( \sup_{x_0 \in \Omega_{\tau,R}(2T\hat{\tau}_k)} \mathbb{P}_{B^+_{j, \hat{\tau}_j, \hat{\tau}_{j+1}}(x)} \right) \right) \right)
\leq \int_{I} \int_0^{t_k} \cdots \int_0^{t_2} \left( 2T\beta^\varepsilon \right)^k e^{-2T\beta^\varepsilon t_k} \prod_{j=0}^{k-2} \sup_{x_0 \in \Omega_{\tau,R}(2T\hat{\tau}_k)} \mathbb{P}_{B^+_{j, \hat{\tau}_j, \hat{\tau}_{j+1}}(x)} \right) \quad \text{d}t_1 \cdots \text{d}t_k,
\]

with \(t_0 = 0\) while the inequality follows from Lemma 3.30. Multiply the integrand with the identity
\[
1 = \prod_{j=0}^{k-1} 1_{\{2T(t_{j+1} - t_j) \geq R_{\gamma}\}} + 1 - \prod_{j=0}^{k-1} 1_{\{2T(t_{j+1} - t_j) \geq R_{\gamma}\}}
\]
and exploit Lemma 3.31 (i) and (ii) for the main part of the probability of a transition at \(\hat{\tau}_k\) to end up with
\[
\mathbb{P}_x \left( \hat{\tau}^\varepsilon_\pm = \hat{\tau}_k \in I, \hat{X}^\varepsilon_{\hat{\tau}_k}(x) \in \Omega_{\tau,R}(2T\hat{\tau}_k) \right)
\leq \int_{I} \int_0^{t_k} \cdots \int_0^{t_2} \left( 2T\beta^\varepsilon \right)^k e^{-2T\beta^\varepsilon t_k} \prod_{j=0}^{k-1} \left( \beta^\varepsilon e^{-\varepsilon - p} + \sup_{x: \|x - m_{\pm}(t_j)\| \leq \varepsilon \gamma} \nu \frac{B^c_{\varepsilon - p} (0) \cap \{\varepsilon \} D^x_{\varepsilon, R(x, t_j)} \}} \right)
\leq \int_{I} \int_0^{t_k} \cdots \int_0^{t_2} \left( 2T\beta^\varepsilon \right)^k e^{-2T\beta^\varepsilon t_k} \left( 1 - \prod_{j=0}^{k-1} 1_{\{2T(t_{j+1} - t_j) \geq R_{\gamma}\}} \right) \quad \text{d}t_1 \cdots \text{d}t_k.
\]

The error term consisting of the last iterated integral of the upper bound above can be treated
with Lemma 3.32 (i) with $c := \frac{R_e}{2Tt}$, $C := t_k$ and $n := k - 1$ as presented in the sequel:

$$
\int_{I} \int_{0}^{t_k} \cdots \int_{0}^{t_1} (2T \beta^e)^k \epsilon^{-2T \beta^e t_k} \left( 1 - \prod_{j=0}^{k-1} 1_{\{2T(t_j+1-t_j) \geq R_{e\gamma}\}} \right) dt_1 \cdots dt_k
\leq \int_{I} e^{-2T \beta^e t} \sum_{k=1}^{k_{e\gamma}} (2T \beta^e)^k \frac{t_{k-1}}{(k-1)!} \left( 1 - \left( 1 - \frac{kR_{e\gamma}}{2T} \right)^{k-1} \right) dt.
$$

For integers $k \leq k_e$ and $t \in I$ the term $\frac{k(k-1)R_{e\gamma}}{2Tt}$ is at most of order $\epsilon^{\alpha - 2\kappa}$ and thus converges to zero as $\epsilon \to 0$ and $\kappa < \frac{\alpha}{2}$ which holds due to $\kappa < \frac{\alpha}{2}$. This and the series representation

$$
\log(1 + x) = \sum_{j=1}^{\infty} \frac{(-1)^{j+1} x^j}{j} \text{ for } |x| < 1 \text{ enable us to estimate}
$$

$$
(1 - R_{e\gamma} \frac{k}{2Tt})^{k-1} = \exp \left( (k-1) \left( -\frac{R_{e\gamma} k}{2Tt} - \frac{(R_{e\gamma} k)^2}{2(2Tt)^2} - \frac{(R_{e\gamma} k)^3}{3(2Tt)^3} - \cdots \right) \right)
\geq \exp \left( -\frac{R_{e\gamma} k(k-1)}{2Tt} - \frac{(R_{e\gamma} (k-1))^2}{2(2Tt)^2} - \frac{(R_{e\gamma} k(k-1))^{3}}{3(2Tt)^3} - \cdots \right)
= 1 - \frac{R_{e\gamma} k(k-1)}{2Tt}
$$

and these considerations induce

$$
\int_{I} \int_{0}^{t_k} \cdots \int_{0}^{t_1} (2T \beta^e)^k \epsilon^{-2T \beta^e t_k} \left( 1 - \prod_{j=0}^{k-1} 1_{\{2T(t_j+1-t_j) \geq R_{e\gamma}\}} \right) dt_1 \cdots dt_k
\leq k_{e\gamma} \sum_{k=1}^{\infty} \left( \frac{2T \epsilon^{-2T \beta^e t}}{k!} \right) dt.
$$

Adding up these errors for $k \in \{1, \ldots, k_e\}$ yields an error of order $\epsilon^{\alpha - 2\kappa}$ that vanishes as $\epsilon \to 0$ because $\kappa < \frac{\alpha}{2}$. Because of the well known series representation of $e^x$ and Lemma 3.32 (ii) the probability for a transition to the other bounded and reduced domain through a big jump within the time interval $I$ can be bounded by

$$
\sum_{k=1}^{k_{e\gamma}} \mathbb{P}_\epsilon(\hat{\tau}_e^- = \hat{\tau}_k \in I, \hat{X}^\epsilon_{\hat{\tau}}(x) \in \Omega_\epsilon, R(2T \hat{\tau}_k))
\leq k_{e\gamma}^2 \beta^e R_{e\gamma} + \int_{I} \left[ 2T \epsilon^{-2T \beta^e t} \left( \beta^e e^{-\epsilon - \rho} + \sup_{x: ||x-m_\pm(t)|| \leq \epsilon^\gamma} \nu \left( \frac{1}{\epsilon} D_{\pm, \epsilon} R(x, t) \right) \right) \right]
\sum_{k=1}^{\infty} \left( \frac{2T \epsilon^{-2T \beta^e t}}{k!} \right) dt.
$$

$$
\leq k_{e\gamma}^2 \beta^e R_{e\gamma} + \int_{I} \left[ 2T \left( \beta^e e^{-\epsilon - \rho} + \sup_{x: ||x-m_\pm(t)|| \leq \epsilon^\gamma} \nu \left( \frac{1}{\epsilon} D^\epsilon_{\pm, \epsilon} R(x, t) \right) \right) \right]
\exp \left( -2T \int_{0}^{t} \inf_{x: ||x-m_\pm(t)|| \leq \epsilon^\gamma} \nu \left( \frac{1}{\epsilon} D_{\pm, \epsilon}^\gamma R(x, r) \right) \right) e^{-\epsilon^\beta - \rho} dr \right] dt.
$$
The exponential terms in $\varepsilon$ only produce exponentially small errors. From Lemma 3.35 (i) and (ii), $2T\nu(B_{e-1/2}^c(0)) \approx \varepsilon^{\alpha\gamma}$ and all previous arguments the supposed upper bound follows.

**Lower bound**

Again choose $\rho \in (\frac{3}{4},1)$ and $k_\varepsilon = \lfloor \varepsilon^{-\kappa} \rfloor$ for $\kappa \in [\alpha(1-\rho),\frac{\alpha\rho}{2}]$. Exits arising from small jumps or very late big jumps can immediately be disregarded as done in the first estimate below

$$\mathbb{P}_x \left( \hat{\tau}^c_\varepsilon \in I, \hat{X}^c_\varepsilon (x) \in \Omega_{\mp,R}(2T\hat{\tau}^c_\varepsilon) \right)$$

$$\geq \sum_{k=1}^{k_\varepsilon} \mathbb{P}_x \left( \hat{\tau}^c_\varepsilon = \hat{\tau}_k \in I, \hat{X}^c_\varepsilon (x) \in \Omega_{\mp,R}(2T\hat{\tau}_k) \right)$$

$$\geq \sum_{k=1}^{k_\varepsilon} \mathbb{E}_x \left( 1_{(\hat{\tau}_k \in I)} \prod_{j=0}^{k-2} 1 \left( B_{x}^{\pm,j}(t_{j+1})(\hat{X}^c_\varepsilon (x)) \right) 1 \left( C_{x}^{\pm,k-1}(x) \right) \prod_{j=0}^{k-2} \inf_{x \in \Omega_{\mp,R}(2Tt_j)} \mathbb{P} \left( B_{x}^{\pm,j}(t_{j+1})(x) \right) \right)$$

$$\geq \sum_{k=1}^{k_\varepsilon} \int_0^{t_1} \cdots \int_0^{t_2} \left[ (2T)^k e^{-2T\beta^\varepsilon t_k} \prod_{j=0}^{k-2} \inf_{x \in \Omega_{\mp,R}(2Tt_j)} \mathbb{P} \left( B_{x}^{\pm,j}(t_{j+1})(x) \right) \right] dt_1 \cdots dt_k,$$

while the last estimate is a consequence of Lemma 3.30. Introducing the factor

$$\prod_{j=0}^{k-1} \mathbb{1}_{(2T(t_{j+1}-t_j) > R_{\varepsilon^n})} \in [0,1]$$

and applying Lemma 3.31 (iii) and (iv) yields

$$\mathbb{P}_x \left( \hat{\tau}^c_\varepsilon \in I, \hat{X}^c_\varepsilon (x) \in \Omega_{\mp,R}(2T\hat{\tau}^c_\varepsilon) \right)$$

$$\geq \sum_{k=1}^{k_\varepsilon} \int_0^{t_1} \cdots \int_0^{t_2} \left[ (2T)^k e^{-2T\beta^\varepsilon t_k} \prod_{j=0}^{k-2} \inf_{x \in \Omega_{\mp,R}(2Tt_j)} \mathbb{P} \left( B_{x}^{\pm,j}(t_{j+1})(x) \right) \right] dt_1 \cdots dt_k.$$

Omitting $\prod_{j=0}^{k-1} \mathbb{1}_{(2T(t_{j+1}-t_j) > R_{\varepsilon^n})}$ again produces an error of order $\varepsilon^{\alpha\rho-2\kappa}$ which is a null sequence under our assumptions. An extension of the finite sum for $k \in \{1, \ldots, k_\varepsilon \}$ to an infinite series creates another error which is smaller than $\mathbb{P}(N_{T(1+\delta) > k_\varepsilon})$ and thus a null sequence as $\varepsilon$ tends to zero if $\kappa > \alpha(1-\rho)$. Again ignore the terms $e^{-\varepsilon - p}$, use Lemma 3.35 (iii) and (iv) and $2T\nu(B_{e-1}^c(0)) \approx \varepsilon^{\alpha\gamma}$ to complete the proof.

**3.4.3 The transition probability for the Marcus stochastic differential equation**

The handling of $Z^\varepsilon$ solving (3.2) is usually quite laborious, but again we can adopt the methods from the congeneric Itô case. The main distinction concerning transitions from $\Omega_{\mp}(2Tt)$ to $\Omega_{\mp}(2Tt)$ is the importance of big jumps $W_1$ with $\varphi(1; m_{\pm}(t), \varepsilon W_1) = \varepsilon \varphi(1; m_{\pm}(t), W_1) \in \Omega_{\mp}(2Tt)$ where

$$\frac{d}{dt} \varphi(t; x, y) = g(\varphi(t; x, y))y, \quad \varphi(0; x, y) = x,$$

instead of those with $m_{\pm}(t) + \varepsilon g(m_{\pm}(t))W_1 \in \Omega_{\mp}(2Tt)$. 

$$\frac{d}{dt} \varphi(t; x, y) = g(\varphi(t; x, y))y, \quad \varphi(0; x, y) = x,$$
Definition 3.40. Define the scaled process \( \tilde{Z}^\varepsilon_i = Z^\varepsilon_{2Tt} \), the exit time

\[
\tilde{\tau}^M_{\pm} = \inf \left\{ t \geq 0 : \tilde{Z}^\varepsilon_t \notin \Omega^\varepsilon_{\pm,R}(2Tt) \right\},
\]

and the relevant jump sets

\[
D^M_{\pm,R}(t) = \left\{ y \in \mathbb{R}^d : \varphi(1; m_{\pm}(t), y) \in \Omega_{\pm}(2Tt) \right\},
\]

\[
G^M_{\pm,R}(t) = \left\{ y \in \mathbb{R}^d : \varphi(1; m_{\pm}(t), y) \in \Gamma^{\varepsilon\gamma,\varepsilon^{2\gamma}}(2Tt) \cup \left( O^\varepsilon_{R^{2\gamma}} \setminus O^\varepsilon_R \right) \right\},
\]

\[
H^M_{\pm,R}(t) = \left\{ y \in \mathbb{R}^d : \varphi(1; m_{\pm}(t), y) \in \left( O^{\varepsilon}_{R^{2\gamma}} \right) \right\},
\]

\[
H^M_{\pm,R}(t) = \left\{ y \in \mathbb{R}^d : \varphi(1; m_{\pm}(t), y) \in O^\varepsilon_R \right\}.
\]

Proposition 3.41. Suppose \( R > R^* \) and \( \delta, \tilde{\delta} > 0 \). Define \( I = \left[ \frac{1}{2} - \frac{\tilde{\delta}}{2}, \frac{1}{2} + \frac{\tilde{\delta}}{2} \right] \). There are constants \( \varepsilon_0, \gamma_0 > 0 \) such that the following is true

\[
\mathbb{P}_x \left( \tilde{\tau}^M_{\pm} \in \left[ \frac{1}{2} - \frac{\delta}{2}, \frac{1}{2} + \frac{\delta}{2} \right], \tilde{Z}^\varepsilon_{\tilde{\tau}^M_{\pm}}(x) \in \Omega_{\pm,R}(2T\tilde{\tau}^M_{\pm}) \right) 
\]

\[
\left[ -\delta + \int_0^{2T} \left( \nu \left( \frac{1}{\varepsilon} D^M_{\pm,R}(t) \right) - \nu \left( \frac{1}{\varepsilon} G^M_{\pm,R}(t) \right) - \nu \left( \frac{1}{\varepsilon} H^M_{\pm,R}(t) \right) \right) dt \right],
\]

\[
\left[ \tilde{\delta} + \int_0^{2T} \left( \nu \left( \frac{1}{\varepsilon} D^M_{\pm,R}(r) \right) + \nu \left( \frac{1}{\varepsilon} G^M_{\pm,R}(r) \right) + \nu \left( \frac{1}{\varepsilon} H^M_{\pm,R}(r) \right) \right) dr \right]
\]

for all \( x \in \Omega^{\varepsilon\gamma,\varepsilon^{2\gamma}} \cap O^{\varepsilon}_{R^{2\gamma}}, \varepsilon \in (0, \varepsilon_0) \) and \( \gamma \in (0, \gamma_0) \).

Proof. The proof of Proposition 3.36 can be retraced. A minor difference occurs in the preparatory Lemma 3.35 which explains the slightly different error terms in the upper and lower bound. If \( \|x - z\| \) is small, \( \varphi(1;x,y) \) belongs to the neighbourhood of \( \varphi(1;z,y) \) for \( y \) chosen from a bounded set. From the Lipschitz continuity of all components of \( g \) with Lipschitz constant \( \lambda g \), Gronwall’s Lemma, \( \varepsilon W_t \) taken from \( B_R(0) \), and \( x \in B_{\varepsilon^{2\gamma}}(m_{\pm}(t)) \) we can deduce

\[
\| \varphi(1;x,\varepsilon W_t) - \varphi(1;m_{\pm}(t),\varepsilon W_t) \|
\]

\[
\leq \|x - m_{\pm}(t)\| + \varepsilon \int_0^1 \| (g(\varphi(r;x,\varepsilon W_t)) - g(\varphi(r;m_{\pm}(t),\varepsilon W_t))) W_t \| dr
\]

\[
\leq \|x - m_{\pm}(t)\| e^{\lambda g R},
\]

\[
\leq \varepsilon^{3\gamma}.
\]

This produces the additional error term \( \nu \left( B^\varepsilon_{\varepsilon^{-1}R}(0) \right) \). □
**Definition 3.42.** Analogously to $\tilde{D}(t)$ define

$$\tilde{D}^M_\mp(t) = \{ y \in \mathbb{R}^d : \varphi(1; m_\pm(t), y) \in \tilde{\Omega}_\mp(t) \}.$$ 

As for the Itô case introduce the hypotheses (H1) and (H2) with $C^M_\pm, R(t)$, $H^M_\pm, R(t)$, $D^M_\pm, R(t)$ and $\tilde{D}^M_\pm, R(t)$ instead of their Itô analogues. Call the assumptions (HM1) and (HM2).

**Theorem 3.43.** Assume (HM1) and (HM2) are fulfilled. For all $\delta, \delta > 0$ there exist $\gamma, \varepsilon_0 > 0$ and an $R > R^*$ such that for all $\varepsilon < \varepsilon_0$ the estimate

$$|P_x\left(\tilde{\tau}^M_\mp \in \left[\frac{1}{2} - \frac{\delta}{2}, \frac{1}{2} + \frac{\delta}{2}\right], \tilde{Z}^\varepsilon_{\mp M, R}(x) \in \Omega_\mp, R \left(2T^M_\mp\right) \right) - I^{M, \delta}_\pm| \leq \delta$$

holds uniformly for all $x \in \Omega_{\mp, x^2}(0) \cap O_{R}^{-2\gamma}$ with

$$I^{M, \delta}_\pm := \exp \left( - \int_0^{(1-\delta)/2} c_{\per} \mu \left( \tilde{D}^M_\mp(t) \right) dt \right) - \exp \left( - \int_0^{(1+\delta)/2} c_{\per} \mu \left( \tilde{D}^M_\mp(t) \right) dt \right).$$

The optimal choice of $T(\varepsilon)$ is given by $2T(\varepsilon) = \left( \varepsilon^{\alpha l(\varepsilon^{-1})} \int_0^{1/2} \mu(\tilde{D}^M_\mp(t)) dt \right)^{-1}$. 
Chapter 4

Metastable behaviour of a jump diffusion driven by a periodic additive process

In the current chapter, we focus our attention on the stochastic differential equation

\[ Y_\varepsilon(t)(y) = y - \int_0^t \nabla V(Y_\varepsilon(s)) \, ds + \varepsilon A_T(t), \quad (4.1) \]

where the source of periodicity lies within the perturbation process \( A_T \) and not in the drift term \( V \). Let \( V \) be a double-well potential fulfilling conditions (V1)-(V4) (Section 2.1). Additionally the decomposition (2.4) of the additive process \( A_T \) holds true and assumptions (A1) and (A2) are satisfied (Subsection 2.4.1 page 22). In particular, we assume that the local characteristics of the process \( A_T \) contain an \( \alpha(t/2T) \)-stable Lévy measure where \( \alpha : \mathbb{R}_+ \to [\alpha_*, \alpha^*] \) with \( 0 < \alpha_* < \alpha^* < 2 \) is 1-periodic and has a unique minimum at \( a \in (0, 1) \).

At the beginning a simplification of the essential dynamics of the solution \( Y_\varepsilon \) is made by considering a time-continuous two-state Markov chain with a periodic \( Q \)-matrix and transition rates of order \( \varepsilon^{\alpha(t/2T)} \). This Markov chain is almost periodic if the half period \( T \) is chosen appropriately according to the noise intensity \( \varepsilon \). Afterwards the exit times of the jump diffusion \( Y_\varepsilon \) from regions of attraction are examined which reveals the same critical time scale as for the approximative Markov chain.

4.1 Approximation by a two-state Markov chain

In the stochastic differential equation (4.1) the source of periodicity is the noise term which is an additive process with time-dependent stability index \( \alpha \). For transitions the lowest value \( \alpha_* \) of the 1-periodic function \( \alpha \) will be decisive, since then the jump affinity is the greatest. Define the non-autonomous Markov chain \( \mathcal{C} = (\mathcal{C}_t)_{t \geq 0} \) on the state space \( \{-1, 1\} \) and the
Q-matrix
\[ Q^\epsilon_c(t) = \begin{pmatrix} -\varphi_c(t) & \varphi_c(t) \\ \varphi_c(t) & -\varphi_c(t) \end{pmatrix}, \quad t \geq 0, \]
that for simplicity contains equal transition rates for both states given by
\[ \varphi_c(t) = p \left( \frac{t}{2T} \right) e^{\alpha(t/2T)}, \]
where \( p: \mathbb{R}_+ \to [p_+, p^-] \) with \( 0 < p_+ < p^- < \infty \) is piecewise-continuous and satisfies \( p(t) = p(t + 1) \) and \( \alpha \) is given as in assumption (A2). Let \( T_n \) denote the \( n \)-th jump time of the Markov chain and define the normalized times \( \tau_n = \frac{T_n}{T_\epsilon} \). The computation of the conditional density of \( \tau_n \) given that \( \tau_{n-1} = s \geq 0 \) works similar as in Lemma 3.7 with \( \varphi_C \) replaced by \( \varphi_c \) and without a dependence on the value of \( C \) before the jump. The assertion about the Laplace transform can also partly be copied from Lemma 3.8. The functions \( L_- \) and \( L_+ \) coincide.

**Lemma 4.1.** The conditional Laplace transform \( L \) of \( \tau_n \) given \( \tau_{n-1} = s \geq 0 \) is
\[ L(x) = \frac{\int_s^{s+2} T p \left( \frac{t}{2} \right) e^{-xt} - T \int_t^s T p \left( \frac{t}{2} \right) e^{\alpha(r/2)dr} dt}{1 - e^{-2x - T \int_0^2 T p \left( \frac{t}{2} \right) e^{\alpha(r/2)dr} dt}}, \quad x \geq 0. \]
Assume \( T = \epsilon^{-\mu} \) for \( \mu > 0 \) and distinguish the following cases (see Figure 4.1).

(i) If \( \mu \leq \alpha_* \), then the weak limit of the conditional law of \( \tau_n \) is the null measure. This means \( \lim_{\epsilon \to 0} \mathbb{P}(\tau_n \geq t|\tau_{n-1} = s) = 1 \) for all \( t \geq s \).

(ii) If \( \mu > \alpha^* \), then the conditional Laplace transform \( L(x) \) converges to the Laplace transform of the Dirac measure in \( s \).

(iii) Assume \( \mu \in (\alpha_*, \alpha^*) \) and define \( u \in [s, s + 2] \) by \( u = \inf \{ t \geq s : \alpha \left( \frac{t}{2} \right) = \mu \} \). If additionally \( \mu > \alpha \left( \frac{t}{2} \right) \) holds, the limit of the Laplace transform \( L(x) \) is again the Dirac measure in \( s \). For \( \mu \leq \alpha \left( \frac{t}{2} \right) \) the weak limit of the conditional law of \( \tau_n \) is the Dirac measure in \( u \).

**Proof.** Mimic the first part of the proof of Lemma 3.8 to verify the formula of \( L(x) \).

(i) In the case of \( \mu < \alpha_* \), the integral \( \int_0^1 p(r)e^{\alpha(r) - \mu}dr \) is bounded from above by \( p^* e^{\alpha_* - \mu} \) and thus converges to zero. That is why the numerator of \( L(x) \) admitting this integral as an upper bound tends to zero and the denominator converges to \( 1 - e^{-2x} \). All in all \( L(x) \) is a null sequence as \( \epsilon \) decreases. Let \( T \) be equal to \( \epsilon^{-\mu} \), then from Laplace’s method (Lemma 2.47) we can deduce
\[ \lim_{\epsilon \to 0} \sqrt{\log \epsilon |\sqrt{\frac{\alpha_0(a)}{2\pi p(a)}} \int_0^1 p(t)e^{\alpha(t) - \mu} dt} = 1. \]
Due to Laplace’s method (Lemma 2.47) for all $t \geq 0$ the integral
\[ \int_t^{t+2} p\left( r/2 \right) \varepsilon^{\alpha(r/2) - \alpha^*} \, dr \]
is of order $|\log \varepsilon|^{-1/2}$ and thus tends to zero as $\varepsilon$ does. The denominator of the Laplace transform $L(x)$ tends to $1 - e^{-2x}$ and the numerator also vanishes as $\varepsilon$ converges to zero. This guarantees the null measure as weak limit for the conditional law of $\tau_n$ in the case of $T = \varepsilon^{-\alpha^*}$.

(ii) Assume $\mu > \alpha^*$. For all $t \geq 0$ we have
\[ \lim_{\varepsilon \to 0} \int_t^{t+2} p\left( r/2 \right) \varepsilon^{\alpha(r/2) - \mu} \, dr \geq \lim_{\varepsilon \to 0} 2p\varepsilon^{\alpha^*-\mu} = \infty. \]
Thus the denominator of $L(x)$ tends to 1. Because of the last estimate for $t = s$ and
\[ Tp\left( t/2 \right) \varepsilon^{\alpha(t/2)} \leq Tp\left( t/2 \right) \varepsilon^{\alpha(t/2) + x}, \quad x \geq 0 \]
the numerator of the Laplace transform is bounded from above by $e^{-xs}$ since we have
\[ \lim_{\varepsilon \to 0} \int_s^{s+2} p\left( \frac{t}{2} \right) e^{\alpha(t/2) - \mu} e^{-xt - \int_s^t p(r/2)\varepsilon^{\alpha(r/2) - \mu} \, dr} \, dt \]
\[ \leq \lim_{\varepsilon \to 0} \int_s^{s+2} p\left( \frac{t}{2} \right) e^{\alpha(t/2) - \mu + x} e^{-xt - \int_s^t p(r/2)\varepsilon^{\alpha(r/2) - \mu} \, dr} \, dt \]
\[ = \lim_{\varepsilon \to 0} e^{-xs} - e^{-x(s+2) - \int_s^{s+2} p(r/2)\varepsilon^{\alpha(r/2) - \mu} \, dr} \]
\[ = e^{-xs}. \]
It remains to verify the same lower bound. Estimate
\[
\lim_{\varepsilon \to 0} \int_s^{s+2} p \left( t \varepsilon^{(t/2)-\mu} e^{-xt-f^*_s p(r/2)e^{\alpha(r/2)-\mu}} dr \right) dt
\]
\[
\geq \lim_{\varepsilon \to 0} \int_s^{s+2} \frac{p \left( \frac{t}{2} \right) \varepsilon^{(t/2)-\mu}}{p \left( \frac{1}{2} \right) \varepsilon^{(t/2)-\mu} + x} \left( p \left( \frac{1}{2} \right) \varepsilon^{(t/2)-\mu} + x \right) e^{-xt-f^*_s p(r/2)e^{\alpha(r/2)-\mu}} dt
\]
\[
\geq \lim_{\varepsilon \to 0} \frac{1}{1 + xp^*_s 1^{x-\alpha^*}} \left( e^{-xs} - e^{-x(s+2)-f^*_s^{s+2} p(r/2)e^{\alpha(r/2)-\mu}} \right)
\]
\[
= e^{-xs}.
\]

(iii) Assume \( \mu \in (\alpha_*, \alpha^*) \). Due to \( \mu > \alpha_* \) the exponent \( \alpha \left( \frac{t}{2} \right) - \mu < 0 \) on an interval \( B_t \subseteq [t, t+2], \ t \geq 0 \), of positive length. That ist why \( \int_0^2 p \left( \frac{t}{2} \right) \varepsilon^{\alpha(r/2)-\mu} dr \) diverges and we obtain the convergence to 1 of the denominator of \( L(x) \). Concentrate on the special case \( \mu = \alpha^* \) and assume without loss of generality \( \alpha^* = \alpha \left( \frac{1}{2} \right) \). Calculate
\[
\int_s^{s+2} p \left( \frac{t}{2} \right) \varepsilon^{\alpha(t/2)-\alpha^*} e^{-xt-f^*_s p(r/2)e^{\alpha(r/2)-\alpha^*}} dr \\cdot dt
\]
\[
= \int_s^{s+2} -e^{-xt-f^*_s p(r/2)e^{\alpha(r/2)-\alpha^*}} dr \cdot dt - x \int_s^{s+2} e^{-xt-f^*_s p(r/2)e^{\alpha(r/2)-\alpha^*}} dr \cdot dt
\]
\[
= \left( e^{-xs} - e^{-x(s+2)-f^*_s^{s+2} p(r/2)e^{\alpha(r/2)-\alpha^*}} \right) - x \int_s^{s+2} e^{-xt-f^*_s p(r/2)e^{\alpha(r/2)-\alpha^*}} dr \cdot dt.
\]
The term in brackets tends to \( e^{-xs} \) because the integral of \( p \left( \frac{t}{2} \right) \varepsilon^{\alpha(r/2)-\alpha^*} \) over \( [s, s+2] \) diverges since \( \alpha(r) - \alpha^* < 0 \) on a subset of \( [s, s+2] \) of positive length. It remains to prove the convergence to zero of the integral of the exponential function. For any \( \delta > 0 \) we estimate
\[
\int_s^{s+2} e^{-xt-f^*_s p(r/2)e^{\alpha(r/2)-\alpha^*}} dr \leq 2\delta + \int_{s+\delta}^{s+2} e^{-xt-(t-s)p_\varepsilon^{\alpha(s+\delta)/2)}e^{\alpha(s+\delta/2)/2)\alpha - \alpha^*} dt
\]
\[
\leq 2\delta + \frac{2}{x + p_\varepsilon^{\alpha((s+\delta)/2)\alpha + (s+\delta/2)/2)\alpha - \alpha^*}}
\]
which is small if \( \varepsilon < \varepsilon_0(\delta) \), as long as \( \alpha((s+\delta)/2) \vee (s+2-\delta)/2 < \alpha^* \). This finishes the proof of the convergence of \( L(x) \) to \( e^{-xs} \) if \( \mu = \alpha^* \). Now consider \( \alpha^* > \mu > \alpha \left( \frac{1}{2} \right) \wedge \alpha_* \). Due to the inequality \( \mu > \alpha_* \) the divergence of the integral of \( p \left( \frac{t}{2} \right) \varepsilon^{\alpha(r/2)-\mu} \) over \( [s, s+2] \) follows and yields the convergence to one of the denominator of \( L(x) \). The numerator admits the upper bound \( e^{-xs} \). Analogously as in (ii) we get for small \( \delta > 0 \) that
\[
\lim_{\varepsilon \to 0} \int_s^{s+2} p \left( \frac{t}{2} \right) \varepsilon^{\alpha(t/2)-\mu} e^{-xt-f^*_s p(r/2)e^{\alpha(r/2)-\mu}} dr \cdot dt
\]
\[
\geq \lim_{\varepsilon \to 0} \int_s^{u-\delta} \frac{1}{1 + xp_\varepsilon^{1+\alpha((u-\delta)/2)}} \left( -\frac{d}{dt} e^{-xt-f^*_s p(r/2)e^{\alpha(r/2)-\mu}} \right) dt
\]
\[
\geq \lim_{\varepsilon \to 0} \frac{1}{1 + xp_\varepsilon^{1+\alpha((u-\delta)/2)}} \left( e^{-xs} - e^{-x(u-\delta)-f^*_s^{u-}\mu} \right)
\]
\[
= e^{-xs}
\]
due to \( \alpha \left( \frac{1}{2} \right) \leq \mu \) for \( t \in [s, u-\delta] \). This proves the convergence to the Dirac measure in \( s \).
Now consider the case when $\mu \in \left(\alpha, \alpha\left(\frac{2}{3}\right)\right)$. Again the denominator of $L(x)$ tends to 1. The analysis of the numerator demands a splitting of $[s, s + 2]$ as on page 20 of [19]. Define $l_\varepsilon = \frac{\log \sqrt{\log \varepsilon}}{\log \varepsilon} < 0$ with $l_\varepsilon \to 0$ and

$$
\Delta_1 = \left\{ t \in [s, s + 2] : \alpha \left(\frac{t}{2}\right) \geq \mu - l_\varepsilon \right\},
$$

$$
\Delta_2 = \left\{ t \in [s, s + 2] : \alpha \left(\frac{t}{2}\right) \leq \mu \right\},
$$

$$
\Delta_3 = \left\{ t \in [s, s + 2] : \alpha \left(\frac{t}{2}\right) \in [\mu, \mu - l_\varepsilon] \right\}.
$$

The numerator of $L(x)$ equals to the sum of the integrals over $\Delta_1$, $\Delta_2$ and $\Delta_3$. The integral over $\Delta_2$ is decisive and the other two integrals are less important because

$$
\lim_{\varepsilon \to 0} \int_{\Delta_1} p \left(\frac{t}{2}\right) e^{\alpha(t/2) - \mu} e^{-xt - f^*_s e^{\alpha(r/2) - \mu} p(r/2) dr} dt \leq \lim_{\varepsilon \to 0} 2p^*\varepsilon^{-l_\varepsilon} = \lim_{\varepsilon \to 0} \frac{2p^*}{\sqrt{|\log \varepsilon|}} = 0
$$

and

$$
\lim_{\varepsilon \to 0} \int_{\Delta_3} p \left(\frac{t}{2}\right) e^{\alpha(t/2) - \mu} e^{-xt - f^*_s e^{\alpha(r/2) - \mu} p(r/2) dr} dt \leq \lim_{\varepsilon \to 0} p^* |\Delta_3| = \lim_{\varepsilon \to 0} c |l_\varepsilon| = 0.
$$

hold for some $c > 0$. Define $v \in (s, s + 2)$ with $v = \inf \left\{ t > u : \alpha \left(\frac{t}{2}\right) = \mu \right\}$ and calculate the integral over $\Delta_2$ as below

$$
\int_{\Delta_2} p \left(\frac{t}{2}\right) e^{\alpha(t/2) - \mu} e^{-xt - f^*_s e^{\alpha(r/2) - \mu} p(r/2) dr} dt = \int_u^v \left(-\frac{d}{dt} e^{-xt - f^*_s e^{\alpha(r/2) - \mu} p(r/2) dr} \right) dt - x \int_u^v e^{-xt - f^*_s e^{\alpha(r/2) - \mu} p(r/2) dr} dt = e^{-ux - f^*_s p(r/2) e^{\alpha(r/2) - \mu} dr} - e^{-vx - f^*_s p(r/2) e^{\alpha(r/2) - \mu} dr} - x \int_u^v e^{-xt - f^*_s e^{\alpha(r/2) - \mu} p(r/2) dr} dt.
$$

Since $\alpha \left(\frac{t}{2}\right) - \mu < 0$ for $r \in (u, v)$ we have

$$
\lim_{\varepsilon \to 0} \int_u^v p \left(\frac{t}{2}\right) e^{\alpha(r/2) - \mu} dr = \infty.
$$

Laplace’s method (see Section 2.5) for the case where the minimal value of the function in the exponential is attained at an edgepoint of the considered interval guarantees that

$$
\int_s^u p \left(\frac{r}{2}\right) e^{\alpha(r/2) - \mu} dr = \int_s^u p \left(\frac{r}{2}\right) e^{-\delta (\log \varepsilon)/|\alpha(r/2) - \mu|} dr = O \left(\frac{1}{|\log \varepsilon|} \right) \to 0
$$

as $\varepsilon$ converges to zero. Again it remains to verify the smallness of the integral over the exponential function as $\varepsilon$ vanishes. Estimate

$$
\int_u^v e^{-xt - f^*_s p(r/2) e^{\alpha(r/2) - \mu} dr} dt \leq 2\delta + \int_{u+\delta}^{v-\delta} e^{-xt-\delta p_s e^{\alpha(u+\delta/2) \vee \alpha((v-\delta)/2) - \mu} dr}
$$

$$
\leq 2\delta + \frac{2}{x + p_s e^{\alpha((u+\delta)/2) \vee \alpha((v-\delta)/2) - \mu}}
$$

which is small if $\varepsilon$ is chosen sufficiently small because $\alpha((u + \delta)/2) \vee \alpha((v - \delta)/2) - \mu < 0$. Overall the denominator of $L(x)$ tends to $e^{-xu}$ if $\mu \in \left(\alpha, \alpha\left(\frac{2}{3}\right)\right)$. \(\Box\)
Time scales $T = \varepsilon^{-\mu}$ for $\mu \geq \alpha^*$ are much too big to distinguish jumps. If $\mu \leq \alpha_*$ we do not see any jump with high probability and the particle is trapped in the initial state. For $\mu \in (\alpha_*, \alpha^*)$ the Markov chain changes between a regime of chaos where the stability index is smaller than $\mu$ and a regime of trapping if $\alpha(t)$ is bigger than $\mu$. The correct time scale to separate jumps must lie somewhere between $\varepsilon^{-\alpha^*}$ and $\varepsilon^{-\alpha^*}$. Since the jump affinity of $C$ is the greatest for such $t$ with $\alpha(t)$ minimal, it would be natural to think $\varepsilon^{-\alpha^*}$ is the optimal rate. But then there is not enough time for the process to perform the desired jumps. A rate slightly bigger than $\varepsilon^{-\alpha^*}$ would overcome this problem. The probabilistic measure of optimal tuning already used in Section 3.1 helps to reveal the correct time scale.

**Proposition 4.2.** Fix $\delta > 0$ small and assume $k \in \mathbb{N}_0$. Then $T \mapsto \mathbb{P}_{-1}(\tau_1 \in [2(k + a) - \delta, 2(k + a) + \delta])$ attains its largest value at the optimal half-period length

$$T_{k,\delta}(\varepsilon) = \frac{1}{\int_{2(k+a)-\delta}^{2(k+a)+\delta} p\left(\frac{r}{2}\right) e^{\alpha(r/2)} dr} \log \int_{0}^{2(k+a) + \delta} p\left(\frac{r}{2}\right) e^{\alpha(r/2)} dr.$$

As $\delta \to 0$ the optimal half-period length $T_{k,\delta}(\varepsilon)$ tends to $T_k(\varepsilon) = \left(\int_{0}^{2(k+a)} p\left(\frac{r}{2}\right) e^{\alpha(r/2)} dr\right)^{-1}$.

**Proof.** Due to the similarity of the result to Propositions 3.5 and 3.9 we omit the proof. □

**Corollary 4.3.** Under the assumptions of the previous proposition we have

$$\lim_{\varepsilon \to 0} \frac{T_k(\varepsilon)\varepsilon^{-\alpha_*}}{\sqrt{2\pi} p(a)(2k + 1)} = 1.$$

**Proof.** Apply the periodicity of $\alpha$ and $p$ to obtain

$$\int_{0}^{2k+2a} p\left(\frac{r}{2}\right) e^{\alpha(r/2)} dr = 2k \int_{0}^{1} p(r) e^{\alpha(r)} dr + 2 \int_{0}^{a} p(r) e^{\alpha(r)} dr.$$

Laplace’s method (Lemma 2.47) implies that the first integral is of order $\frac{\sqrt{2\pi} p(a)}{\sqrt{\alpha''(a)}} \varepsilon^{-\alpha_*}/\log \varepsilon^{-1/2}$ and the last one is of order $\frac{1}{2} \frac{\sqrt{2\pi} p(a)}{\sqrt{\alpha''(a)}} \varepsilon^{-\alpha_*}/\log \varepsilon^{-1/2}$ as $\varepsilon$ tends to zero. □

### 4.2 The periodic jump diffusion and the decomposition of jumps

The previous section serves as simplification of the dynamics of the solution $Y^\varepsilon$ of (4.1) which is now at the centre of attention.

In comparison to the previous chapter the basins of attraction are time-independent here.

**Definition 4.4.** Assume $y_t(y)$ solves $\frac{d}{dt} y_t = -\nabla V(y_t)$ with initial value $y \in \mathbb{R}^d$. Define

$$\Omega_\pm = \left\{ y \in \mathbb{R}^d : \lim_{t \to \infty} y_t(y) = m_\pm \right\}.$$

Let $\Gamma = \mathbb{R}^d \setminus (\Omega_+ \cup \Omega_-)$ denote the separatrix between $\Omega_-$ and $\Omega_+$. 

Definition 4.5. Assume $\delta_1 > \delta_2 > 0$ and define the reduced domains of attraction by

$$\Omega_\pm(\delta_1) = \{ y \in \Omega_\pm : B_{\delta_1}(y_t(y)) \subseteq \Omega_\pm, \text{ for all } t \geq 0 \},$$

$$\Omega_\pm(\delta_1, \delta_2) = \{ y \in \Omega_\pm(\delta_1) : B_{\delta_2}(y_t(y)) \subseteq \Omega_\pm(\delta_1), \text{ for all } t \geq 0 \},$$

$$\Omega_\pm(\delta_1, \delta_2, \delta_2) = \{ y \in \Omega_\pm(\delta_1, \delta_2) : B_{\delta_2}(y_t(y)) \subseteq \Omega_\pm(\delta_1, \delta_2), \text{ for all } t \geq 0 \},$$

and the enlarged separatrices by

$$\Gamma(\delta_1) = \mathbb{R}^d \setminus (\Omega_+(\delta_1) \cup \Omega_-(\delta_1)),$$

$$\Gamma(\delta_1, \delta_2) = \mathbb{R}^d \setminus (\Omega_+(\delta_1, \delta_2) \cup \Omega_-(\delta_1, \delta_2)),$$

$$\Gamma(\delta_1, \delta_2, \delta_2) = \mathbb{R}^d \setminus (\Omega_+(\delta_1, \delta_2, \delta_2) \cup \Omega_-(\delta_1, \delta_2, \delta_2)).$$

Recall the union $O_Y^L = \bigcup_{c \in L} \{ y \in \mathbb{R}^d : V(y) = c \}$ of all level sets of $V$ below $L$ for $L \geq R^*: R^* := R^*_V$ given in (V3). And define $O_L = O_Y^L$ which is an invariant set for the dynamical system $\dot{y} = -\nabla V(y)$. Intersection of the bounded and reduced domains of attraction $\Omega_{\pm,L}(\delta_1)$, $\Omega_{\pm,L}(\delta_1, \delta_2)$, and $\Omega_{\pm,L}(\delta_1, \delta_2, \delta_2)$ and the truncated and enlarged separatrices $\Gamma_L(\delta_1)$, $\Gamma_L(\delta_1, \delta_2)$ and $\Gamma_L(\delta_1, \delta_2, \delta_2)$. Let $\Omega_{\pm,L}$ be the bounded set $\Omega_\pm \cap O_L$ and $\Gamma_L$ denotes the truncated separatrix $\Gamma \cap O_L$.

Lemma 4.6. For all $\delta > 0$, $L \geq R^*$ and $\gamma > 0$ there are $C_{\log}^\pm = C_{\log}^\pm(\gamma, \delta, L) > 0$ and $\varepsilon_0^\pm = \varepsilon_0^\pm(\gamma, \delta, L) > 0$ such that

$$\|y_t(y_0) - m_{\pm}\| \leq \frac{1}{2} \varepsilon^2 \gamma$$

is true for all $t \geq \gamma C_{\log}^\pm |\log \varepsilon|$ and $y_0 \in \Omega_{\pm,L}(\delta)$. Define $R_{\varepsilon, \gamma} := (C_{\log}^+ \vee C_{\log}^- \gamma)|\log \varepsilon|$.

Proof. Due to the steepness of $V$ and the Lemma of Gronwall the solution $y$ starting in $\Omega_{\pm,L}(\delta)$ reaches a small neighbourhood of $m_{\pm}$ in a finite time depending on $L$, $\delta$ and the choice of the well. In the vicinity of $m_{\pm}$ we apply the Lyapunov method to calculate the current rate of convergence. Define $\tilde{y}_t = y_t - m_{\pm}$ which satisfies

$$\frac{d}{dt} \tilde{y}_t = -\nabla V(\tilde{y}_t + m_{\pm}).$$

A linearization of the system allows to approximate the asymptotic behaviour of $\tilde{y}_t$ by the behaviour of the solution of the linear differential equation

$$\frac{d}{dt} \tilde{y}_t = \left( -\frac{\partial^2}{\partial \tilde{y}_i \partial \tilde{y}_j} V(m_{\pm}) \right)_{i,j=1}^d \tilde{y}_t.$$

Since the eigenvalues of the Hesse matrix of $V$ at $m_{\pm}$ are all positive the solution $\tilde{y} \equiv 0$ is uniformly asymptotically stable (Theorem 15.3 in [1]). Finally $y_t$ belongs to $B_{\varepsilon}(m_{\pm})$ for all $t \geq c|\log \varepsilon|$ for some $c > 0$.

Decomposition of jumps:

As in the previous chapter our methods demand an $\varepsilon$-dependent decomposition of jumps.
Definition 4.7. Let $c_A$ in the decomposition (2.4) of $A^T$ be equal to $\varepsilon^{-\rho}$ for some arbitrary $\rho \in (0,1)$. The sequence $(\tau_j)_{j \in \mathbb{N}_0}$ with $\tau_0 = 0$ denotes the jump times of the big jump part $A^T - \tilde{A}^T$ and $(W_j)_{j \in \mathbb{N}}$ are the corresponding jump sizes, while $\varepsilon W_j$ admits values in $B^c_{1-\rho}(0)$.

Define $\beta^\varepsilon(t) = \nu_t(B^c_{\varepsilon^{-\rho}}(0))$.

From assumption (A2) and the substitution $y = \varepsilon^\rho x$ we immediately derive

$$\beta^\varepsilon(t) = \nu_t(B^c_{\varepsilon^{-\rho}}(0)) = \int_{\|x\| \geq \varepsilon^{-\rho}} \frac{c(t)}{\|x\|^{d+\alpha(t)}} \, dx = \int_{\|y\| \geq 1} \frac{c(t)\varepsilon^{\rho(t)}}{\|y\|^{d+\alpha(t)}} \, dy = \varepsilon^{\rho(t)}\nu_t(B^c_i(0)).$$

The conditional law of $\varepsilon W_j$ given $\tau_j = t$ equals to $\nu_{t/2T}(B^c_{\varepsilon^{-\rho}}(0) \cap \frac{1}{\varepsilon}) / \nu_{t/2T}(B^c_{\varepsilon^{-\rho}}(0))$.

Lemma 4.8. The conditional density of the inter-jump time $\tau_{j+1} - \tau_j$ given $\tau_j = r \geq 0$ is

$$f_{\tau_{j+1} - \tau_j | \tau_j = r}(t) = \beta^\varepsilon \left( \frac{r + t}{2T} \right) \exp \left( - \int_r^{r+t} \beta^\varepsilon \left( \frac{s}{2T} \right) \, ds \right),$$

for $t \geq 0$ and $j \in \mathbb{N}_0$. In particular one obtains

$$f_{\tau_j}(t) = \beta^\varepsilon \left( \frac{t}{2T} \right) \exp \left( - \int_0^{t} \beta^\varepsilon \left( \frac{s}{2T} \right) \, ds \right), \quad t \geq 0.$$

Proof. From assumption (A2) we can deduce

$$\mathbb{P}(\tau_{j+1} - \tau_j \geq t | \tau_j = r) = \mathbb{P} \left( N^{A^{T}}(B^c_{\varepsilon^{-\rho}}(0) \times (r, r + t]) = 0 \right) = \exp \left( - \int_r^{r+t} \nu_{s/2T}(B^c_{\varepsilon^{-\rho}}(0)) \, ds \right) = \exp \left( - \int_r^{r+t} \beta^\varepsilon \left( \frac{s}{2T} \right) \, ds \right).$$

We can calculate the distributional function and immediately get the density

$$f_{\tau_{j+1} - \tau_j | \tau_j = r}(t) = \frac{d}{dt} \left( 1 - \exp \left( - \int_r^{r+t} \beta^\varepsilon \left( \frac{s}{2T} \right) \, ds \right) \right).$$

From differentiation we can deduce the formula given in the lemma.

4.3 The small jump process

To a great extent the methods used for the small jump process in the previous chapter can be transferred to the current setting. Sometimes just little modifications concerning special features of additive processes have to be made.

Definition 4.9. Let $s \geq 0$. Assume $(\tilde{Y}_{s,t}^\varepsilon(y))_{t \geq 0}$ denotes the solution of

$$\tilde{Y}_{s,t}^\varepsilon(y) = y - \int_s^t \nabla V(\tilde{Y}_{s,r}^\varepsilon) \, dr + \varepsilon \left( \tilde{A}^T_{s+t} - \tilde{A}^T_s \right), \quad t \geq 0.$$

Let $y_t(y)$ be the solution of $\frac{d}{dt} y_t = -\nabla V(y_t)$ with $y_0 = y$. 
We suggest that on an interval of the length of an inter-jump period of the big jump part of $A^T$, the small jump process hardly deviates from the deterministic solution. The proof is prepared in the remaining part of this section.

**Theorem 4.10.** Assume $L \geq R^*$ and $\delta_0 > 0$. Let $T_r$, for $r > 0$, denote a random variable with density

$$f_r(t) = \beta^r \left( \frac{r + t}{2T} \right) \exp \left( - \int_r^{r+t} \beta^s \left( \frac{s}{2T} \right) \, ds \right), \quad t \geq 0.$$  

Then there are $\varepsilon_0, p_0, \gamma_0 > 0$ such that the following inequality is valid for all $\varepsilon < \varepsilon_0, p < p_0$ and $\gamma < \gamma_0$

$$\sup_{r \geq 0} \sup_{y \in \Omega_{L, T_r}^{\delta_0}} \mathbb{P} \left( \sup_{t \in [0, T_r]} \left\| \tilde{Y}_{r,t}^\varepsilon(y) - y_t(y) \right\| \geq \varepsilon \gamma \right) \leq e^{-\varepsilon - p}.$$  

### 4.3.1 The martingale estimate and the boundedness of the solution

The local martingale part $\tilde{A}_M$ of $\tilde{A}^T$ that is square-integrable (cf. Lemma 2.19) is given by

$$\tilde{A}_M^r_t = \int_0^t \sigma(s) \, dW_s + \int_0^t \int_{\|x\| < \varepsilon - \rho} x \, \tilde{N}^{AT}(dx, ds). \quad (4.2)$$

It is still depending on $T$ but we omit $T$ for simplicity of the notation.

**Lemma 4.11.** Let $(X_t)_{t \geq 0}$ be a $d$-dimensional, $(\mathcal{F}_{s+t})_{t \geq 0}$-adapted, bounded, and càdlàg process. Then there exist $\varepsilon_0, p_0, \beta_0, \theta_0 > 0$ such that the following inequality

$$\sup_{s \geq 0} \mathbb{P} \left( \sup_{t \leq \varepsilon - \theta} \varepsilon \left| \sum_{j=1}^d \int_s^{s+t} X_{r,j}^\varepsilon \, d\tilde{A}_r^M,j \right| \geq \varepsilon \beta \right) \leq e^{-\varepsilon - p}$$

holds for all $\varepsilon \in (0, \varepsilon_0), \beta \in (0, \beta_0), \theta \in (0, \theta_0)$ and $p \in (0, p_0)$.

**Proof.** As in the proof of Lemma 3.20 we deal with a local martingale with bounded jumps given by

$$\mathcal{M}_t^s = \sum_{j=1}^d \int_s^{s+t} X_{r,j}^\varepsilon \, d\tilde{A}_r^M,j.$$  

By repeating the method of Kallenberg (proof of Theorem 23.17 in [30]) as used in the proof of Lemma 3.20 it remains to verify

$$\sup_{s \geq 0} \mathbb{P} \left( \varepsilon^2 \left| \mathcal{M}_t^s \right| \geq \varepsilon^4 \beta \right) \leq e^{-\varepsilon - p}.$$  

From the orthogonality of the continuous and the pure jump part of $\mathcal{M}_t^s$ we derive the succeeding decomposition for the quadratic variation of $\mathcal{M}_t^s$

$$\varepsilon^2 \left| \mathcal{M}_t^s \right| = \varepsilon^2 \left[ \sum_{j=1}^d \int_s^{s+t} \sum_{i=1}^d X_{r,i}^\varepsilon \sigma_{ij}(r) \, dW_r^j \right]_t + \left[ \int_s^{s+t} \|x\| \varepsilon \int_{(0, \varepsilon - \rho)} \sum_{j=1}^d X_{r,j}^\varepsilon x \, \tilde{N}^{AT}(dx, dr) \right]_t.$$
for \( t \geq 0 \). The quadratic variation of the Gaussian part is calculated explicitly as
\[
\left[ \sum_{j=1}^{d} \int_{s}^{s+t} \left( \sum_{i=1}^{d} X^j_i \sigma_{ij}(r) \right) dW^j_s \right]^2_t = \sum_{j,k=1}^{d} \int_{s}^{s+t} \left( \sum_{i=1}^{d} X^j_i \sigma_{ij}(r) \right) \left( \sum_{i=1}^{d} X^k_i \sigma_{ik}(r) \right) d[W^j, W^k]_t
\]
\[
= \int_{s}^{s+t} \sum_{j=1}^{d} \left( \sum_{i=1}^{d} X^j_i \sigma_{ij}(r) \right)^2 dr,
\]
for \( t \geq 0 \). Thus from the boundedness of \( X \) and all components of \( \sigma \) and Lemma 2.21 we can deduce that
\[
\varepsilon^2 [\mathcal{M}^\varepsilon]_{\varepsilon-\theta} \leq c_1 \varepsilon^{2-\theta} + \int_{s}^{s+\varepsilon-\theta} \int_{||x||\in(0,\varepsilon^-\rho)} \varepsilon^2 \left( \sum_{j=1}^{d} X^j_{s-t} x_j \right)^2 N^A_{t} \left( dx, dr \right)
\]
\[
\leq c_1 \varepsilon^{2-\theta} + \varepsilon^2 c_2 \sum_{t\leq\varepsilon^-\theta} \|\Delta \tilde{A}^T_{s-t}\|^2,
\]
for some \( c_1, c_2 > 0 \). Proving the next lemma which is the counterpart of Lemma 3.19 for additive processes finishes this proof.

**Lemma 4.12.** There are \( \varepsilon_0, \theta_0, \beta_0 > 0 \) and \( p_0 > 0 \) that guarantee the inequality
\[
\sup_{r \geq 0} \mathbb{P} \left( \varepsilon^2 \sum_{t \leq \varepsilon^-\theta} \|\Delta \tilde{A}^T_{r+t}\|^2 \geq \varepsilon^\beta \right) \leq e^{-\varepsilon^-p}
\]
for all \( \varepsilon \in (0, \varepsilon_0), \beta \in (0, \beta_0), \theta \in (0, \theta_0) \) and \( p \in (0, p_0) \).

**Proof.** As in the proof of Lemma 3.19 the Markov inequality transfers the problem to the verification of the finiteness of the expectation
\[
\mathbb{E} \exp \left( \varepsilon^{2-2\beta} \sum_{t \leq \varepsilon^-\theta} \|\Delta \tilde{A}^T_{r+t}\|^2 \right).
\]
We suggest the equality
\[
\mathbb{E} e^{-\lambda \sum_{s \leq t} \|\Delta \tilde{A}^T_{r+s}\|^2} = \exp \left( - \int_{r}^{r+t} \int_{||x|| \leq \varepsilon^-\rho} \left( 1 - e^{-\lambda ||x||^2} \right) \nu_{s/2T}(dx) ds \right)
\]
(4.3)
for all \( r, t \geq 0 \) and \( \lambda \in \mathbb{R} \). With \( \lambda = -\varepsilon^{2-2\beta} \) and \( t = \varepsilon^-\theta \) this assertion allows us to estimate as in the stated proof
\[
\mathbb{E} \exp \left( \varepsilon^{2-2\beta} \sum_{t \leq \varepsilon^-\theta} \|\Delta \tilde{A}^T_{r+t}\|^2 \right)
\]
\[
\leq \exp \left( 2 \varepsilon^{2-2\beta-\theta} \max_{t \in [0,1]} \int_{||x|| \in (0,1)} ||x||^2 \nu_t(dx) + \left( e^{2-2\beta-2\rho} - 1 \right) \varepsilon^{-\theta} \max_{t \in [0,1]} \nu_t(||x|| \geq 1) \right),
\]
where the latter exponent is bounded if \( 2 - 2\beta - 2\rho - \theta > 0 \).
It remains to prove equation (4.3). An analogous result for a Lévy process falls back on the property of the sum of the squared jumps to be a Lévy subordinator but here the same methods as in Proposition 4.26 in Chapter 2 of [27] are helpful. For \( r \geq 0 \) and \( \lambda > 0 \) define

\[
X_t^r = \int_{r}^{t} \int_{\|x\| \in (0, \varepsilon^r)} \lambda \|x\|^2 N^{AR}(dx, ds),
\]

and \( E_t^r = e^{-X_t^r} \). The Itô formula implies

\[
E_t^r = 1 - \int_0^t E_{s-}^r \, dX_s^r + \sum_{s \leq t} (E_s^r - E_{s-}^r + E_{s-}^r \Delta X_s^r) = 1 - \sum_{s \leq t} E_{s-}^r (1 - e^{-\Delta X_s^r}).
\]

Introducing the necessary compensator yields

\[
E_t^r = 1 - \int_r^t \int_{\|x\| \in (0, \varepsilon^r)} E_{(s-r)-}^r \left( 1 - e^{-\lambda \|x\|^2} \right) \tilde{N}^{AT}(dx, ds)
- \int_r^{t-r} \int_{\|x\| \in (0, \varepsilon^r)} E_{(s-r)-}^r \left( 1 - e^{-\lambda \|x\|^2} \right) \nu_{s/2T}(dx) \, ds.
\]

For \( \lambda > 0 \) we have \( |E_t^r| \leq 1 \). Thus the integral with respect to \( \tilde{N}^{AT} \) is a martingale because

\[
\mathbb{E} \left| \int_r^{t-r} \int_{\|x\| \in (0, \varepsilon^r)} E_{(s-r)-}^r \left( 1 - e^{-\lambda \|x\|^2} \right) \tilde{N}^{AT}(dx, ds) \right|^2
\leq \int_r^{t-r} \int_{\|x\| \in (0, \varepsilon^r)} \left( 1 - e^{-\lambda \|x\|^2} \right)^2 \nu_{s/2T}(dx) \, ds
\]

is finite. Through this result, the equality derived from the Itô formula above, and Fubini’s Theorem we can compute the expectation of \( E_t^r \) as follows

\[
\mathbb{E} E_t^r = 1 - \int_r^t \mathbb{E} E_{(r-s)-}^r \left( 1 - e^{-\lambda \|x\|^2} \right) \nu_{(r-s)/2T}(dx) \, ds.
\]

With \( f^r(t) = \mathbb{E} E_t^r \) this yields the simple differential equation

\[
df^r(t) = -f^r(t) \int_{\|x\| \in (0, \varepsilon^r)} \left( 1 - e^{-\lambda \|x\|^2} \right) \nu_{(r-t)/2T}(dx) \, dt,
\]

which admits the solution

\[
f^r(t) = \exp \left( -\int_0^t \int_{\|x\| \in (0, \varepsilon^r)} \left( 1 - e^{-\lambda \|x\|^2} \right) \nu_{(r-s)/2T}(dx) \, ds \right)
= \exp \left( -\int_r^t \int_{\|x\| \in (0, \varepsilon^r)} \left( 1 - e^{-\lambda \|x\|^2} \right) \nu_{s/2T}(dx) \, ds \right).
\]

Formula (4.3) is proven for \( \lambda > 0 \). Due to the finiteness of the right-hand side of (4.3) for all \( \lambda \in \mathbb{R} \) the definition of the Laplace transform is well-defined also for \( \lambda \leq 0 \). \( \square \)

Analogously to Lemma 3.21 in Chapter 3 we need a boundedness result for the small jump process.
Lemma 4.13. For all \( L \geq R^* \) there exist \( N \in \mathbb{N} \) and \( \varepsilon_0, \theta_0, p_0 > 0 \) such that

\[
\sup_{s \geq 0} \sup_{y_0 \in O_L} \mathbb{P} \left( \sup_{t \leq e^{-\theta}} \left\| \tilde{Y}_{s,t}^\varepsilon(y_0) \right\| \geq N \right) \leq e^{-\varepsilon^p}
\]

is true for all \( \varepsilon \in (0, \varepsilon_0), \theta \in (0, \theta_0) \) and \( p \in (0, p_0) \).

Proof. Choose \( s \geq 0 \) and \( y_0 \in O_L \) for \( L \geq R^* \). Assume \( \| \nabla \log(1 + V(y)) \| \leq C \) for all \( y \in \mathbb{R}^d \) which is possible because of (V4). As in step three of the proof of Proposition 2.39 we have

\[
V(y) \geq \frac{c^*_V}{C} \| y \|^{1+c^*_V} - 1
\]

for all \( y \in O^c_0 \) due to assumption (V3). This guarantees \( \log(1 + V(y)) \geq u_n \) for \( u_n := \log \left( \frac{c^*_V}{C} n^{1+c^*_V} \right) \) for \( y \in O^c_0 \) with \( n \geq \lceil R^* \rceil \). The sequence \( (u_n)_{n \in \mathbb{N}} \) diverges as \( n \to \infty \). Choose \( N \in \mathbb{N} \) such that \( \log(1 + V(y_0)) < \frac{u_N}{2} \) for all \( y_0 \in O_L \) and define \( f(y) = \log(1 + V(y)) \). The inclusion

\[
\left\{ \sup_{t \leq e^{-\theta}} \left\| \tilde{Y}_{s,t}^\varepsilon(y_0) \right\| \geq N \right\} \subseteq \left\{ \sup_{t \leq e^{-\theta}} \log \left( 1 + V \left( \tilde{Y}_{s,t}^\varepsilon(y_0) \right) \right) \geq u_N \right\}
\]

and Itô’s formula prove

\[
\mathbb{P} \left( \sup_{t \leq e^{-\theta}} f(\tilde{Y}_{s,t}^\varepsilon(y_0)) \geq u_N \right)
\]

\[
\leq \mathbb{P} \left( f(y_0) \geq \frac{u_N}{2} \right) + \mathbb{P} \left( \sup_{t \leq e^{-\theta}} \left| \int_0^t \nabla f(\tilde{Y}_{s,t}^\varepsilon) \cdot \gamma(s + r) \, dr \right| \geq \varepsilon^\beta \right)
\]

\[
+ \mathbb{P} \left( \sup_{t \leq e^{-\theta}} \left| \sum_{i=1}^d \int_s^{s+t} \frac{\partial}{\partial y_i} f(\tilde{Y}_{s,\gamma(r-s)_-}^\varepsilon) \, dA_r \right| \geq \varepsilon^\beta \right)
\]

\[
+ \mathbb{P} \left( \sup_{t \leq e^{-\theta}} \left| \sum_{i,j=1}^d \int_0^t \frac{\partial^2}{\partial y_i \partial y_j} f(\tilde{Y}_{s,t}^\varepsilon) \, d\left[ \tilde{Y}_{s,t}^\varepsilon, \tilde{Y}_{s,t}^\varepsilon \right] \right| \geq \varepsilon^\beta \right)
\]

\[
=: I_1 + \ldots + I_5.
\]

While \( I_1 = 0 \) due to the choice of \( N \), the term \( I_2 \) is small since \( \nabla f \) and \( \gamma \) are bounded (assumptions (V4) and (A1)). The third summand can be treated through Lemma 4.11. The summand \( I_4 \) requires knowledge about the continuous part of the quadratic variation of \( \tilde{Y}^\varepsilon \).

It is given by

\[
\left[ \tilde{Y}_{s,t}^\varepsilon, \tilde{Y}_{s,t}^\varepsilon \right] \equiv \sum_{k,l=1}^d \int_s^{s+u} \sigma_{ik}(r) \sigma_{jl}(r) \, d[W_k, W^l]_r = \int_s^{s+u} \sum_{k=1}^d \sigma_{ik}(r) \sigma_{jk}(r) \, dr, \quad u \geq 0
\]

because \( W^k \) and \( W^l \) are independent for \( k \neq l \). If \( 2 - \theta - \beta > 0 \) and \( \varepsilon \) is small, we obtain

\[
\mathbb{P} \left( \sup_{t \in [0, e^{-\theta}]} \left| \frac{\varepsilon^2}{2} \sum_{i,j,k=1}^d \int_0^t \frac{\partial^2}{\partial y_i \partial y_j} f(\tilde{Y}_{s,t}^\varepsilon) \sigma_{ik}(s + r) \sigma_{jk}(s + r) \, dr \right| \geq \varepsilon^\beta \right) = 0.
\]
On account of the boundedness of the derivatives of \( f \) of second order we get
\[
\sum_{r \leq t} \left( f(\tilde{Y}_{s,r}^\varepsilon) - f(\tilde{Y}_{s,r}^-) - \nabla f(\tilde{Y}_{s,r}^-) \Delta \tilde{Y}_{s,r}^\varepsilon \right) \leq c_1 \varepsilon^2 \sum_{r \leq t} \| \Delta \tilde{A}_{s+r}^T \|^2
\]
for some \( c_1 > 0 \). With Lemma 4.12 in mind the proof is complete. \( \square \)

4.3.2 Behaviour until the logarithmic return time and near the well minima

Lemma 4.14. For \( L \geq R^* \) and \( \delta_0 > 0 \) there exist \( \varepsilon_0, \beta_0 > 0 \) and \( p_0 > 0 \) such that
\[
\sup_{r \geq 0} \sup_{y \in \Omega_{\pm, L}(\delta_0)} \mathbb{P} \left( \sup_{t \in [0, \varepsilon - \theta]} \| \tilde{Y}_{r,t}^\varepsilon(y) - y_t(y) \| \geq \varepsilon^\beta \right) \leq e^{-\varepsilon^{-p}}
\]
holds for all \( \varepsilon < \varepsilon_0, \beta < \beta_0 \) and \( p < p_0 \).

Proof. For \( L \geq R^* \) choose \( N \) according to Lemma 4.13. On \( O_L \) the gradient of \( V \) is locally Lipschitz continuous with constant \( C_L > 0 \). On the set \( \left\{ \sup_{t \leq \varepsilon^{-\theta}} \| \tilde{Y}_{r,t}^\varepsilon(y) \| < N \right\} \) the small jump process is bounded and through the use of the Lemma of Gronwall we obtain
\[
\| \tilde{Y}_{r,t}^\varepsilon(y) - y_t(y) \| \leq e^{C_L t} \sup_{s \leq t} \varepsilon \| \tilde{A}_{r,s}^T - \tilde{A}_r^T \|.
\]
Due to the inequality above, \( \varepsilon^\beta e^{-C_L R_*^\varepsilon} = \varepsilon^{3c_1} \) for some \( c_1 > 0 \) it remains to prove the existence of \( \varepsilon_0, \zeta_0, p_0 > 0 \) and \( \theta_0 > 0 \) such that the estimate
\[
\sup_{r \geq 0} \mathbb{P} \left( \sup_{t \in [0, \varepsilon - \theta]} \varepsilon \| \tilde{A}_{t+r}^T - \tilde{A}_r^T \| \geq \varepsilon^\zeta \right) \leq e^{-\varepsilon^{-p}}
\]
is valid for \( \varepsilon \in (0, \varepsilon_0), \zeta \in (0, \zeta_0), p \in (0, p_0) \) and \( \theta \in (0, \theta_0) \) because \( R_*^\varepsilon < \varepsilon^{-\theta} \) for small \( \varepsilon \). Then choose \( \beta_0 = \zeta_0 c_1^{-1} \). The decomposition of \( \tilde{A}_r^T \) into a deterministic part and a local martingale part given in (4.2) implies
\[
\| \tilde{A}_{t+r}^T - \tilde{A}_r^T \| \leq \varepsilon \left\| \int_r^{r+t} \gamma(s) \, ds \right\| + \varepsilon \| \tilde{A}_{t+1}^M - \tilde{A}_r^M \|.
\]
Due to the boundedness of \( \gamma \) given in assumption (A1) the first summand of the upper bound above is smaller than \( \varepsilon^{1-\theta} \| \gamma \| \leq e^{2\zeta} \) if \( 1 - \theta - 2\zeta > 0 \) and \( \varepsilon \) is small. The equivalence of norms in \( \mathbb{R}^d \) and Lemma 4.11 verify the claimed result. \( \square \)

Lemma 4.15. There are \( \varepsilon_0, \beta_0, \theta_0 > 0 \) and \( p_0 > 0 \) such that
\[
\sup_{r \geq 0} \sup_{y : \| y - m_\pm \| \leq 2\varepsilon^\beta} \mathbb{P} \left( \sup_{t \in [0, \varepsilon - \theta]} \| \tilde{Y}_{r,t}^\varepsilon(y) - m_\pm \| \geq \varepsilon^\beta \right) \leq e^{-\varepsilon^{-p}},
\]
is true for all \( \varepsilon \in (0, \varepsilon_0), \beta \in (0, \beta_0), \theta \in (0, \theta_0) \) and \( p \in (0, p_0) \).
Proof. For the sake of brevity we only prove the result for \( y \) near \( m_- \). The proof for starting points near \( m_+ \) is similar. The eigenvalues of \( \left( \frac{\partial^2}{\partial y_i \partial y_j} V(m_-) \right)_{i,j=1}^d \) are all positive. If \( \|y - m_-\| \) is small we have

\[
 c \|y - m_-\|^2 \leq V(y) - V(m_-) \leq C \|y - m_-\|^2
\]

for \( C > c > 0 \). Obviously it holds

\[
 \left\{ \sup_{t \in [0,\varepsilon^{-\theta}]} \|\tilde{Y}_{r,t}^\varepsilon(y) - m_-\| \geq \varepsilon^\beta \right\} \subseteq \left\{ \sup_{t \in [0,\varepsilon^{-\theta}]} \|V(\tilde{Y}_{r,t}^\varepsilon(y)) - V(m_-)\| \geq c \varepsilon^{2\beta} \right\}.
\]

Choose \( N \) according to Lemma 4.13. The Itô formula gives

\[
 V(\tilde{Y}_{r,t}^\varepsilon(y)) = V(y) - \int_0^t \|\nabla V(\tilde{Y}_{r,s}^\varepsilon)\|^2 ds + \varepsilon \int_0^t \nabla V(\tilde{Y}_{r,s}^\varepsilon) \cdot \gamma(r + s) ds
\]

\[
 + \varepsilon \sum_{i=1}^d \int_r^{r+t} \frac{\partial}{\partial x_i} V(\tilde{Y}_{r,s-r}^\varepsilon) d\tilde{A}_s^M,i + \frac{\varepsilon^2}{2} \sum_{i,j=1}^d \int_0^t \frac{\partial^2}{\partial y_i \partial y_j} V(\tilde{Y}_{r,s}^\varepsilon) d\left[\tilde{Y}_{r,s}^\varepsilon \cdot \tilde{Y}_{r,s}^\varepsilon\right]_s
\]

\[
 + \sum_{s \leq t} \left( V(\tilde{Y}_{r,s}^\varepsilon) - V(\tilde{Y}_{r,s-\theta}^\varepsilon) - \nabla V(\tilde{Y}_{r,s-\theta}^\varepsilon) \Delta \tilde{Y}_{r,s}^\varepsilon \right)
\]

\[=: I_1(t) + \ldots + I_6(t).\]

Because of \( \|y - m_-\| \leq \varepsilon^{2\beta} \) the inequality \( V(y) - V(m_-) \leq C \varepsilon^4 \) holds and verifies \( \mathbb{P}(I_1(t) - V(m_-) > \varepsilon^{3\beta}) = 0 \). As usual \( I_2(t) \) is not positive. On the set \( \left\{ \sup_{t \leq \varepsilon^{-\theta}} \|\tilde{Y}_{r,t}^\varepsilon(y)\| < N \right\} \) the boundedness of all involved integrands is satisfied. Additionally the estimate of

\[
 \sup_{r \geq 0} \sup_{y : \|y - m_-\| \leq \varepsilon^{2\beta}} \mathbb{P} \left( \left\{ \sup_{t \in [0,\varepsilon^{-\theta}]} |I_i(t)| \geq \varepsilon^{3\beta} \right\} \cap \left\{ \sup_{t \leq \varepsilon^{-\theta}} \|\tilde{Y}_{r,t}^\varepsilon(y)\| < N \right\} \right)
\]

for \( i = 3, 4, 5 \) exploits \((A1)\), Lemma 4.11, the knowledge about the continuous part of the quadratic covariation of \( Y_{r,t}^\varepsilon \) and the local boundedness of the second order derivative of \( V \). Again \( I_6(t) \) is of order \( \varepsilon^2 \sum_{s \leq t} \|\tilde{A}_{r+s}^T\|^2 \), which attributes this proof to Lemma 4.12.

\[\square\]

### 4.3.3 The exponential estimate

After the following statement we are well prepared to prove Theorem 4.10.

**Lemma 4.16.** For \( L \geq R^\varepsilon \) and \( \delta_0, \kappa > 0 \) there exist \( \varepsilon_0, \beta_0 \) and \( p_0 > 0 \), such that

\[
 \sup_{r \geq 0} \sup_{y \in \Omega_{\pm, \varepsilon}(\delta_0)} \mathbb{P} \left( \sup_{t \in [0,\varepsilon^{-\kappa}]} \|\tilde{Y}_{r,t}^\varepsilon(y) - y_t(y)\| \geq \varepsilon^\beta \right) \leq e^{-\varepsilon^{-p}}
\]

holds for all \( \varepsilon \in (0, \varepsilon_0), \beta \in (0, \beta_0) \) and \( p \in (0, p_0) \).

**Proof.** **Step 1:** We claim the result with \( \kappa \) replaced by a sufficiently small parameter \( \theta > 0 \).
At first mimic the proof of Lemma 3.24 to get for all \( r \geq 0 \)
\[
\mathbb{P}\left( \sup_{t \in [0, \varepsilon^{-\theta}]} \left\| \tilde{Y}_{r,t}^\varepsilon(y) - y_t(y) \right\| \geq \varepsilon^3 \right) 
\leq \mathbb{P}\left( \sup_{t \in [0, R_{5,\beta}]} \left\| \tilde{Y}_{r,t}^\varepsilon(y) - y_t(y) \right\| \geq \varepsilon^{5\beta} \right) 
+ \mathbb{P}\left( \sup_{t \in [0, \varepsilon^{-\theta}]} \left\| \tilde{Y}_{r,t}^\varepsilon(y) - y_t(y) \right\| \geq \varepsilon^3, \sup_{t \in [0, R_{5,\beta}]} \left\| \tilde{Y}_{r,t}^\varepsilon(y) - y_t(y) \right\| < \varepsilon^{5\beta} \right).
\]

The first summand of the upper bound can be handled with Lemma 4.14. For the last one no excursion concerning periodic solutions is necessary. Simply estimate as below
\[
\sup_{y \in \Omega_{\pm,L}(\delta_0)} \mathbb{P}\left( \sup_{t \in [0, \varepsilon^{-\theta}]} \left\| \tilde{Y}_{r,t}^\varepsilon(y) - y_t(y) \right\| \geq \varepsilon^3, \sup_{t \in [0, R_{5,\beta}]} \left\| \tilde{Y}_{r,t}^\varepsilon(y) - y_t(y) \right\| < \varepsilon^{5\beta} \right)
\leq \sup_{s \geq 0} \sup_{y : |y - m_\pm| \leq \varepsilon^{2\beta}} \mathbb{P}\left( \sup_{t \in [0, \varepsilon^{-\theta}]} \left\| \tilde{Y}_{s,t}^\varepsilon(y) - m_\pm \right\| \geq \varepsilon^{2\beta} \right)
\]
and use Lemma 4.15 to guarantee the modified assertion of Lemma 4.16.

**Step 2:** Choose \( \theta > 0 \) small enough according to step one and \( k_\varepsilon \in \mathbb{N} \) with \( \varepsilon^{-\kappa} \leq k_\varepsilon \varepsilon^{-\theta} \).

Define
\[
B_j = \left\{ \sup_{t \in [j \varepsilon^{-\theta}, (j+1) \varepsilon^{-\theta}]} \left\| \tilde{Y}_{r,t}^\varepsilon(y) - y_t(j \varepsilon^{-\theta})(\tilde{Y}_{r,j \varepsilon^{-\theta}}(y)) \right\| < \varepsilon^{2\beta} \right\},
\]
for \( j \in \mathbb{N}_0 \). Note that again the following inclusion is valid
\[
\bigcap_{j=0}^{n-1} B_j \subseteq \left\{ \sup_{t \in [j \varepsilon^{-\theta}, n \varepsilon^{-\theta}]} \left\| \tilde{Y}_{r,t}^\varepsilon(y) - y_t(y) \right\| < \varepsilon^\theta \right\}, \quad n \in \mathbb{N},
\]
which is obvious for \( n = 1 \). Assume it holds for \( n = k \) and now consider \( n = k + 1 \). From \( R_{\varepsilon^\theta} < \varepsilon^{-\theta} \) and \( \tilde{Y}_{r,(k-1) \varepsilon^{-\theta}}(y) \in \Omega_{\pm,L}(\delta_0) \) we immediately derive
\[
\left\| y_{\varepsilon^{-\theta}}(\tilde{Y}_{r,(k-1) \varepsilon^{-\theta}}(y)) - m_\pm \right\| \leq \varepsilon^{2\beta}.
\]
Hence on the event \( B_{k-1} \) the deviation \( \left\| \tilde{Y}_{r,k \varepsilon^{-\theta}}(y) - m_\pm \right\| \) is smaller than \( 2\varepsilon^{2\beta} \). Putting together these results verifies for \( t \in [(k+1) \varepsilon^{-\theta}] \) on \( \bigcap_{j=0}^{k-1} B_j \) that
\[
\left\| \tilde{Y}_{r,t}^\varepsilon(y) - y_t(y) \right\| < \varepsilon^{2\beta} + \left\| y_{\varepsilon^{-\theta}}(\tilde{Y}_{r,k \varepsilon^{-\theta}}(y)) - y_t(y) \right\| < \varepsilon^\theta.
\]
As earlier use the verified inclusion to get
\[
\mathbb{P}\left( \sup_{t \in [0, \varepsilon^{-\kappa}]} \left\| \tilde{Y}_{r,t}^\varepsilon(y) - y_t(y) \right\| \geq \varepsilon^\beta \right) \leq \mathbb{P}(B_0) + \sum_{j=1}^{k-1} \mathbb{P}(B_0 \cap \ldots \cap B_{j-1} \cap B_j^c).
\]
Consult the first step to deal with $\mathbb{P}(B_0^c)$ and again exploit the Markov property of the small jump process to estimate all the other summands as below

$$\mathbb{P}(B_0 \cap \ldots \cap B_{j-1} \cap B_j^c) \leq \mathbb{P}\left(\tilde{Y}_{r,j-\varepsilon}(y) \in \Omega_{\pm,L}(\delta_0), \sup_{t \in [j\varepsilon -(j+1)\varepsilon^{-\varepsilon}]} \|\tilde{Y}_{r,t}(y) - y_{t-\varepsilon}(\tilde{Y}_{r,j-\varepsilon}(y))\| \geq \varepsilon^{2\beta}\right)$$

$$\leq \sup_{r \geq 0} \sup_{y \in \Omega_{\pm,L}(\delta_0)} \mathbb{P}\left(\sup_{t \in [0,\varepsilon^{-\varepsilon}]} \|\tilde{Y}_{r,t}(y) - y_{t}(y)\| \geq \varepsilon^{2\beta}\right).$$

Due to step one this upper bound is not bigger than $\varepsilon^{-\varepsilon^p}$. Therefore the probability under consideration admits the upper bound $k \varepsilon^{-\varepsilon^p}$ which is smaller than $\varepsilon^{-\varepsilon^p/2}$ for sufficiently small $\varepsilon$.

Finally we prove Theorem 4.10.

**Proof.** Analogously to the proof of Theorem 3.18 it remains to estimate $\mathbb{P}(T_r \geq \varepsilon^{-\kappa})$. Direct calculation yields

$$\mathbb{P}(T_r \geq \varepsilon^{-\kappa}) = \exp \left(-\int_{r}^{r+\varepsilon^{-\kappa}} \beta^\varepsilon \left(\frac{t}{2T}\right) \ dt\right).$$

But

$$\beta^\varepsilon \left(\frac{t}{2T}\right) = \varepsilon^{\rho\alpha(t/2T)} \nu_{1/2T}(B_1^c(0)) \geq \varepsilon^{\rho\alpha^*} \min_{t \in [0,1]} \nu_t(B_1^c(0))$$

implies

$$\mathbb{P}(T_r \geq \varepsilon^{-\kappa}) \leq \exp \left(-\varepsilon^{\rho\alpha^* - \kappa} \min_{t \in [0,1]} \nu_t(B_1^c(0))\right).$$

This upper bound is independent of $r > 0$ and tends to zero exponentially fast if $\kappa > \rho \alpha^*$. \qed

### 4.4 Exit times

In this section a $\varepsilon$-dependent time scale is revealed such that the scaled jump diffusion in the small noise limit shows a similar jump behaviour as a time-continuous two-state Markov chain that is only allowed to jump at time points $a + k - 1$, $k \in \mathbb{N}$, where $\alpha(t)$ is minimal. A usual tool to prove this is the analysis of appropriately scaled exit time of $Y^\varepsilon$ from a region of attraction. The treatment of this exit time requires an estimate of the probability of a big deviation of the small jump process of $Y^\varepsilon$ from the deterministic trajectory. Since we only know an upper bound of this probability for starting values in $\Omega_{\pm,L}(\delta_0)$ for some $\delta_0 > 0$ and $L \geq R^*$ (Theorem 4.10), we start to analyse exits from bounded and reduced domains and therefore fix a special error constant.

For all $\delta^* > 0$ there exist $L^* := L^*(\delta^*) > R^*$ and $\delta_1^* = \delta_1^*(\delta^*)$, $\delta_2^* = \delta_2^*(\delta^*)$ with $0 < \delta_2^* < \delta_1^* < \delta^*$ such that the succeeding conditions hold

\[(D1) \ \max_{t \in [0,1]} \nu_t((O_{L^*}^+ - m_+) \cup (O_{L^*}^- - m_-)) \leq \frac{\delta^*}{T},\]
Metastable behaviour of a jump diffusion driven by a periodic additive process

Figure 4.2: The step function $g$.

\[(D2)\] \[\max_{t \in [0,1]} \nu_t \left( (\Gamma_L(\delta^*_1,\delta^*_2,\delta^*_2) - m_+) \cup (\Gamma_L(\delta^*_1,\delta^*_2,\delta^*_2) - m_-) \right) < \frac{\delta^*_4}{4},\]

\[(D3)\] for all $L \geq L^* + \delta^* =: \hat{L}^*$: $O_L^{-2\delta^*_2} \supseteq O_L$ with $O_L^{-2\delta^*_2} = \{ x \in O_L : \text{dist}(\partial O_L, x) \geq 2\delta^*_2 \}$. The property (D3) is technical, not restrictive and we formulate it for convenience. In the following $\delta^*, \delta^*_1, \delta^*_2$ and $L^*$ are chosen such that (D1)-(D3) hold.

4.4.1 Exit from a bounded and reduced domain of attraction

**Definition 4.17.** (i) Define $2T = \lambda(\varepsilon)^{-1}$ with $\lambda(\varepsilon) = \varepsilon^{\alpha^*} |\log \varepsilon|^{-1/2}$ and the parameters

$$c_\pm = \sqrt{\frac{2\pi}{\alpha''(a)}} \nu_a(\Omega^c_\pm - m_\pm).$$

(ii) For $L \geq L^* + \delta^*$, denote by $\tau^\varepsilon_{\pm,*}$ the exit time of $Y^\varepsilon$ from the bounded and reduced domain $\Omega_{\pm,L}(\delta^*_1)$,

$$\tau^\varepsilon_{\pm,*} = \inf \{ t \geq 0 : Y^\varepsilon_t(y) \notin \Omega_{\pm,L}(\delta^*_1) \}.$$

(iii) Define the piecewise constant function $g$ (Figure 4.2) by

$$g(t) = \begin{cases} 0, & t < a, \\ k - \frac{1}{2}, & t = a + k - 1, k \in \mathbb{N}, \\ k, & t \in (a + k - 1, a + k), k \in \mathbb{N}. \end{cases}$$

**Theorem 4.18.** Assume $y \in \Omega_{\pm}(\delta^*_1,\delta^*_2) \cap O_{L}^{-2\delta^*_2}$ and $t > 0$. Then there is $\varepsilon_0 > 0$ such that for all $\varepsilon < \varepsilon_0$

$$|\mathbb{P}_y(\tau^\varepsilon_{\pm,*} \lambda(\varepsilon) > t) - e^{-g(t)c_\pm}| \leq \delta^*_4.$$

**Remark 4.19.** The estimate in the given theorem holds pointwise in $t$ and is not uniform.

The following lemma and Laplace’s method will suffice to verify Theorem 4.18.
Lemma 4.20. Let $t > 0$ and for $L \geq L^* + \delta^*$ choose $y \in \Omega_{\pm}(\delta_1^*, \delta_2^*) \cap O_{L}^{-\delta_2^*}$. Then there is $\varepsilon_0 > 0$ such that
\[
\left| \mathbb{P}_y \left( \tau_{i}^{e_*} \lambda(\varepsilon) \leq t \right) - I^e(t) \right| \leq \delta^*
\]
for $\varepsilon < \varepsilon_0$, where
\[
I^e(t) = 1 - \exp \left( - \int_0^t \sqrt{\log \varepsilon} |\varepsilon|^{\alpha(r) - \alpha_0} \nu_r(\Omega_{\pm,L}^e - m_{\pm}) \, dr \right).
\]
The main part of this subsection is devoted to the proof of Lemma 4.20. But at first some important definitions and preparatory results are necessary.

**Definition 4.21.** Assume $y \in \mathbb{R}^d$, $L \geq L^* + \delta^*$ and $0 \leq s \leq t$. The random variable $W_i^e$ is distributed according to the law $v_{u/2T}(B_{e^*}^c(0) \cap \frac{1}{2}) / v_{u/2T}(B_{e^*}^c(0))$. Define
\[
B_{s,t}^\pm(y) = \left\{ \tilde{Y}_{s,r}(y) \in \Omega_{\pm,L}(\delta_1^*), r \in [0, t-s), \tilde{Y}_{s,t-s}(y) + W_t^e \in \Omega_{\pm,L}(\delta_1^*) \right\},
\]
\[
\tilde{B}_{s,t}^\pm(y) = \left\{ \tilde{Y}_{s,r}(y) \in \Omega_{\pm,L}(\delta_1^*), r \in [0, t-s), \tilde{Y}_{s,t-s}(y) + W_t^e \in \Omega_{\pm,L}(\delta_1^*) \cap O_{L}^{-\delta_2^*} \right\},
\]
\[
\tilde{C}_{s,t}^\pm(y) = \left\{ \tilde{Y}_{s,r}(y) \in \Omega_{\pm,L}(\delta_1^*), r \in [0, t-s), \tilde{Y}_{s,t-s}(y) + W_t^e \notin \Omega_{\pm,L}(\delta_1^*) \right\},
\]
\[
E_{s,t}(y) = \sup \left\{ \left| \tilde{Y}_{s,r}(y) - y_r(y) \right| : r \in [0, t-s) \right\},
\]
\[
F_{s,t}^\pm(y) = \left\{ \exists u \in (0, t-s) : \tilde{Y}_{s,r}(y) \in \Omega_{\pm,L}(\delta_1^*), r \in [0, u], \tilde{Y}_{s,u} \notin \Omega_{\pm,L}(\delta_1^*) \right\}.
\]

Lemma 4.22. Assume $k \in \mathbb{N} \setminus \{1\}$, $t > 0$ and $B_0, \ldots, B_k$ equal to $\Omega_{\pm,L}(\delta_1^*), \Omega_{\pm,L}(\delta_1^* + \delta_2^*) \cap O_{L}^{-\delta_2^*}$, $\Omega_{\pm,L}(\delta_1^*) \cap (\Omega_{\pm,L}(\delta_1^*) \cap O_{L}^{-\delta_2^*})$ or $(\Omega_{\pm,L}(\delta_1^*))^c$. For all $u \geq 0$ the random variable $W_u^e$ is distributed according to the law $v_{u/2T}(B_{e^*}^c(0) \cap \frac{1}{2}) / v_{u/2T}(B_{e^*}^c(0))$. For all $j = 0, \ldots, k - 2$, $0 \leq s \leq r$ and $y \in \mathbb{R}^d$ the set $S_{s,r}^{k}(y)$ equals to
\[
S_{s,r}^{k}(y) = \left\{ \tilde{Y}_{s,v}(y) \in B_j, v \in [0, r-s), \tilde{Y}_{s,r-s}(y) + W_r^e \in B_{j+1} \right\}.
\]
Define $s_0 = 0$ and choose $y_0 \in B_0$. Recall $2T = \varepsilon^{-\alpha_*} \sqrt{\log \varepsilon}$. Then the following estimate holds
\[
\mathbb{E} 1_{\{\tau_{\varepsilon} \leq 2T\}} \prod_{j=0}^{k-1} 1 \left( S_{s_j, s_j+1}^{j}(Y_{s_j}(y_0)) \right)
\]
\[
\geq \int_0^t \int_0^{s_k} \cdots \int_0^{s_2} \left[ \prod_{j=1}^{k} (\varepsilon^{\alpha(s_j)} - \alpha_0) \sqrt{\log \varepsilon} \nu_{s_j}(B_{s_j}^c(0)) \right] e^{-\int_0^{s_k} \varepsilon^{\alpha(r)} - \alpha_0 \sqrt{\log \varepsilon} \nu_{s_j}(B_{s_j}^c(0))dr} \prod_{j=0}^{k-1} \inf_{y \in B_j} \mathbb{P}(S_{2T,s_j,2T,s_j+1}^{j}(y)) \, ds_k 
\]
A similar upper bound exists with suprema instead of infima.
Proof. Pursue the same strategy as in the proof of Lemma 3.30. Repeatedly use the strong Markov property of \((Y^c_t, t)_{t \geq 0}\) (Proposition 2.45) and afterwards the knowledge of the conditional density of the inter-jump times (Lemma 4.8) to get

\[
\begin{align*}
\mathbb{E} 1_{(\tau_k \leq 2T)} \prod_{j=0}^{k-1} 1 \left( S^j_{\tau_j, \tau_{j+1}}(Y^c_{\tau_j}(y_0)) \right) \\
&\geq \int_0^\infty \cdots \int_0^\infty \left[ \prod_{j=1}^k \left( e^{\rho a(t_1 + \ldots + t_j)/2T} e^{\rho a(t_1 + \ldots + t_j)/2T} \left( B_1^c(0) \right) \right) e^{-\int_0^{t_1 + \ldots + t_k} e^{\rho a(y/2T) \nu_r/2T} (B_2^c(0)) } dr \right] \prod_{j=0}^{k-1} \inf_{y \in B_j} \mathbb{P} \left( S^j_{t_0 + \ldots + t_j, t_1 + \ldots + t_{j+1}}(y) \right) dt_k \ldots dt_1
\end{align*}
\]

with \(t_0 = 0\). The substitutions \((s_1, s_2, \ldots, s_k) = \left( \frac{t_1}{2T}, \frac{t_1 + t_2}{2T}, \ldots, \frac{t_1 + \ldots + t_k}{2T} \right)\) and \(u = \frac{r}{2T}\) in the exponent verify the lemma.

Remember the \(\delta\)-enlargement \(B^+ = B \cup \{ x \in \mathbb{R}^d : \text{dist}(x, B) \leq \delta \}\) of a Borel set \(B\).

Lemma 4.23. a) Let \(L \geq L^*\) and \(\delta > 0\) then there is \(L_\delta(L) > L\) such that \(O_L^\delta \subseteq O_{L_\delta(L)}\).

b) For all \(L \geq L^* + \delta^*\) we have

\[
\begin{align*}
(i) & \quad (\Omega_{\pm, L}(\delta_1^\ast))^{+\delta_2^\ast} \subseteq \Omega_{\pm, L^*}(L), \\
(ii) & \quad (\Omega_{\pm, L}(\delta_1^\ast))^{+\delta_2^\ast} \subseteq \Omega_{\pm, L}(\delta_1^\ast, \delta_2^\ast), \\
(iii) & \quad (\Omega_{\pm, L^*}(L))^{+\delta_1^\ast} = \Omega_{\pm, L}(\delta_1^\ast), \\
(iv) & \quad (\Omega_{\pm, L^*}(\delta_1^\ast, \delta_2^\ast))^{+\delta_2^\ast} \subseteq \Omega_{\pm}(\delta_1^\ast, \delta_2^\ast) \cap O_L^{-\delta_2^\ast}, \\
(v) & \quad \left( \Omega_{\pm, L}(\delta_1^\ast) \setminus \left( \Omega_{\pm}(\delta_1^\ast, \delta_2^\ast) \cap O_L^{-\delta_2^\ast} \right) \right)^{+\delta_2^\ast} \subseteq \Gamma_{L^*}(\delta_1^\ast, \delta_2^\ast) \cup O_{L^*}^\ast.
\end{align*}
\]

Proof. The first statement is a consequence of the Lipschitz continuity of \(V\) on compacts. Define \(L_\delta(L) := L + \delta C_L\) if \(C_L\) denotes the Lipschitz constant of \(V\) on \(O_L^{\delta^\ast}\).

The proof of assertion (i) falls back on \((\Omega_{\pm}(\delta_1^\ast))^{+\delta_2^\ast} \subseteq \Omega_{\pm}\), because \(\delta_1^\ast > \delta_2^\ast\) is true and the inclusion \(O_L^{\delta_1^\ast} \subseteq O_{L_\delta(L)}\) holds since \(\delta_2^\ast < \delta^\ast\). Passing to the complements of all sets involved in (i) immediately proves (iii). From (D3) we can deduce \((O_L^{-\delta_2^\ast})^c \subseteq O_{L^*}^\ast\). In addition \((\Omega_{\pm}^c(\delta_1^\ast))^{+\delta_2^\ast} \subseteq \Omega_{\pm}^c(\delta_1^\ast, \delta_2^\ast)\) yields (ii). The proof of (iv) demands \((\Omega_{\pm}(\delta_1^\ast, \delta_2^\ast))^{+\delta_2^\ast} \subseteq \Omega_{\pm}(\delta_1^\ast, \delta_2^\ast)\). The inclusion in (v) is a consequence of \(O_L^{-2\delta_2^\ast} \supseteq O_{L^\ast}\) for \(L \geq L^* + \delta^\ast\) and

\[
\begin{align*}
\left( \Omega_{\pm, L}(\delta_1^\ast) \setminus \left( \Omega_{\pm}(\delta_1^\ast, \delta_2^\ast) \cap O_L^{-\delta_2^\ast} \right) \right)^{+\delta_2^\ast} \subseteq \left( O_L \setminus O_L^{-\delta_2^\ast} \right)^{+\delta_2^\ast} \cup (\Gamma_L(\delta_1^\ast, \delta_2^\ast))^{+\delta_2^\ast}.
\end{align*}
\]

Lemma 4.24. Assume \(\rho \in (0, 1)\). Let \(C > 0\) and \(L \geq L^* + \delta^\ast\). Define \(L_\delta(L)\) as in the previous lemma. There exist \(\varepsilon_0, p_0, \gamma_0 > 0\) such that the succeeding inequalities hold for all \(s, t \geq 0\) with \(t \leq C, \gamma \in (0, \gamma_0), p \in (0, p_0)\) and \(\varepsilon \in (0, \varepsilon_0)\):
Lemma 4.16 since (ii) and (v) will complete this proof.

Analogously arguments as in Lemma 3.31 together with an application of Lemma 4.23 (i), (i). Assertion (ii) falls back on the same steps and exploits Lemma 4.23 (iii). For the given metastable behaviour of a jump diffusion driven by a periodic additive process

\[ E_{\nu} \]

Recall that \( \tilde{Y} \) of \( \nu \) used in the definition of \( Y_{\nu} \), choose \( \epsilon \) small enough such that \( \frac{1}{2} \epsilon^{2} \gamma < \delta_{2}^{*} \) holds, use the Markov property of \( Y_{\nu} \) and apply Lemma 4.23 (iv) to get

\[ \sup_{y \in \Omega_{\nu}(\delta_{1}^{*})} \mathbb{P}(C^{\pm}_{s_{2}T,(s+t)2T}(y)) \mathbf{1}_{\{t2T \geq R_{\nu}\}} \leq e^{-\epsilon p} + \frac{\nu_{s+t}(B_{e-}\rho(0) \cap \frac{1}{\epsilon}(\Omega_{\nu}(L) - m_{\pm}))}{\epsilon^{\alpha(s+t)}(B_{e-}(0))}, \]

\[ (iv) \]

\[ \sup_{y \in \Omega_{\nu}(\delta_{1}^{*})} \mathbb{P}(C^{\pm}_{s_{2}T,(s+t)2T}(y)) \mathbf{1}_{\{t2T \geq R_{\nu}\}} \leq e^{-\epsilon p} + \frac{\nu_{s+t}(\frac{1}{\epsilon}(\Omega_{\nu}(L) - m_{\pm}))}{\epsilon^{\alpha(s+t)}(B_{e-}(0))}, \]

\[ (v) \]

\[ \sup_{y \in \Omega_{\nu}(\delta_{1}^{*})} \mathbb{P}(\tilde{B}^{\pm}_{s_{2}T,(s+t)2T}(y)) \mathbf{1}_{\{t2T \geq R_{\nu}\}} \leq e^{-\epsilon p} + \frac{\nu_{s+t}(\frac{1}{\epsilon}(\Omega_{\nu}(L) - m_{\pm}))}{\epsilon^{\alpha(s+t)}(B_{e-}(0))}. \]

Proof. Mainly we will follow the arguments of the proof of Lemma 3.31. Intersect with \( E_{s_{2}T,(s+t)2T}(y) \), choose \( \epsilon \) small enough such that \( \frac{1}{2} \epsilon^{2} \gamma < \delta_{2}^{*} \) holds, use the Markov property of \( Y_{\nu} \) and apply Lemma 4.23 (iv) to get

\[ \mathbb{P}(B^{\pm}_{s_{2}T,(s+t)2T}(y)) \mathbf{1}_{\{t2T \geq R_{\nu}\}} \]

\[ \geq 1_{\{t2T \geq R_{\nu}\}} \mathbb{P}(B^{\pm}_{s_{2}T,(s+t)2T}(y)) \mathbb{P}(W^{\nu}_{s_{2}T,(s+t)2T} \in \Omega_{\nu}(L) - m_{\pm}) . \]

Recall that \( W^{\nu}_{s_{2}T,(s+t)2T} \) used in the definition of \( B_{e-}(y) \) is distributed according to the law \( \nu_{s_{2}T}(B_{e-}(0) \cap \frac{1}{\epsilon}(\Omega_{\nu}(L) - m_{\pm})) / \nu_{s_{2}T}(B_{e-}(0)) \). Insert this law and estimate \( \mathbb{P}(E_{s_{2}T,(s+t)2T}(y)) \) by Lemma 4.16 since \( t2T \) is at most of polynomial order in \( \epsilon \) due to \( t \leq C \). This verifies (i). Assertion (ii) falls back on the same steps and exploits Lemma 4.23 (iii). For the given upper estimates again intersect with a nice small jump process and a very rough behaviour. Analogously arguments as in Lemma 3.31 together with an application of Lemma 4.23 (i), (ii) and (v) will complete this proof. \( \square \)
It is time to reap the benefits of all these preparations. First prove Lemma 4.20 and subsequently verify Theorem 4.18.

Proof of the Lemma 4.20:

**Proof. Lower bound:**

For \( \rho \in (\frac{2}{3}, 1) \) the inequality \( \frac{1}{2} \alpha + \rho > \alpha (1 - \rho) \) is true. We define \( k_\varepsilon = \lfloor \varepsilon^{-r} \rfloor \) for some \( r \in (\alpha (1 - \rho), \frac{1}{2} \alpha + \rho) \) and for \( y \in \Omega_\pm (\delta_1^*, \delta_2^*) \cap O_L^{-\delta_2^*} \) we estimate

\[
\mathbb{P}_y \left( \tau^\varepsilon \lambda (\varepsilon) \leq t \right) \geq \sum_{k=1}^{k_\varepsilon} \mathbb{P}_y \left( \tau^\varepsilon = \tau_k, \tau_k \lambda (\varepsilon) \leq t \right)
\]

![Equation](equation here)

Now use Lemma 4.22 with \( S^j_{\tau_j, \tau_j+1}(y) = B^\pm_{\tau_j, \tau_j+1}(y) \) for \( j = 0, \ldots, k-2 \) and \( S^{k-1}_{\tau_{k-1}, \tau_k}(y) = C^\pm_{\tau_{k-1}, \tau_k}(y) \) and \( 2T = \lambda (\varepsilon)^{-1} \) to get

\[
\mathbb{P}_y \left( \tau^\varepsilon \lambda (\varepsilon) \leq t \right) \geq \sum_{k=1}^{k_\varepsilon} \int_0^t \int_0^s_1 \cdots \int_0^s_2 \left[ \prod_{j=1}^{k} \sqrt{\log \varepsilon} |e^{\alpha (s_j)} - \alpha \nu (B^\varepsilon (0)) \right]
\]

![Equation](equation here)

Introduce the factor \( \prod_{j=0}^{k-1} 1_{\{(s_j+1-s_j)^2 T \geq R_\gamma \} } \in [0, 1] \) and use Lemma 4.24 (i) and (ii) to prove

\[
\mathbb{P}_y \left( \tau^\varepsilon \lambda (\varepsilon) \leq t \right) \geq \sum_{k=1}^{k_\varepsilon} \int_0^t \int_0^s_1 \cdots \int_0^s_2 \left[ \prod_{j=0}^{k-1} 1_{\{(s_j+1-s_j)^2 T \geq R_\gamma \} } \prod_{j=1}^{k-1} \nu (B^\varepsilon (0) \cap \frac{1}{\varepsilon} (\Omega_\pm, L^* (\delta_1^* + \delta_2^* + \delta_2^* - m^\pm) \right)
\]

![Equation](equation here)

We will get rid of the factor concerning the logarithmic return times through the following estimate

\[
\prod_{j=0}^{k-1} 1_{\{(s_j+1-s_j)^2 T \geq R_\gamma \} } \geq 1 - \sum_{j=0}^{k-1} 1_{\{(s_j+1-s_j)^2 T \leq R_\gamma \} }.
\]

But at first create another additive error term through adding the missing summands \( k > k_\varepsilon \)
of a useful series representation. This is all done in the following:

\begin{equation}
\mathbb{P}_\gamma(\tau_{\pm}^T \lambda(\varepsilon) \leq t)
\geq \sum_{k=1}^{\infty} \int_0^t \int_0^{s_k} \cdots \int_0^{s_2} \left[ \left( \sqrt{\log \frac{1}{\varepsilon} \alpha^2} \right)^k e^{-\int_0^s \frac{1}{\varepsilon} \alpha^2 \beta^2(r) \, dr} \right] \prod_{j=1}^{k-1} \nu_{s_j} \left( B_{\varepsilon-\rho}^T(0) \right) \prod_{j=1}^{k} \nu_{s_j} \left( \frac{1}{\varepsilon} \left( \Omega_{\pm,L}^\varepsilon(L) - m_{\pm} \right) \right) ds_1 \cdots ds_k
\end{equation}

The first infinite sum in (4.5) contributes the main part to the probability and two error terms are subtracted. The first one is of order $|\log \varepsilon|^{2\alpha_2-2r}$ what is explained in the following.

The substitution $(t_1, t_2, \ldots, t_k) = (s_1, s_2 - s_1, \ldots, s_k - s_{k-1})$ and $\int_0^\infty f(s+t) e^{-\int_s^t s f(r) \, dr} dt = 1$ for nonnegative functions $f$ with $\int_s^\infty f(r) \, dr = \infty$, $s \geq 0$, yields for $k = 1, \ldots, k_\varepsilon$ and $j = 0, \ldots, k - 1$

\begin{equation}
\int_0^{s_k} \cdots \int_0^{s_2} \prod_{i=1}^{k} \left( \sqrt{\log \frac{1}{\varepsilon} \alpha^2 \beta^2(s_i)} \right) e^{-\int_0^{s_k} \frac{1}{\varepsilon} \alpha^2 \beta^2(r) \, dr} \prod_{j=1}^{k-1} \nu_{t_{j+1}^T < R_{\varepsilon T}} ds_1 \cdots ds_k
\end{equation}

\begin{equation}
= \int_0^{s_k} \cdots \int_0^{s_2} \prod_{i=1}^{k} \left( \sqrt{\log \frac{1}{\varepsilon} \alpha^2 \beta^2(t_1 + \ldots + t_i)} e^{-\int_0^{s_k} \frac{1}{\varepsilon} \alpha^2 \beta^2(r) \, dr} \prod_{j=1}^{k-1} \nu_{t_{j+1}^T < R_{\varepsilon T}} \right) dt_k \cdots dt_1
\end{equation}

\begin{equation}
\leq \gamma C \max_{t \in [0,1]} \nu_{t} \left( B_{\varepsilon-\rho}^T(0) \right) |\log \varepsilon|,
\end{equation}

with $R_{\varepsilon T} = \gamma C |\log \varepsilon|$. This error occurs at most $k_\varepsilon^2$-times. Thus $r$ must be smaller than $\frac{\rho_{\alpha_2}}{T}$.

Extending the finite sum of formula (4.4) to an infinite one creates an additive error (last sum in formula (4.5)) that is bounded from above by $\mathbb{P} \left( N^{AT} \left( B_{\varepsilon-\rho}^T(0) \times [0, t\lambda(\varepsilon)^{-1}] \right) > k_\varepsilon \right)$. Recall that the number of big jumps until time $t\lambda(\varepsilon)^{-1}$ is distributed according to the Poissonian
law. Lemma 3.33 implies

\[ \mathbb{P}\left(N^{AT}\left(B_{-\nu}^{-}(0) \times [0,t\lambda(\varepsilon)^{-1}]\right) > k_{\varepsilon} \right) \]

\[ = \sum_{k=k_{\varepsilon}+1}^{\infty} e^{- f_0^{\lambda(\varepsilon)^{-1}} \beta^\varepsilon(x^T) \lambda T} \frac{1}{k!} \left( \int_{0}^{t\lambda(\varepsilon)^{-1}} \beta^\varepsilon \left( \frac{s}{2T} \right) ds \right)^k \]

\[ \leq \frac{1}{(k_{\varepsilon}+1)!} \left( \int_{0}^{t\lambda(\varepsilon)^{-1}} \beta^\varepsilon \left( \frac{s}{2T} \right) ds \right)^{k_{\varepsilon}+1}. \]

From \( \beta^\varepsilon(s) \leq \varepsilon^{\alpha_\ast} \max_{t \in [0,1]} \nu_t(B_1(0)) \) for all \( s \geq 0 \) we can derive

\[ \mathbb{P}\left(N^{AT}\left(B_{-\nu}^{-}(0) \times [0,t\lambda(\varepsilon)^{-1}]\right) > k_{\varepsilon} \right) \leq c_1 \varepsilon^{\alpha_\ast - \alpha_\ast} \sqrt{\log \varepsilon} \left( (c_2 \sqrt{\log \varepsilon})^{\varepsilon^{\alpha_\ast} - \alpha_\ast} k_{\varepsilon}^{-1} \right)^{k_{\varepsilon}}, \]

for some \( c_1, c_2 > 0 \) because \((k_{\varepsilon}!)^{-1} \leq (2\pi k_{\varepsilon})^{-1/2} k_{\varepsilon}^{-1/2} e^{k_{\varepsilon}} \) due to Stirling’s formula. Thus this error is a null sequence as \( \varepsilon \to 0 \) if \( r > \alpha_\ast (1 - \rho) \). It is left to analyse the first series of formula (4.5). Apply Lemma 3.32 (ii) and \( \nu_t(\frac{1}{\varepsilon}A) = \varepsilon^{\alpha(t)} \nu_t(A) \) to transform the main part of the probability as below

\[ \sum_{k=1}^{\infty} \int_{0}^{t} \int_{0}^{s_1} \cdots \int_{0}^{s_k} \left( \sqrt{\log \varepsilon} \varepsilon^{-\alpha_\ast} \right)^k e^{- \int_{0}^{s_k} \sqrt{\log \varepsilon} \varepsilon^{\alpha(r)} - \alpha_\ast \nu_r(B_1(0)) dr} \left( 1 - e^{-\varepsilon^{-r}} \right)^k \]

\[ \prod_{j=1}^{k-1} \nu_{s_j} \left( B_{-\nu}^{-}(0) \cap \frac{1}{\varepsilon}(\Omega_{\pm,L^\ast}(\delta_1^\ast, \delta_2^\ast, \delta_2^\ast) - m_{\pm}) \right) \nu_{s_k} \left( \frac{1}{\varepsilon}(\Omega_{\pm,L^\ast,L^\ast}(L) - m_{\pm}) \right) ds_1 \cdots ds_k \]

\[ = \int_{0}^{t} \sqrt{\log \varepsilon} \varepsilon^{\alpha(s) - \alpha_\ast} \left( 1 - e^{-\varepsilon^{-r}} \right) \nu_s \left( \Omega_{\pm,L^\ast,L^\ast}(L) - m_{\pm} \right) \]

\[ \exp \left\{ - \int_{0}^{s} \sqrt{\log \varepsilon} \varepsilon^{\alpha(r) - \alpha_\ast} \left( 1 - e^{-\varepsilon^{-r}} \right) \nu_r \left( \Omega_{\pm,L^\ast,L^\ast}(\delta_1^\ast, \delta_2^\ast) - m_{\pm} \right) dr \right\} ds. \]

As usual ignoring the terms \( e^{-\varepsilon^{-r}} \) produces only small errors. Remember the choice of the constants \( \delta_1^\ast, \delta_2^\ast \) and \( L^\ast \) which guarantees that the Lévy measures \( \nu_t \) only have little weight near the separatrix and far away from the minima. Thus

\[ |\nu_t(\Omega_{\pm,L^\ast,L^\ast}(L) - m_{\pm}) - \nu_t(\Omega_{\pm,L} - m_{\pm})| \leq \nu_t(O_{L^\ast} - m_{\pm}) \leq \delta^\ast, \]

\[ |\nu_r(\Omega_{\pm,L^\ast,L^\ast}(\delta_1^\ast, \delta_2^\ast, \delta_2^\ast) - m_{\pm}) - \nu_r(\Omega_{\pm,L} - m_{\pm})| \leq \nu_r(O_{L^\ast} - m_{\pm}) + \nu_r(\Gamma_{L^\ast}(\delta_1^\ast, \delta_2^\ast, \delta_2^\ast)) \leq \delta^\ast. \]

From replacing \( \nu_s(\Omega_{\pm,L^\ast,L^\ast}(L) - m_{\pm}) \) by \( \nu_s(\Omega_{\pm,L} - m_{\pm}) - \delta^\ast \) and \( \nu_r(\Omega_{\pm,L^\ast,L^\ast}(\delta_1^\ast, \delta_2^\ast, \delta_2^\ast) - m_{\pm}) \) by \( \nu_r(\Omega_{\pm,L} - m_{\pm}) + \delta^\ast \) in the main part of the probability given above we can derive

\[ \mathbb{P}_y \left( \tau_{\pm,L}^\ast \lambda(\varepsilon) \leq t \right) \]

\[ \geq \int_{0}^{t} \sqrt{\log \varepsilon} \varepsilon^{\alpha(s) - \alpha_\ast} \left( \nu_s(\Omega_{\pm,L} - m_{\pm}) - \delta^\ast \right) e^{- \int_{0}^{s} \sqrt{\log \varepsilon} \varepsilon^{\alpha(r) - \alpha_\ast}(\nu_r(\Omega_{\pm,L} - m_{\pm}) + \delta^\ast) dr} ds - o(1). \]

The error term \( o(1) \) is a null sequence as \( \varepsilon \to 0 \). It is of order \( \varepsilon^k \) for example with \( k = \frac{1}{2}((\alpha_\ast \rho - 2r) \wedge (\alpha_\ast \rho - \alpha_\ast + r)) \). For sufficiently small \( \varepsilon \) and \( c = 2 \left( \min_{t \in [0,1]} \nu_s(\Omega_{\pm,L} - m_{\pm}) \right)^{-1} \)
we get
\[ P_\varepsilon (\tau_{\pm}^\varepsilon \lambda (\varepsilon) \leq t) \geq -\delta^* + (1 - c\delta^*) \left( 1 - e^{-\int_0^t \sqrt{\log \varepsilon |e^{\alpha (s)} - \alpha \nu_r (\Omega_{s}^\varepsilon, L - m_{\pm})|} ds} \right) \]
\[ \geq -\delta^* (1 + c) + \left( 1 - e^{-\int_0^t \sqrt{\log \varepsilon |e^{\alpha (s)} - \alpha \nu_r (\Omega_{s}^\varepsilon, L - m_{\pm})|} ds} \right) \]
which proves the result.

**Upper bound:** As before define \( k = \lfloor \varepsilon^{-r} \rfloor \) for some \( r \in (1 - \rho, \frac{\alpha \rho}{2}) \), with \( \rho \in (\frac{3}{4}, 1) \) and estimate
\[ P_\varepsilon (\tau_{\pm}^\varepsilon \lambda (\varepsilon) \leq t) \leq \sum_{k=1}^{k} P_\varepsilon (\tau_{\pm}^\varepsilon = \tau_k, \tau_k \lambda (\varepsilon) \leq t) \]
\[ + \sum_{k=0}^{k-1} P_\varepsilon (\tau_{\pm}^\varepsilon \in (\tau_k, \tau_{k+1}), \tau_{\pm}^\varepsilon \lambda (\varepsilon) \leq t) + P_\varepsilon (\tau_{k} \leq \tau_{\pm}^\varepsilon \leq t \lambda (\varepsilon)^{-1}). \]
The first sum of the previous upper bound contributes the main part to the probability under estimation and the second line creates error terms.

The estimate of the last summand of (4.7) again falls back on the fact that \( N_{\Lambda T} \) denotes a Poisson random measure. The error \( P \left( N_{\Lambda T} (B_c^{-, \rho} \times [0, t \lambda (\varepsilon)^{-1}] \geq k \right) \) vanishes in the small noise limit through choosing \( r > \alpha \rho (1 - \rho) \).

Now concentrate on the main part of (4.7). From the usual factorisation and an application of Lemma 4.22 we can deduce
\[ \sum_{k=1}^{k} P_\varepsilon (\tau_{\pm}^\varepsilon = \tau_k, \tau_k \lambda (\varepsilon) \leq t) \]
\[ = \sum_{k=1}^{k} E \mathbf{1}_{\left( \tau_k \lambda (\varepsilon) \leq t \right)} \prod_{j=0}^{k-2} \mathbf{1} \left( B^\varepsilon_{\tau_j, \tau_{j+1}} (Y_{\tau_j}) \right) \mathbf{1} (C_{\tau_k, -1, \tau_k, \tau_{k}-1}) \]
\[ \leq \sum_{k=1}^{k} \int_0^t \int_0^{s_k} \cdots \int_0^{s_2} \prod_{j=1}^{k} \left( \sqrt{\log \varepsilon |e^{\alpha (s_j)} - \alpha \nu_r (B_1 (0))|} e^{-\int_0^{s_j} \sqrt{\log \varepsilon |e^{\alpha (s)} - \alpha \nu_r (B_1 (0))|} dr} \right) \]
\[ \sup_{y \in \Omega_{s, L} (\delta^*_y)} P (B^\varepsilon_{s_j + 2T, s_j + 2T} (y)) \sup_{y \in \Omega_{s, L} (\delta^*_y)} P (C^\varepsilon_{s_{k-1} + 2T, s_k + 2T} (y)) \]
\[ ds_1 \cdots ds_k. \]

A multiplication of the integrand with the factor
\[ 1 = \prod_{j=0}^{k-1} \mathbf{1}_{\left( (s_j + 1 - s_j) 2T \geq R_c \gamma \right)} + 1 - \prod_{j=0}^{k-1} \mathbf{1}_{\left( (s_j + 1 - s_j) 2T \geq R_c \gamma \right)}, \]
points the way towards Lemma 4.24 and simultaneously produces an error of order \( \varepsilon^{-2r \log \varepsilon} \) as justified in the proof of the lower bound through estimation of inequality
(4.6). We end up with
\[
\sum_{k=1}^{k_{*}} \mathbb{P}_y \left( \tau_{\pm}^{\varepsilon,*} = \tau_k, \tau_k \lambda(\varepsilon) \leq t \right) \\
\leq \sum_{k=1}^{k_{*}} \int_{0}^{t} \int_{0}^{s_{k}} \ldots \int_{0}^{s_{2}} \left( \sqrt{\log \varepsilon} \varepsilon^{-\alpha_s} \right)^k \varepsilon^{-f_0^{\varepsilon}} \left( \nu_\varepsilon (B_1^c(0)) \right) \nu_\varepsilon \left( B_\varepsilon^{c}(0) \cap \frac{1}{\varepsilon} (\Omega_{\pm, L^{*}}(L) - m_{\pm}) \right) \right) \\
\left( \varepsilon^{p(\nu_{\varepsilon} \nu_{s_j}(B_1^c(0)) \varepsilon^{-p} + \nu_{s_k} \left( \frac{1}{\varepsilon} (\Omega_{\pm, L^{*}}(\delta_1, \delta_2^*) - m_{\pm}) \right) \right) \right) ds_1 \ldots ds_k + o_{\varepsilon}(1) \\
\text{with } o_{\varepsilon}(1) \to 0 \text{ as } \varepsilon \to 0. \text{ Again extend the finite sum to an infinite series, glance at (ii) of Lemma 3.32, use } \nu(t) = e^{\alpha(t)} \nu(t) \text{ and remember (D1) and (D2) that imply}
\]
\[
|\nu_\varepsilon (\Omega_{\pm, L^{*}}^{c}(\delta_1, \delta_2^*) - m_{\pm}) - \nu_t (\Omega_{\pm, L^{*}}^{c}(\delta_1, \delta_2^*) - m_{\pm})| \leq \frac{\delta^*}{2}, \quad (4.8)
\]
\[
|\nu_\varepsilon (\Omega_{\pm, L^{*}}^{c}(L) - m_{\pm}) - \nu_t (\Omega_{\pm, L^{*}}^{c}(L) - m_{\pm})| \leq \delta^*. \quad (4.9)
\]
This proves
\[
\sum_{k=1}^{k_{*}} \mathbb{P}_y \left( \tau_{\pm}^{\varepsilon,*} = \tau_k, \tau_k \lambda(\varepsilon) \leq t \right) \leq \int_{0}^{t} \left( \sqrt{\log \varepsilon} \varepsilon^{-\alpha_s} \left( \nu_\varepsilon (\Omega_{\pm, L^{*}}^{c}(\delta_1, \delta_2^*) - m_{\pm}) + \frac{\delta^*}{2} \right) \right) \\
\left( \varepsilon^{p(\nu_{\varepsilon} \nu_{s_j}(B_1^c(0)) \varepsilon^{-p} + \nu_{s_k} \left( \frac{1}{\varepsilon} (\Omega_{\pm, L^{*}}^{c}(\delta_1, \delta_2^*) - m_{\pm}) \right) \right) \right) ds + o_{\varepsilon}(1). \\
\]
Now let us focus on the possibility to leave the basin of attraction between two big jumps and hence consider the second sum of inequality (4.7). Starting within $\Omega_{\pm, L^{*}}^{c}(\delta_1, \delta_2^*) \cap O_{L}^{-\delta_2^*}$ makes an exit from $\Omega_{\pm, L^{*}}^{c}(\delta_1)$ through the small jump process impossible if it lies in the $\frac{1}{2} \varepsilon^{2\gamma}$-neighbourhood of the deterministic process and $\frac{1}{2} \varepsilon^{2\gamma} < \delta_2^*$. This immediately yields
\[
\mathbb{P}_y \left( \tau_{\pm}^{\varepsilon,*} \in (0, \tau_1) \right) \leq \mathbb{P} \left( \sup_{t \in [0, \tau_1]} \| \tilde{Y}_t^\varepsilon (y) - y_t (y) \| \geq \frac{1}{2} \varepsilon^{2\beta} \right) = \mathbb{P} \left( E_{0, \tau_1}^\varepsilon (y) \right) \leq e^{-\varepsilon^{-p}} \quad (4.10)
\]
for $\gamma < \gamma_0$, $p < p_0$ and $\varepsilon < \varepsilon_0$ with $\gamma_0, p_0$ and $\varepsilon_0$ according to Theorem 4.10. For $k \in \mathbb{N}$
\[
\mathbb{P}_y \left( \tau_{\pm}^{\varepsilon,*} \in (\tau_k, \tau_{k+1}), \tau_k \lambda(\varepsilon) \leq t \right) \\
\leq \mathbb{E}_y \prod_{j=0}^{k-2} \left( B_{\tau_j, \tau_j+1}^{\varepsilon} (Y_{\tau_j}^\varepsilon) \right) \left( \tilde{B}_{\tau_k-1, \tau_k}^{\varepsilon} (Y_{\tau_k-1}^\varepsilon) \right) \left( F_{\tau_k, \tau_{k+1}}^{\varepsilon} (Y_{\tau_k}^\varepsilon) \right) \quad (4.11)
\]
\[
+ \mathbb{E}_y \prod_{j=0}^{k-2} \left( B_{\tau_j, \tau_j+1}^{\varepsilon} (Y_{\tau_j}^\varepsilon) \right) \left( \tilde{B}_{\tau_k-1, \tau_k}^{\varepsilon} (Y_{\tau_k-1}^\varepsilon) \right) \left( F_{\tau_k, \tau_{k+1}}^{\varepsilon} (Y_{\tau_k}^\varepsilon) \right) \left( \tau_k \lambda(\varepsilon) \leq t \right)
\]
is true. Estimate the first summand through arguments presented above
\[
\mathbb{E}_y \sum_{k=1}^{k-1} \prod_{j=0}^{k-2} \left( B_{\tau_{j+1}^\varepsilon}^\pm (Y_{\tau_j^\varepsilon}(y)) \right) \left( \mathcal{B}_{\tau_{k-1}^\varepsilon,\tau_k^\varepsilon} (Y_{\tau_{k-1}^\varepsilon}(y)) \right) \left( F_{\tau_k^\varepsilon,\tau_{k+1}^\varepsilon} (Y_{\tau_k^\varepsilon}(y)) \right)
\]
\[
\leq \mathbb{E}_y \sum_{k=1}^{k-1} \prod_{j=0}^{k-2} \left( B_{\tau_{j+1}^\varepsilon}^\pm (Y_{\tau_j^\varepsilon}(y)) \right) \left( \mathcal{B}_{\tau_{k-1}^\varepsilon,\tau_k^\varepsilon} (Y_{\tau_{k-1}^\varepsilon}(y)) \right) \left( F_{\tau_k^\varepsilon,\tau_{k+1}^\varepsilon} (Y_{\tau_k^\varepsilon}(y)) \right) \mathbb{E} \left( \mathcal{F}_{\tau_k^\varepsilon,\tau_{k+1}^\varepsilon} (Y_{\tau_k^\varepsilon}(y)) | \mathcal{F}_{\tau_k^\varepsilon} \right).
\]

Due to the strong Markov property and Theorem 4.10 the conditional expectation above is exponentially small in \( \varepsilon \). For the last summand in formula (4.11) revive the arguments of the possibility to exit the well at \( \tau_k \). Apply Lemma 4.22, introduce the factor demanding inter-jump times bigger than the logarithmic return time, control the error terms and use Lemma 4.24 (iii) and (v) to end up with

\[
\sum_{k=1}^{k-1} \mathbb{E}_y \prod_{j=0}^{k-2} \left( B_{\tau_{j+1}^\varepsilon}^\pm (Y_{\tau_j^\varepsilon}(y)) \right) \left( \mathcal{B}_{\tau_{k-1}^\varepsilon,\tau_k^\varepsilon} (Y_{\tau_{k-1}^\varepsilon}(y)) \right) \left( \mathcal{B}_{\tau_{k-1}^\varepsilon,\tau_k^\varepsilon} (Y_{\tau_{k-1}^\varepsilon}(y)) \right) \mathbb{E} \left( \mathcal{F}_{\tau_k^\varepsilon,\tau_{k+1}^\varepsilon} (Y_{\tau_k^\varepsilon}(y)) | \mathcal{F}_{\tau_k^\varepsilon} \right).
\]

From the estimate above combined with the careful choice of \( \delta_1^* \), \( \delta_2^* \) and \( L_s \) and all previous estimates we can derive
\[
P_y (\tau_{\pm}^\varepsilon \Lambda (\varepsilon) \leq t) \leq o_\varepsilon (1) + \int_0^t \sqrt{[\log \varepsilon] \varepsilon^{\alpha(s)-\alpha_\varepsilon}} (\nu_s (\Omega_{\pm,L} - m_\pm) + \delta^*) e^{-\int_0^s \sqrt{[\log \varepsilon] \varepsilon^{\alpha(r)-\alpha_\varepsilon}} (\nu_r (\Omega_{\pm,L} - m_\pm) - \delta^*) dr} ds
\]
\[
\leq \delta^* + \left( 1 + \frac{2\delta^*}{\min_{s \in [0,1]} \nu_s (\Omega_{\pm,L} - m_\pm) - \delta^*} \right) \left( 1 - e^{-\int_0^s \sqrt{[\log \varepsilon] \varepsilon^{\alpha(r)-\alpha_\varepsilon}} (\nu_r (\Omega_{\pm,L} - m_\pm) - \delta^*) dr} \right)
\]
\[
\leq \delta^* + \left( 1 + \frac{2}{\min_{s \in [0,1]} \nu_s (\Omega_{\pm,L} - m_\pm) - \delta^*} \right) \left( 1 - e^{-\int_0^s \sqrt{[\log \varepsilon] \varepsilon^{\alpha(r)-\alpha_\varepsilon}} (\nu_r (\Omega_{\pm,L} - m_\pm) - \delta^*) dr} \right)
\]

for sufficiently small \( \varepsilon \) and \( 0 < \delta^* \leq 1 \wedge \frac{1}{2} \min_{s \in [0,1]} \nu_s (\Omega_{\pm,L} - m_\pm) \).

Proof of the Theorem 4.18:

**Proof.** According to Lemma 4.20 it remains to prove
\[
\left| \exp \left( -\int_0^t \varepsilon^{\alpha(r)-\alpha_\varepsilon} \sqrt{[\log \varepsilon] \varepsilon^{\alpha(r)}} (\nu_r (\Omega_{\pm,L} - m_\pm) - \delta^*) dr \right) - e^{-g(t) c_\pm} \right| \leq \delta^*
\]
with \( g \) seen in Figure 4.2. Due to (D1) we can replace \( \nu_r (\Omega_{\pm,L} - m_\pm) \) by \( \nu_r (\Omega_{\pm} - m_\pm) \) which produces errors of order \( \delta^* \). It is left to prove
\[
\lim_{\varepsilon \to 0} \frac{\sqrt{[\log \varepsilon] \varepsilon^{\alpha(r)}}}{c_\pm} \int_0^t \varepsilon^{\alpha(r)-\alpha_\varepsilon} (\nu_r (\Omega_{\pm} - m_\pm) - \delta^*) dr = g(t)
\]
for $t \geq 0$. Due to the $1$-periodicity of the integrand and $g$ it suffices to concentrate on $t \in [0, 1]$. Define $v_r = v_r(\Omega^+_\pm - m_{\pm})$. Because of Lemma 2.47 we obtain the limit
\[
\lim_{\varepsilon \to 0} \varepsilon^{\alpha(r) - \alpha_*} v_r = 1 = g(1)
\]
and analogously we justify
\[
\lim_{\varepsilon \to 0} \varepsilon^{\alpha(r) - \alpha_*} v_r = \frac{1}{2} = g(a).
\]
If $t < a$ define $b = \min_{t \in [0, a]} \alpha(r) > \alpha_*$ and we get
\[
\lim_{\varepsilon \to 0} \varepsilon^{\alpha(r) - \alpha_*} v_r \leq \lim_{\varepsilon \to 0} t^{b - \alpha_*} v_r = 0 = g(t).
\]
If $t \in (a, 1)$ we use the methods of the proof of Lemma 2.47. Assume $\alpha(r) - \alpha_* \leq (\alpha''(a) + \delta)(r-a)^2$ for $|r-a| < \xi$ and $v_r \geq v_a - \delta$ for $|r-a| < \xi$ and for $\bar{\xi} = \xi \wedge \bar{\xi} \wedge (t-a)$ estimate
\[
\int_0^t \varepsilon^{\alpha(r) - \alpha_*} v_r dr \geq \int_a^{a+\bar{\xi}} e^{-|\log\varepsilon|}(\alpha(r) - \alpha_*) v_r dr \geq (v_a - \delta) \int_a^{a+\bar{\xi}} e^{-(\alpha''(a)+\delta)|\log\varepsilon|(r-a)^2/2} dr.
\]
Now substitute $u = \sqrt{(\alpha''(a) + \delta)|\log\varepsilon|(r-a)}$. This yields the lower bound
\[
\lim_{\varepsilon \to 0} \frac{\sqrt{|\log\varepsilon|}}{c_{\pm}} \int_0^t \varepsilon^{\alpha(r) - \alpha_*} v_r dr \geq \lim_{\varepsilon \to 0} \frac{\sqrt{|\log\varepsilon|}}{c_{\pm}} (v_a - \delta) \int_a^{a+\bar{\xi}} e^{-(\alpha''(a)+\delta)|\log\varepsilon|(r-a)^2/2} dr
\]
\[
\geq \lim_{\varepsilon \to 0} \frac{\sqrt{(\alpha''(a) + \delta)v_a}}{\sqrt{(\alpha''(a) + \delta)v_a}} \int_a^{a+\bar{\xi}} e^{-(\alpha''(a)+\delta)|\log\varepsilon|} \frac{1}{\sqrt{2\pi}} e^{-u^2/2} du
\]
\[
= \frac{\sqrt{(\alpha''(a) + \delta)v_a}}{\sqrt{(\alpha''(a) + \delta)v_a}}.
\]
An upper bound is guaranteed as follows. For arbitrary $\delta < \delta_0$ with $\alpha''(a) - \delta_0 > 0$ there are $\xi, \bar{\xi} > 0$ such that $\alpha(r) - \alpha_* \geq (\alpha''(a) - \delta)(r-a)^2$ for $|r-a| \leq \xi$ and $v_r \leq v_a + \delta$ for $|r-a| \leq \bar{\xi}$. Choose $\bar{\xi} = \xi \wedge \bar{\xi} \wedge (t-a)$ and define $b = \min_{t \in [a, \xi, \bar{\xi}]} \alpha(r) > \alpha_*$ then we prove the upper bound
\[
\int_0^t \varepsilon^{\alpha(r) - \alpha_*} v_r dr = \int_a^{a+\bar{\xi}} e^{\alpha(r) - \alpha_*} v_r dr + \int_{a+\bar{\xi}}^t e^{\alpha(r) - \alpha_*} v_r dr
\]
\[
\leq (v_a + \delta) \int_a^{a+\bar{\xi}} e^{-(\alpha''(a)-\delta)|\log\varepsilon|(r-a)^2/2} dr + (t-a)\varepsilon^{b - \alpha_*} \max_{s \in [0,1]} v_s.
\]
Since $\sqrt{|\log\varepsilon|} \varepsilon^{b - \alpha_*}$ is a null sequence as $\varepsilon \to 0$ we obtain
\[
\lim_{\varepsilon \to 0} \frac{\sqrt{|\log\varepsilon|}}{c_{\pm}} \int_0^t \varepsilon^{\alpha(r) - \alpha_*} v_r dr \leq \lim_{\varepsilon \to 0} \frac{\sqrt{(\alpha''(a) + \delta)v_a}}{\sqrt{(\alpha''(a) - \delta)v_a}} \int_a^{a+\bar{\xi}} e^{-(\alpha''(a)-\delta)|\log\varepsilon|} \frac{1}{\sqrt{2\pi}} e^{-u^2/2} du
\]
\[
= \frac{\sqrt{(\alpha''(a) + \delta)v_a}}{\sqrt{(\alpha''(a) - \delta)v_a}}.
\]
Combining the upper and lower bound proves the limit $1 = g(t)$ for $t \in (a, 1)$. \qed
4.4.2 Exit from a domain of attraction

In this subsection we will get rid of the localization parameters $\delta^*, \delta^*_1, \delta^*_2$ and $L^*$ and consider the exit time of a whole basin of attraction.

**Definition 4.25.** Define the exit time of $Y^\varepsilon$ from the domain of attraction $\Omega_\pm$ through

$$\tau^\varepsilon_\pm = \inf \{ t \geq 0 : Y^\varepsilon_t(y) \notin \Omega_\pm \}.$$  

The theory about Lévy-driven jump diffusions suggests that the mean exit from a well occurs at a time polynomially big in $\varepsilon$. Different polynomial times are examined in the following assertion.

**Lemma 4.26.** Assume the initial value $y$ of the jump diffusion $Y^\varepsilon$ is chosen from $\Omega_\pm$.

(i) If $\mu \leq \alpha_*$ for all $t \geq 0$ we have $\lim_{\varepsilon \to 0} \mathbb{P}_y(\tau^\varepsilon_\pm \varepsilon \mu > t) = 1$.

(ii) For $\mu > \alpha_*$ and all $t \geq 0$ it holds $\lim_{\varepsilon \to 0} \mathbb{P}_y(\tau^\varepsilon_\pm \varepsilon \mu \leq t) = 1$.

(iii) Assume $\mu \in (\alpha_*, \alpha^*)$ and define $u = \inf \{ s \geq 0 : \alpha(s) = \mu \}$. Then the following holds true

- If $\alpha(0) > \mu$ two cases must be distinguished:
  a) for $t < u$: $\lim_{\varepsilon \to 0} \mathbb{P}_y(\tau^\varepsilon_\pm \varepsilon \mu > t) = 1$,
  b) for $t > u$: $\lim_{\varepsilon \to 0} \mathbb{P}_y(\tau^\varepsilon_\pm \varepsilon \mu \leq t) = 1$.

- If $\alpha(0) < \mu$, then $\lim_{\varepsilon \to 0} \mathbb{P}_y(\tau^\varepsilon_\pm \varepsilon \mu \leq t) = 1$.

![Figure 4.3: On example for the case (iii) of Lemma 4.26 with $\mu < \alpha(0)$.](image)

**Proof.** An upper bound for the probability $\mathbb{P}_y(\tau^\varepsilon_\pm \varepsilon \mu \leq t)$ falls back on the simple fact that $\tau^\varepsilon_\pm \alpha^\varepsilon \leq \tau^\varepsilon_\pm$ since an exit of a bounded reduced domain always occurs before an exit of the whole domain of attraction. That is why $\mathbb{P}_y(\tau^\varepsilon_\pm \varepsilon \mu \leq t) \leq \mathbb{P}_y(\tau^\varepsilon_\pm \varepsilon \mu \leq t)$ is true. Analogously to Lemma 4.20 the estimate

$$\left| \mathbb{P}_y(\tau^\varepsilon_\pm \varepsilon \mu \leq t) - \left( 1 - \exp \left( - \int_0^t \varepsilon^{\alpha(r)} - \mu \nu_r(\Omega^c_L \pm - m_\pm) \, dr \right) \right) \right| \leq \delta^* \quad (4.12)$$
is valid for small $\varepsilon$. The involved integral is of order $\varepsilon^{\alpha-\mu}|\log\varepsilon|^{-1/2}$ (Lemma 2.47) and thus converges to zero for $\mu \leq \alpha_*$ respectively to infinity if $\mu > \alpha_*$. For $\mu \leq \alpha_*$ the probability $\mathbb{P}_y(\tau_+^\varepsilon \varepsilon \mu \leq t)$ is smaller than $c_1\delta^*$ for some $c_1 > 0$ and small $\varepsilon$. This proves $\lim_{\varepsilon \to 0} \mathbb{P}_y(\tau_+^\varepsilon \varepsilon \mu \leq t) = 0$.

If $\mu > \alpha^*$ intersecting of $\{\tau_+^\varepsilon \varepsilon \mu \leq t\}$ with $\{\tau_+^\varepsilon = \tau_-^\varepsilon\}$ yields

$$\mathbb{P}_y(\tau_+^\varepsilon \varepsilon \mu \leq t) \geq \mathbb{P}_y(\tau_+^\varepsilon \varepsilon \mu \leq t, Y_{\tau_+^\varepsilon}^\varepsilon \varepsilon \mu \notin \Omega_{\pm}^\varepsilon).$$  \hspace{1cm} (4.13)

We will repeat the steps of the proof of Lemma 4.20 (lower bound) and for this redefine the set $C_{r,u}^\varepsilon$ given in Definition 4.21 as

$$C_{r,u}^\varepsilon(y) = \left\{ \tilde{Y}_{r,u}^\varepsilon(y) \in \Omega_{\pm,L}(\delta_1^*), v \in [0,u-r), \tilde{Y}_{r,u}^\varepsilon(y) + W_u^\varepsilon \notin \Omega_{\pm} \right\}$$

for arbitrary $0 \leq r \leq u$ and $W_u^\varepsilon$ with law $\nu_{u/2T}(B_{\rho}(0))$). Because of $\delta_1^* > \delta_2^*$ the set $(\Omega_{\pm}^\varepsilon \cap \Gamma(\delta_1^*)) \setminus \delta_2^*$ lies within $\Omega_{\pm}^\varepsilon$. This justifies an estimate of a similar type as those in Lemma 4.24 for the set $C_{s+2T,(s+2T)}^\varepsilon(y)$ with $2T = \varepsilon^{-\mu}$ given above:

$$\inf_{y \in \Omega_{\pm}(\delta_1^* \delta_2^*)} \mathbb{P}(C_{s+2T,(s+2T)}^\varepsilon(y)) \mathbb{1}_{\{t \geq R_\varepsilon\}} \geq \mathbb{1}_{\{t \geq R_\varepsilon\}} \left(1 - e^{-\varepsilon^{-\mu}} \frac{1}{\varepsilon \nu_{u+t}(B_{\rho}(0))} \right).$$

All preliminaries that are necessary for an estimate as in Lemma 4.20 are stated. From this method we can derive

$$\mathbb{P}_y(\tau_+^\varepsilon, \varepsilon \mu \leq t, Y_{\tau_+^\varepsilon}^\varepsilon \varepsilon \mu \notin \Omega_{\pm}^\varepsilon) \geq o_\varepsilon(1) + \int_0^t \left[ e^{\alpha(s) - \mu s}(\Omega_{\pm}^c \cap \Gamma(s_1^*) - s_\pm) \right] ds,$$

where $o_\varepsilon(1)$ denotes an error term that tends to zero as $\varepsilon$ does so. Replacing the complements of all bounded and reduced domains by $\Omega_{\pm}$ produces errors of order $\delta^*$ due to (D1) and (D2) and we get the lower bound

$$\mathbb{P}_y(\tau_+^\varepsilon, \varepsilon \mu \leq t, Y_{\tau_+^\varepsilon}^\varepsilon \varepsilon \mu \notin \Omega_{\pm}^\varepsilon) \geq -c_2 \delta^* + 1 - \exp \left(-t \frac{1}{\varepsilon \nu_{s+t}\left(\Omega_{\pm}^c \cap \Gamma(s_1^*) - s_\pm\right)} dr \right)$$

\hspace{1cm} (4.14)

for some $c_2 > 0$. Since $\mu > \alpha^*$ and inequality (4.13) holds assertion (ii) follows.

Assume $\mu \in (\alpha_*, \alpha^*)$, $\alpha_0 > \mu$ and $t < u$. Due to the validity of inequality (4.12) and $\mu < \min_{\varepsilon \in [0,1]} \alpha(\varepsilon)$ we are able to estimate for some $c_3 > 0$

$$\mathbb{P}_y(\tau_+^\varepsilon, \varepsilon \mu \leq t) \leq \delta^* + \left(1 - \exp \left(-t \frac{1}{\varepsilon \nu_{s+t}\left(\Omega_{\pm}^c \cap \Gamma(s_1^*) - s_\pm\right)} dr \right) \max_{s \in [0,1]} \nu_{s+t}(\Omega_{\pm}^c \cap \Gamma(s_1^*) - s_\pm) + \delta^* \right) \right)$$

\hspace{1cm} \leq c_3 \delta^*
for small $\varepsilon$. Because $\tau_{\pm}^{c,\ast} \leq \tau_{\pm}^{c}$ is true assertion a) is proven. If $t > u$, define $v = \inf \{s > u : \alpha(s) = \mu\} \wedge t$ and use inequalities (4.13) and (4.14) to estimate

$$
P_y(\tau_{\pm}^{c,\mu} \leq t) \geq -c_2\delta^* + 1 - \exp \left( -\int_{u+\delta^*}^{v-\delta^*} e^{\alpha(v-\delta^*) \vee \alpha(u+\delta^*) - \mu} \min_{s \in [0,1]} \nu_y(\Omega_{\pm}^c - m_{\pm}) \, dx \right)
$$

for some $c_4 > 0$ and small $\varepsilon$, because $\mu > \alpha(v - \delta^*) \vee \alpha(u + \delta^*)$. The case $\alpha(0) < \mu$ can be treated analogously. We prove

$$
P_y(\tau_{\pm}^{c,\mu} \leq t)
$$

\[ \geq -c_2\delta^* + 1 - \exp \left( -\int_{0}^{t \wedge (u-\delta)} e^{\max_{r \in [0,t \wedge (u-\delta)]} \alpha(r) - \mu} \min_{s \in [0,1]} \nu_y(\Omega_{\pm}^c - m_{\pm}) \, dx \right). \]

Since $\mu > \max_{r \in [0,t \wedge (u-\delta)]} \alpha(r)$ the lower bound above is bigger than $1 - c_5\delta^*$ for some $c_5 > 0$. This finishes the proof of (iii). \qed

**Definition 4.27.** Let $Z = (Z_n)_{n \in \mathbb{N}}$ be a discrete time Markov chain with values in $\{-1,1\}$, initial value $Z_0 = z_0 \in \{-1,1\}$ and transition matrix

$$
P = \begin{pmatrix}
e^{-c_-} & 1 - e^{-c_-} \\ 1 - e^{-c_+} & e^{-c_+}
\end{pmatrix}.
$$

Its time-continuous extension denoted by $Z^c$ is given by

$$
Z_i^c = \begin{cases}
Z_0, & t < a, \\
Z_k, & t \in [a + k - 1, a + k), k \in \mathbb{N}
\end{cases}
$$

and its jump times are $(\tau_n^{Z,c})_{n \in \mathbb{N}}$.

**Theorem 4.28.** Assume $y \in \Omega_{\pm}$. In the small noise limit the exit time $\tau_{\pm}^{c}$ of $Y^c$ is distributed as follows

$$
\lim_{\varepsilon \to 0} \mathbb{P}_y(\tau_{\pm}^{c,\lambda}(\varepsilon) \leq t) = 1 - e^{-c_{\pm}y(t)}
$$

for $t \geq 0$. Let $z_0(y) = -1_{\Omega_-(y)} + 1_{\Omega_+(y)}$. Then for all $\delta > 0$ and $k \in \mathbb{N}$ we get

(i)

$$
\lim_{\varepsilon \to 0} \mathbb{P}_y(\tau_{\pm}^{c,\lambda}(\varepsilon) \in (a + k - 1 - \delta, a + k - 1 + \delta)) = e^{-(k-1)c_{\pm}}(1 - e^{-c_{\pm}})
$$

$$
= \mathbb{P}_{z_0(y)}(\tau_{1}^{Z,c} = a + k - 1),
$$

(ii)

$$
\lim_{\varepsilon \to 0} \mathbb{P}_y(\tau_{\pm}^{c,\lambda}(\varepsilon) \in (a + k - 1 + \delta, a + k - \delta]) = 0 = \mathbb{P}_{z_0(y)}(\tau_{1}^{Z,c} \in (a + k - 1, a + k)).
$$
Remark 4.29. Theorem 4.28 states that an exit of $Y_{t/\lambda(\varepsilon)}$ around $a + k - 1$, $k \in \mathbb{N}$, which is a minimum position of $\alpha$, in the small noise limit is as probable as a first jump of $Z$ after $k$ time units. In comparison to that an exit of the scaled jump diffusion between two minimum positions of $\alpha$ is extremely small. This coincides with the jump probability of the continuous-time extension of $Z$ to jump between $a + k - 1$ and $a + k$.

Proof. Due to the definition of a limit we assume $\delta^* > 0$ is a small and fixed level of deviation that need not to be overcome by the deviation of the probability under estimation and its limit if $\varepsilon$ is chosen appropriately small. Recall the inequality $\tau_{\varepsilon, \star}^\pm \leq \tau_{\varepsilon}^\pm$. Additionally due to Theorem 4.18 there exist $\varepsilon_0(\delta^*) > 0$ and $C^* > 0$ with

$$P_y(\tau_{\varepsilon, \star}^\pm \leq t, Y_{\tau_{\varepsilon, \star}^\pm} \notin \Omega_{\pm}) \geq -C\delta^* + 1 - \exp\left(-\int_0^t \varepsilon^{\alpha(r) - \alpha_{\star}} \sqrt{\log \varepsilon} \nu_r(\Omega_{\pm} - m_{\pm}) \, dr\right)$$

for some $C > 0$. Again use Laplace’s method (Lemma 2.47) to prove the small noise limit $-c_{\pm}g(t)$ of the exponent.

This yields assertion (i) because

$$\lim_{\varepsilon \to 0} P_y(\tau_{\varepsilon, \star}^\pm \in (a + k - 1 - \delta, a + k - 1 + \delta)) = e^{-c_{\pm}g(a + k - 1 - \delta)} - e^{-c_{\pm}g(a + k - 1 + \delta)} = e^{-c_{\pm}(k - 1)}(1 - e^{-c_{\pm}}) = P_{\pi_0(y)}(Z_1 = \ldots = Z_{k-1} \neq Z_k)$$

and (ii) can be justified through $g(a + k - \delta) = g(a + k - 1 + \delta)$ and the impossibility of $Z^\varepsilon$ to jump between $a + k - 1$ and $a + k$. \qed
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# List of notations

**Notation related to the ordinary differential equations:**

- \( U(x,t) \): time-periodic double-well potential (page 12)
- \( m_\pm(t) \): minimum positions of \( U \)
- \( p_\pm(t) \): periodic solutions (page 13)
- \( V(x) \): double-well potential (page 11)
- \( m_\pm \): minimum positions of \( V \)

**Notation related to the perturbation terms:**

- \( \varepsilon \): noise amplitude
- \( (L_t)_{t \geq 0} \): Lévy process (pp. 14, 20)
- \( (\xi_t)_{t \geq 0} \): small jump part of \( L \) (page 52)
- \( (\eta_t)_{t \geq 0} \): big jump part of \( L \) (page 52)
- \( g \): matrix-valued function (page 20)
- \( \nu \): Lévy measure of \( L \) (pp. 14, 20)
- \( \diamond \): canonical Marcus integral (page 21)
- \( (A_T^T)_{t \geq 0} \): additive process (pp. 14, 22)
- \( (\tilde{A}_T^T)_{t \geq 0} \): small jump part of \( A_T^T \) (page 22)
- \( NA^T \): Poisson random measure associated with \( A_T \) (pp. 17, 22)
- \( \tilde{N}A^T \): compensated Poisson random measure (page 23)
- \( \nu_t \): Lévy measures associated with \( A_T \) (pp. 14, 22)
- \( \alpha(t) \): periodic function (page 23)
- \( \alpha_* \): minimal value of the function \( \alpha \) (page 23)
- \( R_{e\gamma} \): logarithmic return time (pp. 52, 82)

**Two-state Markov chains approximating the diffusions:**

- \( (K_t^\varepsilon)_{t \geq 0} \): Chain with piecewise constant \( Q \)-matrix approximating \( (X_t^\varepsilon)_{t \geq 0} \) (page 37)
- \( (C_t^\varepsilon)_{t \geq 0} \): Chain with continuous \( Q \)-matrix approximating \( (X_t^\varepsilon)_{t \geq 0} \) (page 45)
- \( (\tilde{C}_t^\varepsilon)_{t \geq 0} \): Chain with continuous \( Q \)-matrix approximating \( (Y_t^\varepsilon)_{t \geq 0} \) (page 76)
Jump diffusions:

\( (X^\varepsilon_t)_{t \geq 0} \) jump diffusion with time-periodic drift perturbed by multiplicative Lévy noise using the Itô integral (page 36)

\( (Z^\varepsilon_t)_{t \geq 0} \) jump diffusion with time-periodic drift perturbed by multiplicative Lévy noise using the canonical Marcus integral (page 36)

\( (X^\xi_{s,t})_{t \geq 0} \) small jump process belonging to \((X^\varepsilon_t)_{t \geq 0}\) (page 52)

\( (Z^\xi_{s,t})_{t \geq 0} \) small jump process belonging to \((Z^\varepsilon_t)_{t \geq 0}\) (page 61)

\( (X^p_t)_{t \geq 0} \) time-scaled version of \((X^\varepsilon_t)_{t \geq 0}\) (page 63)

\( (Z^p_t)_{t \geq 0} \) time-scaled version of \((Z^\varepsilon_t)_{t \geq 0}\) (page 73)

\( \lambda(\varepsilon) \) characteristic time scale (page 92)

\( (Y^\varepsilon_t)_{t \geq 0} \) jump diffusion with \( V \) as drift subject to a periodic additive process (page 76)

\( (\tilde{Y}^\varepsilon_{s,t})_{t \geq 0} \) small jump process belonging to \((Y^\varepsilon_t)_{t \geq 0}\) (page 83)

**Regions of attraction and the separatrix for the equation \( \dot{x}(t) = -\nabla U(x(t), \frac{t}{2\pi}) \):**

\( \Omega_{\pm}(t_0) \) domain of attraction of \( p_{\pm}(\cdot) \) (page 50)

\( \Gamma(t_0) \) separatrix belonging to \( \Omega_{\pm}(t_0) \) (page 50)

\( \Omega^\gamma_{\pm}(t_0), \Omega^\gamma_{\pm,L,R}(t_0), \Omega^\gamma_{\pm,\varepsilon^{2\gamma}}(t_0), \Omega^\gamma_{\pm,\varepsilon^{2\gamma},\varepsilon^{2\gamma}}(t_0) \) reduced respectively reduced and bounded domains of attraction of the periodic solution \( p_{\pm}(\cdot) \) (page 51)

\( \Gamma^\gamma(t_0), \Gamma^\gamma_{R}(t_0), \Gamma^\gamma_{R,\varepsilon^{2\gamma}}(t_0), \Gamma^\gamma_{R,\varepsilon^{2\gamma},\varepsilon^{2\gamma}}(t_0) \) enlarged respectively enlarged and truncated separatrices (page 51)

**Regions of attraction and the separatrix for the equation \( \dot{y}(t) = -\nabla V(y(t)) \):**

\( \Omega_{\pm} \) domains of attraction of minima \( m_{\pm} \) of \( V \) (page 81)

\( \Omega_{\pm}(\delta_1), \Omega_{\pm,L}(\delta_1), \Omega_{\pm}(\delta_1, \delta_2), \Omega_{\pm,L}(\delta_1, \delta_2, \delta_3) \) reduced respectively reduced and bounded domains of attraction of minima of \( V \) (page 82)

\( \Omega_{\pm,L}(\delta_1, \delta_2, \delta_3) \)

\( \Gamma(\delta_1), \Gamma(\delta_1, \delta_2), \Gamma(\delta_1, \delta_2, \delta_3) \) enlarged respectively enlarged and truncated separatrices (page 82)

\( \Gamma_{L}(\delta_1, \delta_2), \Gamma_{L}(\delta_1, \delta_2, \delta_2) \)

**Exit times:**

\( \tau^\varepsilon_{+} \) exit time of \((X^\varepsilon_t)_{t \geq 0}\) from \( \Omega^\gamma_{\pm,R}(2Tt) \) (page 63)

\( \tau^M_{+} \) exit time of \((Z^\varepsilon_t)_{t \geq 0}\) from \( \Omega^\gamma_{\pm,R}(2Tt) \) (page 73)

\( \tau^*_{+} \) exit time of \((Y^\varepsilon_t)_{t \geq 0}\) from \( \Omega_{\pm,L}(\delta^*_1) \) (page 92)
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