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Abstract

The focus of this thesis is on the development of radio-frequency (RF) pulses for dedicated
applications in magnetic resonance imaging (MRI) utilizing the parallel transmission (pTx)
technology. The contributions include their algorithmic design and implementation as well as
simulations and human in-vivo experiments on a commercially available clinical pTx MRI
scanner platform at 3 T.
The role of RF pulses in MRI is essential for both the signal generation and suppression of
undesired signal sources. Basically, an RF pulse excites nuclear spins within a subject that
are measured by resonant coils and subsequently reconstructed into images. Besides the need
for accuracy, the RF pulses require to be as short and as energy efficient as possible due to
main field inhomogeneity, spin relaxation and patient tissue heating limitations. Recently, the
introduction of the pTx technology facilitated new spatial degrees of freedom to satisfy these
requirements. Many studies based on custom-built pTx platforms have proven great benefits,
but also showed potential pitfalls coming along with the increased degrees of freedom. The
robust design and transfer of pTx RF pulses to a clinical setup and applications is still
on-going research and topic of this thesis.
The contributed work can be divided into three application fields. First, the performance
of 2-D spatially selective RF pulses (2DRFs) is improved for inner-volume imaging. Here,
RF excitation is limited to a region of interest (ROI) to allow for less distorted images with
higher resolution. New k-space trajectory designs are proposed for 2DRF pulses, which show
up to 43% better accuracy with 79% improved RF power efficiency or substantially shortened
pulse durations by more than a factor of two. Resulting diffusion weighted images show an
signal-to-noise ratio (SNR) increase up to 40% compared to conventional designs.
Then, the additional RF transmit channel is used to pre-compensate signal losses induced
by patient-specific main field perturbations in gradient recalled echo (GRE) images. A fast,
robust and fully automatized method is proposed to reduce these signal voids on a slice-to-
slice basis. Tailored RF pulses are designed using the measured main field inhomogeneity and
RF transmit coil sensitivity profiles. Signal dropouts in multi-slice images can be recovered
on average by 47%.
Finally, an inherent RF power efficient 2-D spiral trajectory design is employed to realize
anatomically shaped saturation pulses. The pulses aim to accurately suppress undesired
signal sources, like moving inner organs, to avoid motion artifacts. The proposed 2DRF
spiral design proves to show the optimal balance of RF power efficiency and spatial fidelity
in various anatomical locations and clearly outperforms other common design strategies.
The approach is further extended to multiple frequencies, so that the shaped pulses can also
selectively saturate other tissue types such as fat.





Zusammenfassung

Der Schwerpunkt dieser Dissertation liegt in der Entwicklung von Hochfrequenz (HF)-Pulsen
für dedizierte Anwendungen in der Magnetresonanztomographie (MRT) unter Verwendung
der parallelen Sendetechnik (pTx). Die wissenschaftlichen Beiträge dieser Arbeit umfassen
dabei den Entwurf und die Implementierung neuer Algorithmen, welche mit Hilfe von Simu-
lationen und in-vivo Human-Experimenten auf einer kommerziell verfügbaren 3 T pTx MRT
Scanner-Platform validert wurden.
In der MRT sind HF-Pulse essentiell für die Signalgenerierung als auch für die Unterdrückung
von unerwünschten Signalquellen. Bei ihrer Anwendung werden Atomkerne im untersuchten
Probanden angeregt, welche daraufhin ein messbares Signal abgeben. Das hochfrequente
Messsignal wird von Empfangsspulen erfasst und schließlich in Bilder rekonstruiert. Auf-
grund von limitierenden physikalischen Effekten wie Magnetfeld-Inhomogenitäten, Kernspin-
Relaxationsprozessen und der auftretenden Erwärmung von Patientengewebe, müssen die
HF-Pulse idealerweise so genau, so kurz und so energieeffizient wie möglich sein. Die pTx-
Technologie versucht diesen Anforderungen durch die Bereitstellung von neuen räumlichen
Freiheitsgraden entgegenzutreten. Viele Studien wurden auf Basis von einzel-angefertigten
pTx-Platformen durchgeführt und haben die vielen Vorteile und Möglichkeiten, aber auch
potentielle Gefahren der vermehrten Freiheitsgrade aufgezeigt. Das robuste Design und die
Überführung von pTx HF-Pulsen in das klinische Umfeld sind stets Gegenstand der aktuellen
Forschung und Ziel dieser Arbeit.
Die entstandenen wissenschaftlichen Beiträge können zu drei verschiedenen Applikations-
feldern zugeordnet werden. Zuerst wird die Performanz von 2-D räumlich-selektiven HF-Pulsen
(2DHFs) für die Inner-Volume-Bildgebung verbessert. Hier wird die HF-Anregung auf einen
bestimmten Bildbereich (ROI) eingeschränkt, um Bilder mit verringerten geometrischen
Verzerrungen und höherer Auflösung zu ermöglichen. Neue k-Raum Trajektoriendesigns
werden für 2DHF-Pulse vorgeschlagen, welche um 43% genauer und gleichzeitig um 79%
energieeffizienter sind oder deutlich verkürzte Pulszeiten um Faktor größer zwei aufzeigen. Die
darauf basierenden diffusions-gewichteten Bilder zeigen einen bis zu 40% Signal-zu-Rausch
(SNR)-Gewinn gegenüber zu konventionellen Designs.
In zweiten Anwendungsfeld wird der zusätzliche HF-Anregungskanal zur Kompensation von
Signalverlusten in Gradienten-Echo (GRE)-Bildern verwendet. Die Signalverluste werden
dabei durch patienten-spezifische Magnetfeld-Verzeichnungen ausgelöst. Ein schnelles, ro-
bustes und voll automatisiertes Verfahren wird vorgeschlagen, um diesen Signalverlusten
schicht-spezifisch entgegenzuwirken. Maßgeschneiderte HF-Pulse werden unter Einbezug der
gemessenen Hauptmagnetfeld-Inhomogenitäten und HF-Sendespulen-Sensitivitätsprofilen



iv

berechnet. Im Durschnitt können 47% der Signalausfälle in Multi-Schicht-Aufnahmen wieder-
hergestellt werden.
Schließlich wird ein 2-D Spiral-Trajektoriendesign für die Verwirklichung von anatomisch
geformten Sättigungspulsen ausgearbeitet, welches eine inhärente Energieeffizienz bietet. Die
Pulse streben eine möglichst genaue Unterdrückung von unerwünschten Signalquellen, wie
z.B. sich bewegenden inneren Organen an, um damit Bewegungsartefakte in den resultieren-
den Bildern auszuschließen. Das vorgeschlagene 2DHF-Spiral-Design zeigt in verschiedenen
anatomischen Regionen eine optimale Ausgewogenheit zwischen HF-Energieeffizienz und
räumlicher Abbildungsgüte und übertrifft andere bekannte Ansätze. Das Verfahren wurde
hinsichtlich mehrerer Anregungs-Frequenzen erweitert. Damit können die räumlich geformten
Pulse auch andere Gewebetypen wie Fett selektiv unterdrücken.
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2DRF 2-D spatially selective RF pulse

AAM additive angle method
AF asymmetry factor

BOLD blood oxygenation level dependent

CGLS conjugate gradient least-squares
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CP circular polarized
CT computed tomography

DoF degrees of freedom

ED equal-density
EP echo-planar
EP-2DRF 2-D spatially selective RF pulses based on a echo-

planar trajectory
EPI echo-planar imaging

FA flip angle
FLASH fast low angle shot
fMRI functional MRI
FOE field of excitation
FOV field of view
FT Fourier transform

GRE gradient recalled echo

HRF hemodynamic response function

LCLTA linear class of large tip-angle
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MF-2DRF multi-frequency 2-D spatially selective RF pulse
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RMSE root mean square error
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SAR specific absorption rate
SE spin-echo
SENSE sensitivity encoding
SNR signal-to-noise ratio
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STA small tip-angle approximation
STD standard deviation
SVD singular value decomposition
SWI susceptibility weighted imaging

TD target pattern driven
TE echo time
TR repetition time
TSE turbo spin-echo
TX transmit

VD variable-density
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Mathematical Notation

A, a scalar
a vector
A matrix
x̂ estimate of x
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1

Motivation

1.1 Introduction

Magnetic resonance imaging (MRI) is an essential part of today’s clinical routine and research.
The non–invasive image modality is commonly known for its superior soft–tissue contrast
in anatomical imaging. But it is also capable to visualize structure and to assess functional
properties of the human body in high resolution. MRI is based on the effect of nuclear
magnetic resonance (NMR) and can be principally divided into two iterating operative
stages, i.e. the creation and the measurement of the NMR–signal. The first stage involves
the application of a radio-frequency (RF) pulse to nuclei with a nuclear spin1 placed in a
strong static magnetic field and is denoted as the excitation phase. The second stage, i.e. the
acquisition phase, deals with the collection and manipulation of the generated signal. Since
there is no exposure to harmful ionizing radiation like in other medical imaging techniques
as computed tomography (CT) or positron emission tomography (PET), MRI has been
developed to a preferred method in diagnosis and in neurological research.

In the past years, a lot of efforts were made towards higher static magnetic fields strengths
to improve the signal-to-noise ratio (SNR), image contrast and resolution. In research, ultra–
high–field strengths are perpetually pushed to the technical limits and achieved 10.5 T and
more for human applications [1]. In contrast, the clinical setting still concentrates on magnetic
field strengths of 1.5 T, but showed a progressively rising interest in high–field MRI systems
with 3 T over the last decade. This emerging clinical movement towards high-field is also
reflected by the global MRI market development: The market share of 3 T systems showed
a substantially increase during the past years, whereas MRI systems below 1.5 T became
clearly less important (Figure 1.1). The market of conventional 1.5 T MRI still remains the
biggest, but its development shows a relatively moderate growth.

There are reasons why there is only a reluctant commitment and clinical transition to 3 T
MRI systems and advantages of high-field imaging. Besides the higher initial costs, there are
some major problems rising with higher field strengths in MRI:

Inhomogeneous excitation profiles: Referring to the proton Larmor frequency, the RF
wavelength2 becomes comparable to imaged human body parts at ≥ 3 T. As a consequence

1 Due to the abundance of water in living organism, the proton 1H is the major target for clinical
MRI

2 The RF wavelength is 28 cm at 3 T and 12 cm at 7 T
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the transmitted RF field can interfere to constructive or destructive standing–wave effects
and results in either regional contrast increase or loss across the image. At 3 T such areas
of shading and losses of signal typically occur when imaging the abdomen or thighs.

Specific absorption rate (SAR): RF deposition in the patient generally leads to tissue
heating and can lead to damage, if the local RF power is not properly controlled. The
SAR metric has been established to approximate the degree of tissue heating by assessing
the absorption of electro-magnetic waves in biological tissue. With increasing static
magnetic field strength, the SAR scales quadratically due to the higher Larmor frequency
and RF power that is required to excite spins. In other words, the SAR is approximately
quadrupled going from 1.5 T to 3 T. Therefore, the SAR deposition must be well regulated
by the adjustment of imaging speed to prevent from severe patient heating at higher
field strengths. Regulatory limits have been established to define the adequate level of
patient heating, which can substantially elongate the total image acquisition time.

Off–resonance related artifacts: MRI relies on the fact that water nuclei have a distinct
Larmor frequency in a constant static magnetic field. In practice, so–called off–resonance
effects violate this assumption. Off–resonance effects denote all signals from atomic nuclei,
which have a different precessing frequency from the expected Larmor frequency within
an ideal system. Reasons for the deviation of the resonance frequency are manifold and
include amongst others technical imperfections of the magnetic field, chemical shift and
magnetic susceptibility variation. Especially the latter two can substantially compromise
the image quality in terms of geometric distortions and prominent signal loss. The
magnitude of both chemical shift and susceptibility artifacts is patient–specific and
linearly scales with the main field strength. Thus, off-resonance induced artifacts are
more of a concern at 3 T and beyond.

Parallel transmission (pTx) has been shown to be one of the most promising solutions
to mitigate the aforementioned shortcomings of (ultra–)high–field MRI [2–14]. The pTx
technology comprises the utilization of multiple (localized) independent RF transmit (TX)
coils with spatially encoded RF deposition and was originally proposed by Katscher et al.
[2] and Zhu [3]. The newly available spatial degrees of freedom enable optimized RF pulses,
which can directly reduce SAR and inhomogeneous excitation as both relate to the excitation
phase of MRI. Off–resonance related artifacts can be also tackled by the application of
custom–designed RF pulses, which became suitable with pTx: The excitation of nuclei can be
specified to a region of interest (ROI) with multi–dimensional spatially selective RF pulses to
limit the off–resonance artifact impact. Alternatively, tailored RF pulses can be designed to
pre–compensate off–resonance related effects occurring during the acquisition phase. However,
to date the majority of the research done in this field is based on custom–built hardware and
often conducted on ultra–high–field systems, which differ substantially from clinical systems
and clinical routine.

1.2 Aims of the Thesis

This thesis focuses on the development of pTx RF pulse design methods based on a clinical
setting. In particular, all in–vivo studies are conducted on clinical and commercially available
3 T scanner systems. In contrast to the majority of the research sites equipped with local
eight channel RF TX arrays [4, 5, 12, 14–18], all commercially available MRI scanners with
pTx functionality consist only of two whole-body RF TX channels [19–21], i.e. less degrees of
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Fig. 1.1: MRI scanner market development in OECD3 states. Statistics are taken from [22].

freedom for optimization. Besides, the clinical setting demands further conceptual qualities:
Safety regulations require a SAR–controlled RF pulse design, which becomes complicated with
multiple RF channels due to spatially varying electric field components. Hardware limitations
have to be considered to not damage the MRI scanner system. Finally, clinical routine asks
for adequate computation speed, so that the numerical complexity of the algorithms has to
be kept to a minimum. At present, most of the proposed pTx related methods still struggle
to find their way into clinical practice due to not completely satisfying stated requirements.

The main objective of the thesis is the efficient and robust design of multi–dimensional
spatially selective and tailored RF pulses fulfilling all criteria mentioned above. The developed
algorithms of this thesis aim to be explicitly compatible and suited for clinical routine
applications amongst others for the correction of off–resonance related artifacts.

1.3 Structure of the Thesis

In the following chapter, the fundamentals of MRI and current RF pulse design approaches
for pTx are briefly introduced (Chapter 2). This chapter also includes a brief description
of off-resonance artifacts and their sources being present in clinical high–field MRI. The
subsequent Chapter 3 introduces strategies for the improvement of a specific two–dimensional
spatially selective RF excitation pulse type [23–27], which is already widely used in echo–
planar imaging techniques. The proposed approaches cover the shortening of the RF pulse
duration and the increased robustness regarding off–resonance effects to enhance significantly
both, the excitation and image quality. In Chapter 4, a fully automated method is presented
to correct for off-resonance induced signal loss in commonly used gradient–echo based imaging
sequences [28, 29]. The method takes advantage of the two available RF transmitters to
pre–compensate signal de–phasing effects during the acquisition phase. Ultimately, an RF

3 Organisation for Economic Co-operation and Development.
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power efficient RF pulse design is proposed in Chapter 5, which enables the reliable design of
anatomically shaped RF saturation pulses [30–33]. Those pulses can help to suppress locally
undesired signal sources that potentially interfere with the ROI, e.g. the accurate suppression
of moving inner organs in lumbar spine imaging. Finally, Chapter 6 summarizes the novel
scientific contributions of this thesis and provides recommendations for future developments.



2

Background

2.1 Magnetic Resonance Imaging

This section provides a brief and fundamental background of MRI. In the following, MRI
basics are motivated from the technical point of view, i.e. how the physical phenomenon of
nuclear magnetic resonance (NMR) is practically utilized to generate an MR image. The
interested reader may refer to [34–38] for a more profound theory on NMR to MRI.
The MRI scanner can be regarded as a technical instrumentation of the Fourier transform
(FT). The measured signal of an MR image corresponds to its 2D/3D Fourier transform and
is acquired in the frequency domain. In MRI physics, the frequency domain, where complex
values are sampled during an MR experiment is also denoted as k–space. The source of the
detected signal is based on nuclei that possess a nuclear spin angular momentum that is
further associated with a magnetic moment. This spin behavior is disclosed by all atoms with
an odd number of protons or neutrons. Within organic tissues, it can be mostly found in
relation with hydrogen nuclei (1H) in the form of water (H2O). The MR experiment intends
to generate and acquire the signals from those nuclei in k–space. In this process, a Fourier
encoding scheme further helps to spatially assign the signal from the nuclear conglomeration
of hydrogen. In current MR scanner systems, three magnetic field components have been
employed to technically realize this two–stage MR image generation:

• Static magnetic field B0: The magnetic moments of the hydrogen nuclei within in the
human body are randomly oriented if no external magnetic field is applied. In presence of
a strong static magnetic field B0, the magnetic moments of the hydrogen nuclei align anti–
parallel or parallel along the axis of B0. The two different states of alignment correspond
to the discrete energy eigenstates of the protons, i.e. the lower energy state Em=−1/2
(co–aligned with the magnetic field) and the higher energy state Em=+1/2 (anti–aligned
state). A transition between those states is possible by interaction with a photon of energy
γB0~ or rather of frequency:

ω =
Em=−1/2 − Em=+1/2

~
= γB0 , (2.1)

where ~ is Planck’s constant divided by 2π and γ the gyromagnetic ratio for protons
(γ/2π = 42.576 MHz/T). The frequency ω is commonly referred as the proton Larmor
frequency.
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In the thermal equilibrium of in–vivo human tissue, the distribution of spins according to
the two energy states follows the Boltzmann statistics: At B0= 3 T and a temperature
of 310 K only 20 ppm more spins occupy the lower energy state being aligned with the
orientation of B0. Despite of this small yield of co–aligned spins, the huge number of nuclei
participating in a MR experiment result in a measurable macroscopic net magnetization
M0. The net magnetization M0 increases linearly with the static magnetic field strength
and can be approximately transferred to a linear gain in SNR [39].
In MRI, the constant magnetic field B0 is always present and is generally oriented in the
positive z–direction from the feet to the head.

• Radio–frequency field B1: In the excitation phase, the equilibrium state can be
perturbed by the application of an RF magnetic pulse B1 using a single or multiple
RF TX coils. The RF pulse field is oriented perpendicular to B0, i.e. in the transverse
x-y plane, and is tuned to the resonance frequency ω. The additional transverse field
creates a torque rotating the magnetic moments away from the co–aligned minimum
energy state. Precisely, the main orientation of the magnetization is effectively tilted from
longitudinal towards the transverse plane inducing a spin precession at Larmor frequency.
The complete magnetization dynamics depending on the overall and time-varying external
magnetic field vector is described by the Bloch equation and is discussed more thoroughly
in Section 2.2. When the B1 field is switched off at the end of the excitation phase, the
magnetization continues to precess with ω until it realigns with the direction of B0. During
this time, i.e. the acquisition phase, solely the transverse component of the precessing
magnetization vector can be measured with RF receiver coils. According to Faraday’s law
of induction an electromotive force is induced in the RF coils due to the time-varying
magnetic field of the magnetization vector, which finally contributes to the detected MR
signal.

• Gradient fields G: The gradient field is essential for the spatial encoding in the MRI
experiment. It is made up by three independent z-oriented magnetic field components,
which impose a linearly varying magnetic field strength along x, y and z-direction,
respectively. Thus, the gradient field can be used to spatially alter the z-directed B0 field
and to become the Larmor frequency as a function of space and time:

ω(x, y, z, t) = γ(B0 +Gx(t) ·x+Gy(t) · y +Gz(t) · z) , (2.2)

where Gx(t), Gy(t) and Gz(t) are the corresponding time-courses of the x-, y- and z-
gradient fields. During the excitation phase, the gradient field is used to localize the
effect of the RF field on the magnetic moments to a particular ROI: As the RF field
is tuned to the central resonance frequency with a certain bandwidth, only the spatial
subset of spins will be excited, whose Larmor frequency matches the RF frequency. On
the other hand, the gradient fields are also used to distinguish between signals originating
from different spatial locations. Given that the excited spins continue precessing after
excitation, the gradient fields can be applied to disperse the precessing frequencies for a
spatially assigned detection of the signals. This is typically done in Fourier based encoding
techniques, i.e. the excited magnetic moments are transferred into different frequency
and phase states to resolve the 2D/3D k-space. A simplified 1D illustration of selective
excitation and signal acquisition can be found in Figure 2.1. In both phases of the MRI
experiment, the gradient field effectively encodes the path through k-space, where the
signal is either generated (excitation) or measured (acquisition). For the exact relationship
during excitation, please refer to the subsequent section.
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Fig. 2.1: Principles of spatial encoding in MRI. a Spatial selective excitation. The applied
gradient results in a spatial variation of the Larmor frequency. The RF pulse is tuned to the
frequency ω0 with a finite bandwidth. The RF pulse excites nuclei with Larmor frequencies
fulfilling the resonance condition. b Frequency encoding in acquisition phase. The Larmor
frequencies of the objects having different position in space differ due to the applied gradient.
The detected signal is made up by the superposition of the two oscillations. The Fourier
projection aligns with the original objects and their positions.

2.2 RF Pulse Design

2.2.1 Bloch Equation

This section further concentrates on the excitation phase of the MRI experiment. Starting
from the fundamental Bloch equation, a range of RF pulse design theory and methods are
outlined with regard to multi-channel RF transmission.
The Bloch equation [40, 41] describes the magnetic behavior of a spin ensemble in presence
of external fields. The precession of magnetic moments M about a time-varying magnetic
field B in a frame rotating at Larmor frequency is given by:

∂M
∂t

= γM×B− ex
Mx

T2
− ey

My

T2
− ez

Mz −M0

T1
, (2.3)

where Mz is the longitudinal magnetization, Mx and My the transverse magnetization
components, T1 the longitudinal and T2 the transverse relaxation time constant, respectively.
The relaxation time constants characterize the influence of proton interaction with neighboring
atoms on the net magnetization and are tissue specific. The longitudinal time constant T1 is
also known as the spin-lattice relaxation time constant as it relates to the time required for
the tilted longitudinal magnetization Mz to recover in its thermal equilibrium state M0:



8 2 Background

Mz(t) = M0 (1− e−t/T1) , (2.4)

which is the solution of Equation 2.3 when considering the longitudinal component at t = 0
after tilting the net magnetization into the x-y plane. During this process the time constant
T1 is an inverse measure of the energy transfer efficiency between spins and other nuclei in
the lattice.
The transverse time constant T2 is also called spin-spin relaxation time and denotes the
dipole-dipole interaction within single nuclei leading to variations of its precessing frequency.
As a consequence, protons following an excitation pulse lose phase coherence of the magnetic
moments resulting in a gradually loss of the net transverse magnetization Mxy, i.e. signal
dephasing. The loss of the transverse magnetization depends on intrinsic factors, e.g. molecule
size and tissue type, and follows an exponential decay after excitation:

Mxy(t) = Mxy(t = 0) e−t/T2 , (2.5)

which is again the solution of a simplified model of Equation 2.3 regarding solely the transverse
component with Mxy = Mx + iMy and its initial magnetization value Mxy(t = 0) after RF
excitation. However, in practice the effective transverse relaxation time is shorter due to
emerging main field inhomogeneities (see Section 2.3). The variations in B0 superimpose to
the intrinsic relaxation effects and accelerate the process of dephasing. The effective time
constant T ∗2 describing the actual decay of the transverse magnetization follows the relation:

1
T ∗2

= 1
T2

+ 1
T

′
2
, (2.6)

with T
′

2 being the contribution of the relaxation effects induced by spatial static field
inhomogeneities. Both T1 and T2 relaxation processes occur simultaneously, where T2 is
always less or equal T1.

In the context of MR excitation, the discussed relaxation effects in the Bloch equation can
be ignored due to the rather short durations of the RF excitation pulses. Furthermore, the
time-varying external magnetic field B at spatial position r can be decomposed into the
gradient G(t) and RF B1(t) magnetic field components manipulating the longitudinal and
transverse field components, respectively. In the assumption of spatially uniform RF fields,
the Bloch equation (Equation 2.3) becomes to:

∂

∂t

Mx(r, t)
My(r, t)
Mz(r, t)

 = γ

 0 G(t) · r −B1,y(t)
−G(t) · r 0 B1,x(t)
B1,y(t) −B1,x(t) 0

Mx(r, t)
My(r, t)
Mz(r, t)

 . (2.7)

2.2.2 Single-Channel Transmission

Small Tip-Angle Approximation

Due to the non-linear character and complexity of the Bloch equation, its application for
practical RF pulse design is limited. A more practical and intuitive approximation was
proposed by Pauly et al. [42], which allows a straight-forward determination of RF pulse
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envelopes for arbitrary shaped excitations. The proposed theory is commonly known as
the small tip-angle approximation (STA) and builds the basis of many RF pulse design
methods. Basically, the theory assumes that the longitudinal magnetization component
remains approximately constant during RF excitation (Mz(t) ≈M0 = const). This is valid
for small flip angles (FAs) α, where the transverse magnetization follows Mxy ∝ sin(α) ≈ α.
When imposing this assumption, the longitudinal magnetization component can be decoupled
from Equation 2.7 to be linearized. If the equation is further transferred in a complex notation
with the applied RF pulse waveform B1(t) = B1,x(t) + iB1,y(t), the following linear solution
is obtained for describing the transverse magnetization:

Mxy(r) = iγM0

∫ Tpulse

0
B1(t)eirk(t)dt (2.8)

with Tpulse being the total RF pulse duration and the TX k-space trajectory k defined as

k(t) = −γ
∫ Tpulse

t

G(s)ds . (2.9)

In Equation 2.8, the Bloch equation is reduced to a simple 3-D FT with a multiplicative
constant, which reveals a direct and intuitive interpretation how the transverse magnetization
is controlled at arbitrary spatial locations by the RF and gradient fields. Precisely, the
gradient fields define the path traversing through the TX k-space (Fourier space). Note
that the actual k-space position of the k-space trajectory at time-point t is determined by
the remaining negated time integral of G(t) from t to Tpulse. On the other hand, the RF
pulse waveform B1(t) weights the different positions in k-space along this trajectory via the
deposition of RF energy.
In the following, two different approaches are presented to determine the discrete RF pulse
values to achieve a desired spatial magnetization pattern. Both methods rely on a pre-defined
k-space trajectory, but differ in their numerical ansatz.

Non-Iterative Fourier Approach

The first technique to calculate the RF waveform exploits the similarity of Equation 2.8 to
the FT [42–44]. It employs a direct relationship between the FT of the desired magnetization
pattern Mdes and the RF pulse waveform B1(t):

B1(t) = − |G(t)|
ρ(k(t))

∫ ∞
−∞

∫ ∞
−∞

Mdes(r)eik(t)rdxdy , (2.10)

where |G(t)| represents the current gradient strength being proportional to the current
k-space velocity and ρ(k(t)) being a density compensation term. The latter term cares for
the discrete sampling structure of k(t), i.e. corrects for non-uniform sampling of k-space.
Generally, the connection between the one-dimensional time integral of the k-space trajectory
and the multi-dimensional Fourier space only holds true, if a bijective transformation
between the time-domain and k-space exists, i.e. for non-crossing trajectories. In practice,
discretization effects, sufficient encoding of TX k-space (Nyquist theorem) and application
specific requirements have to be considered to avoid aliasing and other undesired effects. For
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good examples of practical realizations, please refer to [45–47].
However, the direct calculation of the RF samples via the Fourier relationship lacks control
of RF power and peak voltages. This can become critical in the matter of RF hardware and
SAR constraints. Furthermore, the approach neglects any deviation from the static magnetic
field, i.e. B0 inhomogeneities or off-resonance effects (see Section 2.3), which can severely
deteriorate the excitation quality.

Iterative Optimization Approach

To overcome the disadvantages of the Fourier approach, Yip et al. [48] formulated the design
of multi-dimensional RF pulses as a quadratic optimization problem. The approach includes
the compensation for main field inhomogeneities ∆B0 induced off-resonance effects and the
option to regularize the RF magnitude. Further, the method was shown to be more robust if
k-space is undersampled.
The STA (Equation 2.8) is again taken as basis for RF pulse design, but is extended by a
phase re-winding term to compensate the accrued off-resonance effects during the excitation:

Mxy(r) = iγM0

∫ Tpulse

0
B1(t)ei(rk(t)+γ∆B0(r)(Tpulse−t))dt . (2.11)

The next essential step involves the discretization of the equation in time and space with Nt
and Ns samples, respectively, and yields a discrete matrix-vector equation:

m ≈ Ab , (2.12)

where m = [Mxy(r1), . . . ,Mxy(rNs
)]T is the discretized magnetization pattern, A the system

matrix and b = [B1(t1), . . . , B1(tNt
)]T the complex-valued samples of the RF waveform.

Essentially, the elements aij of the Ns ×Nt system matrix describe the prevailing physical
properties during the excitation, i.e. the chosen k-space trajectory, the temporal and spatial
properties and spatial distribution of off-resonance effects:

aij = iγM0∆te
i(rik(tj)+γ∆B0(ri)(tj−Tpulse)) , (2.13)

where aij is the matrix element at ith row and jth column associated with the ith spatial
and jth temporal sample with a sampling time period of ∆t.
The equation builds a system of complex linear equations and states an inverse problem,
that can be solved by defining a quadratic optimization problem with the cost function:

b̂ = arg min
b
{‖Ab−mdes‖2

W +R(b)} , (2.14)

where mdes is the discretized vector of the desired magnetization pattern, W a Ns × Ns
spatial weighting matrix to specify a ROI and R(b) a regularization term. The regularization
term can be used to e.g. dampen undesired high RF magnitudes in b by penalizing its
total power with R(b) = β ‖b‖2. The latter is also known as Tikhonov regularization with
regularization parameter β, which balances the excitation error, i.e. the distance to the
desired magnetization pattern, and integrated RF power. Overall, the iterative method
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provides a numerically optimized RF waveform b, which implicitly considers potential
variable-density k-space sampling schemes by the k-space trajectory, don’t-care regions via
spatial masking and a variety of regularization terms. Clearly, the flexibility in adopting to
various factors is hard to achieve with non-iterative methods.

This fundamental work is also the basis of the most commonly used RF design approach in
parallel transmission. Therefore, details regarding algorithms to solve the stated minimization
problem and the influence of the Tikhonov regularization term are covered in the subsequent
section.

2.2.3 Parallel Transmission

Introduction

Although, the STA offers a wide range of opportunities for arbitrary dimensional spatially
selective RF pulses, their potential applications are mainly encumbered with the resulting
long pulse durations. Especially, 2-D or 3-D selective excitations require k-space trajectories
sufficiently covering the spatial-spectral range of TX k-space according to the Nyquist
sampling theorem. As the k-space traversing trajectory is further encoded by the gradient
fields, its design has to obey the given gradient system hardware amplitude and slew-rate
limitations. Based on conventional gradient hardware with maximal gradient strength of
45 mT/m and maximal slew-rate of 200 T/m/s, minimal pulse durations are constrained
to the order of 10− 20 ms for 2-D [45–48] and beyond 30 ms for 3-D spatially selective RF
pulses [44, 49], respectively. These unacceptably long pulse durations may be problematic
due to numerous reasons. Next to the afore-mentioned off-resonance effects, magnetization
transfer and relaxation effects during the excitation phase do further compromise image
quality. Although, RF pulse design methods are able to compensate for such effects, they rely
on proper estimations of e.g. B0 maps, which is non-trivial in human in-vivo experiments.
Secondary disadvantages include the prolonged echo time (TE) contribution of the excitation
pulse and increased repetition time (TR), which may lead to reduced SNR in fast imaging
sequences and longer total acquisition times.
With the introduction of parallel transmission (pTx) it was shown that significantly shorter
excitations can be achieved, while maintaining the overall excitation quality [2–4]. Similar to
the parallel imaging sensitivity encoding (SENSE) method [50], the distinct TX sensitivity
profiles of the multiple RF excitation coils can be used to enable a reduced k-space sampling
during RF transmission without aliasing effects (Figure 2.2). With respect to the single
channel implementations, the sparser TX k-space sampling is also known as RF pulse
acceleration or TX SENSE. Alternatively, the increased spatial degrees of freedom can be also
utilized to mitigate B1 inhomogeneity effects [6, 12, 51, 52] or SAR deposition [9, 53, 54] at
(ultra-) high-field MRI. The basic pTx RF design method, extensions and practical framework
shall be recapitulated in the following.

Spatial Domain Design Approach

The spatial domain design approach introduced by Grissom et al. [4] is the multi-coil
generalization of the iterative pulse design method described above [48]. In contrast to the
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Fig. 2.2: Schematic illustration of TX SENSE with RF pulse acceleration factor 2 based
on an echo-planar TX k-space trajectory. The single-coil transmission follows the strategy
of Section 2.2.2. An undersampled k-space trajectory in combination with the global coil
sensitivity profile results in aliasing/wrap-around effects. When employing the undersampled
trajectory with parallel transmission, the distinct coil profiles of the two orthogonal coils can
be utilized to produce the target magnetization without aliasing.

initially proposed pTx RF pulse design methods [2, 3], it again supports arbitrary k-space
trajectories, off-resonance correction and a spatial weighting of the cost function. For that
purpose, the STA in Equation 2.11 is extended by multiple RF coils with spatially resolved
TX sensitivity profiles Sc(r):

Mxy(r) = iγM0

C∑
c=1

Sc(r)
∫ Tpulse

0
B1,c(t)ei(rk(t)+γ∆B0(r)(Tpulse−t))dt , (2.15)

where C is the number of TX channels and B1,c(t) the RF waveform of the cth RF channel.
Here, the overall magnetization pattern is composed of the linear spatial superposition of the
excitation patterns from multiple transceivers. After discretization, the full system matrix
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Afull consists of a concatenation of the original system matrix A (Equation 2.13) that is
weighted channel-wise by the spatial coil sensitivity profile:

m ≈ Afullbfull =
[
S̃1A · · · S̃CA

] b1
...

bC

 , (2.16)

where S̃c = diag {Sc(r)} is diagonal matrix containing samples of the cth TX sensitivity
profile and bc the discretized RF waveform of the cth RF coil with Nt samples. Given a
k-space trajectory k and B0 map ∆B0, the complete system matrix (A)full again describes
the physical situation with dimensions Ns × CNt.
A reasonable estimate of the respective B1 waveforms b̂full with adequate spatial fidelity
to a given magnetization pattern mdes can again be obtained by the formulation and
solution of a quadratic minimization problem (Equation 2.14). Depending on the discretization
level, number of RF channels, spatial excitation resolution and target pattern, the high
dimensional complex system of equations can be both over- and under-determined and
requires a robust solving algorithm with sufficient computation speed and convergence. In an
elaborate study, Zelinski et al. [55] have found the least-squares QR decomposition (LSQR)
solver to outperform the singular value decomposition (SVD) based inversion and conjugate
gradient least-squares (CGLS) solver in terms of excitation quality and regularized RF
power deposition. To find the appropriate balance between excitation fidelity and RF power
deposition, the L-curve criterion [56, 57] can be used to determine a suitable regularization
parameter β. RF channel-dependent regularization has been shown to be advantageous to
reduce local and global SAR [58], but at cost of increased computational complexity.
So far, the cost function of the described optimization problem minimizes both the magnitude
and phase difference to a pre-defined magnetization pattern, i.e. a complex least-squares
(CLS) optimization. While the convex cost-function allows a direct approximation of the
global optimum, the phase distribution of the achieved magnetization is often not of interest.
Rather, an RF solution is desired, which provides the minimal distance to the magnitude of
the target pattern among all possible phase distributions:

b̂full = arg min
bfull

{‖|Afullbfull| −mdes‖2
W +R(bfull)} , (2.17)

However, in this case the determination of the global optimum is no longer guaranteed
due to the non-convex nature of the optimization problem. To this end, Setsompop et al.
[15] proposed a variable exchange method, which iteratively relaxes the target phase to the
previously obtained phase pattern. The magnitude least-squares (MLS) method was shown
to provide improved excitation accuracy with significantly reduced RF power.

Simultaneous Gradient and RF Optimization

pTx has shown great potential to shorten RF pulse durations by the introduction of additional
spatial degrees of freedom. In fact, RF pulses can be designed on the basis of downsampled
k-space trajectories without occurring aliasing effects [2–4], but still rely on static and
predefined k-space trajectories. Considering that the Fourier relationship is not feasible with
pTx (the resulting excitation pattern is not a direct FT of each pulse, see Equation 2.16),
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the choice of the k-space trajectory path can leave significant room for improvement. The
simultaneous optimization of both the gradient/k-space trajectory and RF waveforms has
been widely employed in the field of slice-selective RF pulse design optimizing so-called fast-kz
trajectories [6, 59–62]: Fast-kz or ’spokes’ RF pulses use fixed slice-selective RF waveforms
played along the kz k-space direction. A sparse selection of spokes locations in the kxy plane
and suitable RF waveform weights are mostly optimized with the objective to mitigate
B1 inhomogeneity effects. Typically, the optimized locations are near to k-space center to
introduce low spatial frequencies tackling the spatially slow varying B1 transitions. Similar,
this approach was transferred to non-selective RF pulses optimizing a RF time course and a
small number of sampling positions in 3-D k-space [12, 16]. Finally, a joint gradient and RF
optimization was applied to multi-dimensional spatially selective RF pulses [63, 64], which
can further shorten the RF pulse durations.
To determine the optimal k-space trajectory either Fourier driven [12, 59], greedy [60, 61, 64],
sparsity penalized [6] or a combination of local and greedy optimization methods [62] were
proposed. However, all approaches have in common that they can considerably increase
the computational demands. The already complex RF waveform optimization for multiple
channels is encapsulated by another optimization loop that aims to find the proper k-space
trajectory parameterization.

SAR Optimization

Safety regulations require the application of RF pulses not to exceed strictly defined tissue
warming limits [65]. For this purpose, global (power absorbed by whole body) and local (power
absorbed by 10 g of tissue) SAR metrics have been established to approximate the degree of
global and local tissue heating. However, with the simultaneous application of independent
waveforms by multiple geometrically arranged RF transmitters, the SAR evaluation is more
complicated. In particular, the regularization of the forward RF power [4, 15, 66] is not
necessarily sufficient to control local SAR due to the complex interference scenarios between
the electric fields generated by the different TX channels [5, 54, 67, 68]. To encounter generally
a SAR increase, different methods have been suggested. First, k-space trajectories can be
adapted to provide a RF energy efficient design [69–71], but which do not deterministically
lower the local SAR expense. Further, regularization strategies have been introduced to
tackle global SAR [3] and local SAR [58] by either common or channel specific RF power
penalties. Finally, constraint optimization methods showed great potential to explicitly limit
global and local SAR, but also considering the RF hardware constraints [9, 13, 53]. In this
process, the iterative numerical prediction of the SAR expense can be tremendously reduced
by model compression techniques [72, 73].

Large Tip-Angle Design

When intending to design RF pulses with FA beyond 30◦, e.g. saturation (90◦ FA) or refocus-
ing/inversion pulses (180◦ FA), the non-linear characteristic of the Bloch equation cannot be
neglected any longer. Here, the linear relation between the transverse magnetization and the
applied excitation field loses its validity as the variation of the longitudinal magnetization
component has to be considered. Therefore, large tip-angle RF pulses designed with the STA,
which assume the longitudinal magnetization to remain constant (Section 2.2.2), are likely to
result in non-optimal excitation performance.
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Different hybrid methods [66, 74–77] have been proposed to fill the gap between STA and
the Bloch equation. All methods try to capture the non-linear evolvement of the magnetiza-
tion, while maintaining the reduced complexity of the STA: The non-iterative linear class
of large tip-angle (LCLTA) approach is based on the early work of Pauly et al. [74] and
was later extended to the pTx regime [66, 75]. Basically, a concatenation of a sequence of
small-excitation pulses is used, where each subpulse has to be inherently self-refocused. Thus,
the method is limited only to certain k-space trajectories, which approximately fulfill this
requirement. In contrast to that, the additive angle method (AAM) [76] works iteratively
and is not restricted to specific k-space trajectory types. To minimize the distance to the
desired pattern, small tip-angle pulses are systematically updated. At each iteration the
deviation between the excitation of summed pulses and the desired pattern is first estimated.
Then another small tip-angle pulse is added to further improve the spatial fidelity of the
summed pulses. This procedure is repeated until a convergence criterion is met. Similar, to
AAM, the perturbation analysis (PTA) approach [77] evaluates the STA deviation to the
target magnetization, but as an analytically function of the applied RF pulse. This function
is subsequently used to iteratively calculate a correction term, which has been shown to be
more robust for higher acceleration factors.
Full non-linear high FA pTx RF pulse optimizations were presented in [78–80] and are
based on optimal control theory. This method has also no restrictions regarding k-space
trajectories and uses the result from STA (or from another high-flip algorithm) as an initial
guess. Multiple controls are defined directly on the Bloch equation to search the parameter
space for the optimal solution. The method was demonstrated to perform well for arbitrary
large tip-angle pTx RF pulses. However, computation times and memory consumption can
be more intensive compared to the hybrid methods.

TX k-Space Trajectories

Most characteristics of an RF pulse are determined by the underlying TX k-space trajectory. In
particular, the spatial dimension and selectivity, the total RF pulse length and coverage of TX
k-space are given by the trajectory encoding gradient waveforms. Moreover, it was shown that
the choice of k-space sampling can greatly influence both the resulting excitation fidelity (see
Section 2.2.3) and RF power/global SAR dissipation (Section 2.2.3). Many different static and
dynamically optimized trajectory designs have been suggested addressing B1 inhomogeneity
mitigation up to the selection of sub-volumes of arbitrary shape and dimension.

In Figure 2.3 a selection of common TX k-space trajectory designs are illustrated. First,
tailored non-selective excitations (Figure 2.3a,b) have been shown to benefit from sampling
of a few optimized locations in multi-dimensional k-space. Depending on the RF sampling
strategy, i.e. whether RF is applied continuously or solely point-wise during the k-space
transition, one can refer to the spiral non-selective (SPINS) [16] or kT points [12] trajectory.
Second, spokes-based trajectories with additional sparse sampling of the kxy plane have been
proven advantageous in combination with slice-selective waveforms (Figure 2.3c,d) for B1
inhomogeneity mitigation [6, 60–62] (see fast-kz methods in Section 2.2.3). When optimizing
single RF samples instead of fixed RF waveforms, the trajectory spokes are also denoted as
’rungs’ and were successfully used in pre-compensating through-plane susceptibility induced
signal loss [14, 59, 81, 82]. Clearly, the spokes can be arranged to build an echo-planar (EP)
trajectory, which is also suited for 2-D excitations. In combination with slice selective sub-
pulses the EP trajectory is often used in the context of inner-volume excitation [45, 46, 83].
Third, 2-D spatially selective excitations (Figure 2.3e-g) are mainly based on 2-D spiral
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Fig. 2.3: Selection of TX k-space trajectories. Depending on the application purpose, different
k-space designs have been suggested. Non-selective excitation: a kT points and b SPINS.
Slice selection: c spokes and d echo-planar trajectories. 2-D spatially selective excitation: e
echo-planar, f 2-D spiral and g optimized sparse trajectories. 3-D spatially selective excitation:
h stack-of-spirals and i spherical shells trajectories.

trajectories due to its time-efficiency covering the k-space [4, 15, 54, 70, 84, 85]. Next to the
2-D spiral and EP trajectory, arbitrary shaped sparse trajectory paths can be optimized [64].
Last, stack-of-spirals and spherical shells trajectories have been shown suitable for 3-D selective
excitations [17, 86] (Figure 2.3h,i). Those trajectory types are capable for a deterministic TX
acceleration, which is important to reduce the extensive 3-D k-space encoding and the RF
pulse durations.

Independent from the desired k-space trajectory, the corresponding gradient design must
be in compliance with the given gradient hardware limits. Apart from proposed analyt-
ical designs for certain trajectory types [87–90], a time-optimal design was presented to
realize arbitrary trajectories within hardware constraints [91]. However, the actual applied
k-space trajectory might still significantly differ from the theoretically calculated one due
to technical imperfections and interfering gradient effects and can result in poor excitation
performance. Several practical issues, e.g. anisotropic timing delays of the gradient amplifiers
and superimposed eddy current terms, have to be considered regarding the robustness of
the optimized pTx RF pulse and may require additional calibrations of the actual k-space
trajectory [16, 92, 93].
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Practical Framework and Considerations

Fig. 2.4: Overview of pTx RF pulse design framework. The RF pulse design process is based
on various input information describing the prevailing physical properties and defining the
hardware and application specific requirements. Based on the input data an appropriate
TX k-space trajectory can be chosen before optimizing in the low-FA regime (Section 2.2.3).
Optionally, gradient waveform and/or high-FA can be performed to further improve quality.
During optimization all given constraints have to be considered to ensure the application of
the ultimate RF pulse. Finally, the gradient and RF waveforms are handed over to the MR
system hardware interface.

Since its introduction, the pTx technology has established a new “zoo” of methodologies
to improve the overall excitation quality, but also imaging performance in MRI. A possible
framework describing the practical RF pulse design workflow including most features is
shown in Figure 2.4. Clearly, before making use of the potential benefits coming along with
pTx, various input information has to be determined before optimization: First, the physical
properties of the experimental situation have to be obtained, i.e. the measurement of the
prevailing TX coil sensitivity profiles (B1 maps) and static field inhomogeneities (B0 map)
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at the given spatial location. Typically, the B1 and B0 maps are acquired at the beginning of
the scanning schedule and once per examination area, e.g. once for brain and once for body
examinations. Based on these images, also a binary mask can be calculated to separate the
background noise from the subject to serve as the ROI for subsequent RF pulse optimizations.
Note, that this information is very crucial for the successful design of RF pulses, as the
minimization procedure aims to compensate for the inhomogeneous field distributions within
the ROI. In other words, if the ROI is not well defined or the B0 map is corrupted by
phase-wraps [94], the optimized RF pulse may significantly deteriorate image quality. Similar
issues can arise, when the subject is moving and the whole physical situation changes. The
assessment of reliable B1 and B0 maps in-vivo is non-trivial and is still an on-going research
field. For established methods, please refer to [95–101] for B1 and to [94, 102–106] for B0
mapping.
Second, RF and gradient hardware limits have to be considered during the RF pulse design to
ensure their successful application. The gradient hardware limits are directly influencing the
RF pulse duration by encoding the underlying TX k-space trajectory with a finite k-space
traversing velocity. The RF amplifier sets the maximum applicable RF power and can thus,
also indirectly restrain the achievable FA level.
Last input information includes the application specific constraints and requirements. The
RF pulses to be optimized can cover excitation, saturation or inversion, which can completely
differ in their characteristics next to their FA level. The RF optimization can involve different
spatial dimensions, target patterns or spectral-spatial specificity. Further, the summation
of all RF pulses in the duty-cycle are not allowed to exceed the SAR limits. However, the
number and properties of optimized RF pulses, the SAR balance and RF pulse timing in an
imaging sequence can greatly fluctuate and be challenging to assess in advance. In summary,
the application specific constraints define the scope and the target purpose of the RF pulse
optimization.

After gathering and defining all the input information, the RF pulse design process starts
with the calculation of an appropriate TX k-space trajectory. Depending on the spatial
dimension, coverage and shape of the target magnetization pattern, a suitable trajectory type
can be appointed (Section 2.2.3). The spatial excitation resolution required by the target
magnetization and given field of excitation (FOE) directly determine the extent and density
of k-space sampling. The final trajectory path has to be realized within gradient hardware
limits and is taken as a basis for the following RF waveform optimization. For many clinical
relevant classes of RF pulses, the low-FA optimization (Section 2.2.3) is entirely sufficient
and needs no sequential steps for further improvement of the magnetization performance.
Although, the fundamental STA is theoretically valid for FA below 30◦, the assumption was
shown to perform well for FA up to 90◦ [42]. Due to its straight-forward and fast design, many
applications can be limited to this single optimization step. However, to further improve
the magnetization fidelity for e.g. inversion pulses, high-FA optimization strategies can be
pursued (Section 2.2.3) using the low-FA solution as an initial guess. Optionally, gradient
waveform optimization can be iteratively applied to gain in both improved performance and
reducing the RF pulse duration (Section 2.2.3). However, these optional optimization steps
are linked with increased computational demands. Certainly, the given SAR and hardware
constraints have always to be considered during optimization.
Finally, the ultimate gradient and RF channel specific waveforms are transferred to the
MR system hardware interfaces, where additional safety checks can be run before their
application.
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Although, in most cases the whole RF pulse optimization process can be reduced to a single
step, i.e. low-flip optimization, the computational complexity and demands must not be
under-estimated or ignored. Figure 2.5 illustrates various accumulative factors, which directly
contribute to the computational expenditure. Bearing the mandatory constraints in mind, it
is challenging to find the proper trade-off between quality and computation time. Clearly,
this trade-off and compromises in quality have often to be determined individually for each
application to fulfill the clinical requirements.
In conclusion, the aims of the (clinically capable) pTx RF pulse optimization are:

• Accurate magnetization quality.

• RF pulse durations as short as possible due to its direct influence on TE, TR and
off–resonance effects.

• Abiding all practical constraints, i.e. hardware and SAR constraints.

• Moderate computational complexity.

• Low sensitivity or inherent robustness towards errors driven by technical inaccuracy, e.g.
gradient or RF deviations.
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Fig. 2.5: Computation complexity of pTx RF pulse design. Different multiplying factors
influencing the computational demands of the RF pulse optimization. Note, that in some
categories multiple options are possible at the same time, e.g. multi-slice combined with multi-
frequency and low-flip with subsequent high-flip optimization. Depending on the scenario,
the resulting computation time can vary from real-time (< 1 s) to clinically unacceptable
durations (> 24 h).

2.3 Off-Resonance

2.3.1 Sources

This section gives a brief outline about the off-resonance phenomena in MRI. Generally,
off-resonance effects cover atomic nuclei, which experience a different precessing frequency
than theoretically expected within an ideal system.
There are several sources of off-resonance resulting in an effective distortion of the static
magnetic field B0 changing its magnitude. The sources can be distinguished between static
(∆B0,static(r)) and dynamic (∆B0,dyn(r, t)) field offsets, where static denotes components
that remain approximately constant during the acquisition time of an imaging sequence:
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B0(r, t) = B0,nominal

+∆B0,tec(r) +∆B0,χ(r) +∆B0,CS(r)︸ ︷︷ ︸
∆B0,static(r)

+∆B0,conc(r, t) +∆B0,EC(r, t) +∆B0,mot(r, t) +∆B0,phys(r, t) +∆B0,dyntec(r, t)︸ ︷︷ ︸
∆B0,dyn(r,t)

.

(2.18)

The effective magnetic main field and its static and dynamic constituents can be further
subdivided into:

• Nominal static magnetic field strength B0,nominal : This is the nominal perfectly
uniform magnetic field of e.g. 1.5 T, 3 T or above.

• Static technical imperfections ∆B0,tec(r) : In general, the technically achievable
B0 homogeneity is very high around the isocenter. The magnet manufacturers state
homogeneity deviations down to < 1ppm within a 50 cm-diameter spherical volume
[107, 108], i.e. less than 100 Hz at 3 T.

• Susceptibility variation ∆B0,χ(r) : As soon as an object is placed into the scanner
magnet, the static magnetic field is superimposed by local B0 field variations produced by
susceptibility differences/gradients of bordering materials, such as air, water, tissue and
metal (implants). The magnetic susceptibility χ is a physical property that characterizes
the degree of magnetization of a material placed in an external magnetic field. The
parameter is dimensionless and related to the relative permeability µr:

χ = µr − 1 = µ

µ0
− 1 , (2.19)

where µ is the effective permeability and µ0 the permeability of free space. With B0 being
oriented along the positive z direction, the susceptibility induced field perturbations can
be approximated by [109]:

−χ(r)B0 ≤ ∆B0,χ(r) ≤ χ(r)B0 , (2.20)

with χ(r) being the spatial susceptibility distribution in the human body. Hence, the
impact of susceptibility based field perturbations rises linearly with the main magnetic field
strength. For human tissues, which mainly consists of diamagnetic properties, the values
are |χ| � 1 and range from −10ppm (lipids) to −6.52 ppm (desoxygenated blood cell)
[109]. Due to the distinct gap to the magnetic susceptibility behavior of air (χ = 0.36 ppm),
the tissue/air borders within the human body do certainly produce the major local field
interference (except for metal implants). In the human head, such pronounced areas can
be found near the air sinuses, frontal and temporal lobe. Overall, the great susceptibility
variety in the human body results in a subject-specific and spatially complex distribution
of local field distortions.

• Chemical shift ∆B0,CS(r) : The chemical shift originates from protons experiencing
different electron environments in the presence of an applied magnetic field. In particular,
protons in e.g. lipids, silicone or water are embedded in different molecular environments,
in which the circulating electrons yield an unequal nuclear shielding effect against the
external magnetic field and thus different resonance frequencies. The strength of the
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nuclear shielding can be measured in the difference of the resonance frequencies relative
to another. In terms of MRI, this can be interpreted as a frequency offset relative to the
static magnetic field being tuned to water:

∆B0,CS(r) = δ(r)B0 , (2.21)

where the chemical shift δ(r) at position r and its deviation in the Larmor frequency (see
Equation 2.1) linearly scales with the main field strength. The difference in chemical shift
of fat-like hydrogens and water is approximately δfat = 3.4ppm, which corresponds to a
frequency separation of ≈ 440 Hz at 3 T.

• Concomitant (Maxwell) fields ∆B0,conc(r, t) : As soon as a linear gradient field is
imposed to enable the spatial encoding during the excitation or acquisition phase of
the MRI experiment, additional gradient fields are produced as a result of the Maxwell
equations. Precisely, spatial field components of higher order, i.e. concomitant or Maxwell
fields, are produced being perpendicular to the main field orientation axis (z-axis). Hence,
the orientation of the net magnetization M0 is caused to slightly diverge from its original
orientation and accumulates an additional phase, whenever a linear gradient is activated.
Assuming cylindrical gradient coils, the lowest order approximation of concomitant field
offset at spatial location r = [x, y, z]T yields [35, 110]:

∆B0,conc(x, y, z; t) = 1
2B0

[G2
z(t)
4 (x2 + y2) + (G2

x(t) +G2
y(t))z2

−Gx(t)Gz(t)xz −Gy(t)Gz(t)yz
]
.

(2.22)

Here, the magnitude of the concomitant fields is inversely proportional to the magnetic
field strength and scales quadratically with the amplitude of the applied gradient. The
concomitant fields follow directly the temporal and spatial course of the active gradient
fields, but can be analytically calculated for a given gradient waveform. However, at
higher field strengths the effect of concomitant fields can be neglected, when moderate
gradient strengths are used [35].

• Eddy currents ∆B0,EC(r, t) : As described above, gradient fields are time-varying fields
required to encode the image space. According to Faraday’s law of induction, the changing
magnetic flux induces currents, i.e. eddy currents, in the magnet bore, the gradient coils
themselves and other conducting parts of the MR system. Similar to the concomitant
fields, the spatially-varying induced field produced by the eddy currents superimpose B0,
once gradients are applied. However, the field properties are different in many aspects [35]:
The field distortions endure and only slightly decay after the gradients are being switched
off. As the field perturbation is associated with the change of the magnetic flux, they
scale with the temporal derivation of the gradient magnitudes and antagonize its origin
(Lenz’s law). The field components created by the eddy currents can be modeled with the
changing gradient waveforms convoluted with a sum of decaying functions [35, 111, 112]:

∆B0,EC(r, t) = −∂G(r, t)
∂t

⊗

[
h(t)

∑
n

αne
(−t/τn)

]
, (2.23)
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with h(t) being the unit step function, αn the nth amplitude and τn the nth time
constant of the exponential functions characterizing the resistance and inductance of
the corresponding circuits, respectively. Consequently, the influence of the eddy currents
distortions rise linearly with the current gradient slew-rate and are independent from the
main magnetic field strength. Typical values for amplitude and time constants range from
0.001− 0.05 and 1− 100 ms, respectively and have to be empirically calibrated [35, 112].

• Gross subject motion ∆B0,mot(r, t) : Clearly, the effective static magnetic field is also
time-varying due to the non-stationary movement of the subject to be examined. During
the scanning procedure and between protocol breaks, unconscious and conscious body
movements of the patient lead to a continuous change of the spatial position of tissues
with different susceptibility and/or chemical shift properties. As a consequence, the ∆B0,χ
and ∆B0,CS field components show a dynamic and non-predictable deformation, which
increases with the magnitude of spatial displacement.

• Physiological effects ∆B0,phys(r, t) : The gross subject motion is superimposed with
the physiological movement of inner organs as the heart and digestive system, the blood
or cerebrospinal fluid pulsation and breathing cycle. These effects can significantly change
the position of the abdominal wall and associated organs, but also the volume properties
of tissue filled with air. For example, field perturbations of the human spine showed
fluctuations of ≈ 45 Hz at 3 T due to respiration [113]. Respiration induced fluctuations
were even reported to produce virtual motion artifacts in the brain at 1.5 T [114].

• Dynamic technical noise ∆B0,dyntec(r, t) : The dynamic field perturbations of the
dynamic technical noise summarizes different effects regarding the stability of the technical
setup and potential external disturbing sources. The latter can stem from insufficient
shielding of the MR scanner room, so that external magnetic fields from e.g. other medical
devices can additionally compromise the main field homogeneity. Regarding the stability
of the MR scanner’s technical components, heating processes due to extensive and/or
long-term usage of the gradient coils can lead to a significant drift of the magnetic field.
In particular, eddy currents can heat up materials near the magnet’s bore and can cause
temporally and spatially field variations of the order of 0.8 − 2.5ppm [115]. Moreover,
mechanical vibrations of the gradient coils can further heat up shielding elements via
regular mechanical stress and friction or can even facilitate subject movement, when
being transferred to the patient table [116].

In summary, the effective static magnetic field is disturbed by various off-resonance sources,
which show coupling effects and steady mutual influence. Although, a variety of methods have
been proposed to mitigate the B0 inhomogeneity components, some residual field deviations
remain in practice. Especially, the influence of the patient specific offset components, i.e.
susceptibility, chemical shift and movement induced distortions are challenging to compensate.
With respect to pTx RF pulse design, a static field offset map ∆B0 = ∆B0,static can be
considered during optimization (Section 2.2.3), which is mainly dominated by susceptibility
component.

2.3.2 Effects

Generally, the macroscopic effect of off-resonance results in a deterioration of the MR image
quality. In the following, the off-resonance effects of the static magnetic field inhomogeneities
∆B0,static are presented in more detail. Here, the magnitude of image distortions associated
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with off-resonance effects depends heavily on the imaging sequence type1. Spin-echo (SE) or
turbo spin-echo (TSE) imaging sequences show only subtle sensitivity towards off-resonance
effects. In contrast, fast and ultra-fast imaging sequences, e.g. gradient recalled echo (GRE),
echo-planar imaging (EPI) or spiral imaging, are very sensitive due to the missing 180◦
RF pulses that refocus the phase error accumulation [35]. Consequences of the phase error
accumulation during the frequency-phase encoded acquisition process are:

• Spatial distortions: The frequency offset leads to a spatial mis-registration in the
frequency encoding direction (see Figure 2.1b), which is most pronounced in the presence
of chemical shift effects. Signals arising from fat tissue experience a constant spatial shift,
which is typically in the order of a few pixels in conventional GRE sequences acquiring
the k-space signal line-by-line. This becomes more critical in the phase-encoding direction
in EPI, where the complete k-space is acquired at once. Phase errors can evolve during
the whole image encoding process and cause a prominent global shift in dimensions of the
image size. These effects are superimposed by the smaller, but spatially more complex field
deviations produced by the susceptibility effects. Especially in EPI and spiral imaging,
they provoke strong local geometric distortions severely compromising the image quality
[35, 109, 117].

• Signal loss: Due to local off-resonance, i.e. mainly susceptibility effects, variations of
the Larmor frequency appear within an image voxel. Consequently, the spins or net
magnetization in a voxel start to loose phase coherence and destructively interfere (see
T ∗2 decay in Section 2.2.1). The intra-voxel dephasing arising with off-resonance can result
in a noticeable local signal loss, which is often found near air-tissue interfaces or metallic
implants [118, 119].

• Blurring: In ultra-fast imaging sequences, where the image k-space data is acquired at
different times of the T ∗2 decay, the various T ∗2 results in a reduction of spatial resolution
[117]. This image blurring effect is enhanced with shorter T ∗2 values, which is again
fostered by the local off-resonance effects.

Fig. 2.6: Off-resonance effects in different imaging sequences. Axial slice near lower jaw
acquired with a TSE, b GRE and c EPI. Image phase encoding direction is indicated with a
white arrow. Off-resonance effects are highlighted with red arrows.

1 For a detailed discription of various imaging sequences please refer to [34–36].
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Finally, all off-resonance effects interfere with each other giving rise to complex image artifacts.
Figure 2.6 exhibits different levels of image distortions depending on the imaging sequence.
As described above, TSE is robust against off-resonance effects due to the refocusing RF
pulse (Figure 2.6a). In contrast, the same slice acquired with the GRE sequence shows a
constant shift of fat tissue along the frequency encoding direction, which can be noticed
by e.g. the dark band near the cheek (Figure 2.6b). Further, signal loss can be detected
close to the esophagus (air-tissue boundary). In EPI the off-resonance effects results in a
non-interpretable image being heavily distorted along the phase encoding direction. Fat
signals are shifted by approximately half the image size and is superimposed by serious
geometric deformations, signal loss and blurring.

The same artifacts can be also observed in the context of RF excitation. Here, the frequency
displacement can cause bended slice-selections. Regarding multi-dimensional spatial exci-
tations, the effects are similarly severe as in EPI or spiral imaging. Off-resonance based
excitation artifacts are exemplary shown for a 2-D spiral pulse in Figure 2.7. Geometrical
distortions, magnetization loss and blurring explicitly increase with rising off-resonance level
and/or pulse durations and can additionally impair the image quality.

To provide reliable diagnostic imaging the consideration of off-resonance effects is crucial
in both the excitation and acquisition phase. The next two chapters introduce strategies
to explicitly correct off-resonance effects with tailored pTx RF pulses. Chapter 3 covers the
advanced off-resonance correction during 2-D slice-selective RF excitations. In contrast, the
method in Chapter 4 also utilizes the pTx technology to compensate for off-resonance related
signal dephasing in GRE-based acquisition schemes.

Fig. 2.7: Off-resonance effects in RF excitation. Numerical Bloch simulations were calculated
for a 2-D spiral RF pulse exciting a checkerboard pattern at different off-resonance magnitude
levels and RF pulse durations. Main field deviations ∆B0 are imposed with a local square-
shaped elevation. Either off-resonance magnitude level or RF pulse duration is systematically
increased from 0 to 200 Hz or 6 to 12 ms, respectively.
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2DRF Pulse Design for Reduced FOV Imaging with pTx

3.1 Enhanced Correction of Off-Resonance Effects in 2DRF-Pulse
Design

This section contains methods & principles that were accepted for publication in:

R. Schneider, D. Ritter, J. Haueisen, and J. Pfeuffer. Novel 2drf optimization framework
for spatially selective rf pulses incorporating b1, b0 and variable-density trajectory design.
In Proceedings of the 20th Annual Meeting of the ISMRM, Melbourne, Australia, page 3454,
2012.

R. Schneider, D. Ritter, J. Haueisen, and J. Pfeuffer. Evaluation of 2drf echo-planar pulse
designs for parallel transmission. In Proceedings of the 20th Annual Meeting of the ISMRM,
Melbourne, Australia, page 3459, 2012.

R. Schneider, D. Ritter, J. Haueisen, and J. Pfeuffer. B0-informed variable density trajectory
design for enhanced correction of off-resonance effects in parallel transmission. Magn Reson
Med, 71:1381–1393, 2014. ISSN 1522-2594. doi: 10.1002/mrm.24780. URL http://dx.doi.
org/10.1002/mrm.24780.

3.1.1 Introduction

The application of spatially selective pulses in pTx is commonly used for reducing image
acquisition time and mitigating prevailing B1 and B0 inhomogeneities. The majority of
studies adopt the well-known spatial domain design approach [4, 15]. This approach allows
the incorporation of the prevailing transmit coil sensitivity and off-resonance information for
the subsequent optimization of a proper RF pulse (Section 2.2.3).
Spatially two-dimensional selective pulses based on concatenated RF sinc pulses played along
a rectilinear, i.e. echo-planar, trajectory (EP-2DRF) are reported in human applications
[45, 46, 120–122]. However, upon closer investigation and optimization only a partial
correction of the geometric distortions caused by evolved phase errors along the slow direction
was observed. The severity of these phase errors is directly linked to the off-resonance
magnitude and is pronounced with long RF pulse durations. A similar sensitivity to
off-resonance has also been denoted for three-dimensional spokes excitation pulses, i.e.
fast-kZ and echo-voluminar pulses [60, 62, 123]. The reason for their limited off-resonance
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compensation seems to be their limited capability to make use of the full transverse-plane
B0 inhomogeneity information. For example, the spokes of the transmit trajectory of an 2-D
spatially selective RF pulses based on a echo-planar trajectory (EP-2DRF) pulse are spanned
along the slice selective and perpendicular to the phase encoding direction. Subsequently
the trajectory offers only one dimension to tackle the two dimensional transverse-plane
off-resonance information.
Recently, it has been shown that the actual k-space trajectory or spokes positions have a
great impact on the excitation performance and should also be optimized in dependence of
the prevailing B1/B0 maps setting [60, 62, 64, 123–126]. However, only few of the spokes
related reports consider off-resonance in the context of parallel transmission [60, 62, 123].
To date, all of these methods determine optimized k-space locations partially or solely on
the basis of iterative greedy or high dimensional optimization algorithms, which can be
computationally intensive for large parameter sets. Consequently, their application has been
limited to spokes based trajectories [60, 62, 123–125] or other low parameter trajectory
representations [64, 126]. Yet, their effect was not analyzed on finely sampled pulses like
spiral pulses. Furthermore, most reports do not take into account the SAR nor the RF power
levels as an implicit indicator [64, 123–126].

In this study, an empirical approach on the basis of a novel k-space trajectory design is
introduced to further address the geometric distortion correction in presence of strong off-
resonance. In contrast to previous k-space trajectory optimization algorithms [62, 124] the
k-space locations are determined non-iteratively from the B0 fieldmap via an analytically
computed metric representing the effective k-space density distribution. Thus, the approach
can be used in a straightforward manner for low and high parametric RF pulses, as it does
not require any additional computations. The method is applied to EP-2DRF pulses as
an often-used representative of spoke trajectory based pulses. This approach is shown to
offer enhanced inhomogeneity mitigation, whereas it reduces the RF power levels in parallel
transmission. Preliminary work has been presented previously [23, 24].
Furthermore, the definition of the target magnetization pattern in dependence of the actual
physical excitation resolution of the k-space trajectory is discussed. To our knowledge the
majority of studies used an identical spatial resolution for the spatial grid and actual transmit
k-space trajectory [4, 15, 17, 124]. However, in practical workflows the grid resolution is often
different and possibly higher than that of the RF pulse. In this case, an appropriate spatial
adjustment of the target pattern is required. The benefits of this circumstance have not been
demonstrated so far, but it proves to be very important in practical pulse design for better
utilization of the available degrees of freedom (DoF) in the pulse optimization process.
All proposed methods are implemented for the widely used slice-selective EP-2DRF pulses.
The general benefit of additional RF transmit channels, i.e. higher DoF, on the B1 and
B0 inhomogeneity compensation is assessed in comparison to the single channel circular
polarized (CP) mode. The proposed methods are systematically analyzed in a simulation
study demonstrating the achievable gain in excitation quality and reduction of RF power
deposition. Finally, human in-vivo experiments were performed to validate the proposed
trajectory design for EP-2DRF pulses.
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3.1.2 Theory

EP-2DRF Pulse Extension of the Spatial Domain Design Approach

The EP-2DRF pulse optimization framework is based on the well known spatial domain
design approach [4, 15], which exploits the linearity of the low flip angle regime. The final
equation poses an inverse problem looking for proper RF waveforms b̂full for an arbitrary
number of RF channels in order to minimize the distance to a desired magnetization pattern
mdes defined in a region of interest W:

b̂full = arg min
bfull

{‖|Afullbfull| −mdes‖2
W +R(bfull)} , (3.1)

where Afull denotes the overall system matrix and R(bfull) represents a regularization term,
e.g. Tikhonov regularization for damping the RF power. Afull is further defined as:

Afull =
[
S̃1A · · · S̃CA

]
with

S̃c = diag {Sc(r)} and
aij = iγM0∆te

i(rik(tj)+γ∆B0(ri)(tj−Tpulse)) ,

(3.2)

that is the concatenation of the system matrix A and diagonal matrices S̃c, which hold
information about the RF coil sensitivity profiles Sc for all RF channels C. The system
matrix A incorporates the used excitation k-space trajectory k at given spatial (r) and
temporal (t) properties discretized with Ns and Nt samples. Main field inhomogeneities
∆B0, which lead to off-resonances are considered within the total RF pulse duration Tpulse.

Spatially selective pulses enabling reduced field of view (rFOV) imaging can be analytically
calculated via EP-2DRF pulses with a rectilinear trajectory according to the low flip angle
theory, which results in a sinc-shaped amplitude modulation of the concatenated sinc-shaped
RF subpulses (spokes) in the fast direction [42, 46].
In order to optimize such EP-2DRF pulses regarding B1 and B0 inhomogeneity mitigation
the approach (Equation 3.1) can be customized: In order to preserve a defined slice selectivity
of the EP-2DRF pulse, the basic shape p of the single spokes (RF sinc subpulses) along the
fast direction is fixed during RF pulse optimization. For that purpose, a complex optimization
weight w for each single spoke is introduced, that commonly scales all RF samples Np of p,
respectively.

bfull(tj) = wkp(tjmodNp
) with tj = 1 . . . CNt and k = dtj/Npe (3.3)

In other words, solely the pulse weights of the single RF sinc subpulses are adapted allowing
an optimization along the phase encoding excitation direction. Consequently, for an EP-2DRF
pulse made up by Nspoke spokes, the solution vector bfull contains CNt/Np = CNspoke
optimization weights (Equation 3.3). Furthermore, the information of the basic shape p of
each single spoke has to be transferred from the solution vector bfull to the matrix Afull:



30 3 2DRF Pulse Design for Reduced FOV Imaging with pTx

a′ik =
kNp∑

j=(k−1)Np+1

aijp(jmodNp) with k = 1 . . . CNspoke . (3.4)

Thus, the resulting one dimensional optimization problem along the phase encoding direction
is compressed by factor Np: The modified inverse problem is now built on the compressed
system matrix A′full with dimensions Ns × CNspoke. Whereas the solution vector bfull
is mainly composed of the optimization weights for the respective spokes. Clearly, the
preservation of the RF shape per spoke comes along with a restriction of the available degrees
of freedom. In particular, the optimization is limited to a rather non-continuous, section-wise
manner.

Accurate Definition of the Target Magnetization Pattern

In a practical pTx oriented workflow, B1 and B0 maps are acquired once and build the basis
for subsequent RF pulse designs. Typically, they are resampled to the same spatial resolution,
which is also the spatial discretization of the desired target magnetization pattern mdes within
the pulse optimization framework, i.e. the grid resolution Gres = FOV/Ns. Though, the TX
k-space trajectory is defined independently from the grid and may require an adaption of the
target pattern to its physical characteristics. In particular, the transmit k-space trajectory
is traversing the k-space to a maximal extent, i.e. ±kmax/2. Thus, the effective excitation
resolution TXres is also physically limited to that spatial resolution. However, the commonly
used conjugate gradient (CG) algorithms [4, 15] to solve the linearized complex system in
Equation 3.1 are not considering this limitation: They deterministically reduce the squared
error to the defined target pattern. Consequently, in the frequent case that the spatial
resolution of the grid exceeds the physically set constraints (Gres > TXres), the solver
algorithms are likely to spend available DoF for attaining the physically impossible sharp
magnetization transitions. Here, the pattern has to be adjusted to the maximum possible
excitation resolution by e.g. spatial low-pass filtering: The appropriate kernel size h of a
spatial average box filter is defined by the next odd value of the ratio h = TXres/Gres =
Ns/(kmaxFOV ).

B0 Map Driven Variable Density Trajectory Design

The k-space trajectory design proposed in the following aims at improving off-resonance
compensation by sub-sampling k-space regions with potentially high accrued phase errors
coupled to the target pattern. In the presence of main field inhomogeneities ∆B0 the accrued
phase error in k-space Φerror can be estimated via the two dimensional Fourier transform of
the absolute spatial phase error in image domain over time t:

Φerror(k) =
∣∣∣∣∫ eiγ∆B0(r)te−ikrdr

∣∣∣∣ . (3.5)

Hence, this metric represents ∆B0 artifacts in k-space. To specify the accrued phase error
towards the target magnetization pattern, it is weighted with the absolute k-space represen-
tation of the target pattern function mdes. The result is denoted as the weighted B0 error
metric Φw,error:
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Φw,error(k) = Φerror(k)
∣∣∣∣∫ (mdes −mdes)e−ikrdr

∣∣∣∣ . (3.6)

In the proposed method, the impact of the accrued phase error at k-space center is neglected
by zero mean normalization of mdes. The ∆B0 artifact at k-space center is equivalent to a
constant shift in the spatial domain. This can be easily compensated analytically by applying
the corresponding conjugate constant phase term to the RF pulse phase. Therefore, the mean
phase error is not considered as problematic and is excluded from the metric.
The effective k-space density ρ, which is finally the basis for the final k-space locations to be
sampled by the trajectory, is defined by:

ρ(k) = (1− ε Φw,error(k)
max(Φw,error)

) + 2α/kmax · ‖k‖ with 0 ≤ ε ≤ 1 . (3.7)

In principle, ρ is determined by two parts: First, by the omission of k-space locations with
potential phase errors. This is achieved by subtracting the normalized B0 error metric
Φw,error from an uniform distribution. The uniform distribution basically represents the
default equal-density (ED) k-space sampling scheme and can be expressed with the constant
density value ’one’ over all k-space locations (Equation 3.7). By the use of the weighting
factor ε the impact of Φw,error can be further controlled from minimal (ε = 0) to maximal
(ε = 1) influence. Note that the density at k-space center is always set to ρ(0) = 1 due to the
initial discard of the mean phase error. Thus, an adequate sampling near and at the k-space
center is provided.
The second part is a linear balancing gradient with slope α and is based on empirical
observations: From our experience the severity of the phase errors at lower spatial frequencies
is higher than those of higher spatial frequencies. This is quite intuitive as the main contri-
bution to the final excitation result is determined by lower frequencies. Consequently, the
impact of the artifact at those k-space locations is also more prominent. This observation is
approximately counterbalanced by the linear balancing gradient. Here the slope α is directly
proportional to the ratio of low frequency versus high frequency ∆B0 artifact severity and
its degree of sub-sampling. Hence, for α > 0 lower spatial frequency phase errors get further
sub-sampled.
Finally, to compute the discrete k-space locations from the k-space density ρ an adapted
density weighting approach similar to Ref. [127] is used. For this purpose, the resulting
density ρ is normalized to keep the number of k-space sampling points constant. A simplified
schematic of the variable density trajectory computation process is depicted in Figure 3.1.
When analyzing the proposed variable density sampling scheme for each tj of Tpulse the center
of mass of Φerror is typically located at lower spatial frequencies, which get consequently
strongly sub-sampled according to the resulting ρ. Though, these locations are generally
critical to sub-sample as the RF power expense is likely to increase. As a tradeoff, Φerror is
restricted merely to its extreme case, i.e. the maximal phase error over the total RF pulse
time t = Tpulse, rather than considering an evolved phase error for each tj .

3.1.3 Methods

The input data of the simulations were acquired on a 3 T MAGNETOM Skyra system
equipped with two independent and integrated pTx channels (Siemens AG, Healthcare Sector,
Erlangen, Germany). B1 and B0 information were obtained with presaturation TurboFLASH
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Fig. 3.1: Diagram showing the basic steps and procedure of the B0 fieldmap driven variable
density trajectory approach.

[99] and a dual echo time gradient-echo approach, respectively. Fieldmaps were additionally
smoothed before pulse design via the regularized weighted least-squares method proposed
in [102]. RF pulses were calculated with a conjugate gradient algorithm in MATLAB 7.11
(MathWorks Inc. Natick, MA, USA). Note that no regularization was used in order to exclude
further optimization effects like the damping of RF power via Tikhonov regularization. The
EP-2DRF pulse design followed the extension described above with p being an RF sinc
pulse and uses a two-dimensional bar target pattern representing the slice-selective rFOV.
The target flip angle was set to 15◦. All optimizations were done on the basis of a regular
trajectory design, i.e. equal-density (ED), and a variable-density (VD) k-space trajectory
design according to our proposed method integrating the respective B0 fieldmap information.
Multichannel optimized RF pulses (2-ch pTx) and the corresponding single RF channel pulses
in circular-polarized mode (1-ch CP) were calculated. Thereby, the benefit of additional
degrees of freedom of an additional transmit channel was analyzed. Furthermore, respective
analytically computed pulses in the small tip-angle approximation (STA) as described in [46]
were determined as a reference to demonstrate the limited off-resonance compensation ability
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of the optimization process towards EP-2DRF pulses. To provide a reasonable comparison,
all basic RF pulse specifications (e.g. kmax, total RF pulse duration, number of spokes)
were kept constant independent from the number of RF channels, trajectory design or RF
optimization.
Bloch equation simulations were performed for all pulses using a 64× 64 grid to predict the
magnetization result. The simulations incorporated the B0 and B1 maps information and thus,
the prevailing off-resonances and spatial variation of the B1 excitation field. Deviations from
the target pattern were assessed via the root mean square error (RMSE) of the magnitudes
within the region of interest W:

RMSE =
√∥∥∥|Afullb̂full| −mdes

∥∥∥2

W
. (3.8)

In order to get an estimate of the global SAR performance of the proposed methods, the
effective RF pulse power (50 Ω terminator) was noted. The RF power values were quoted
relative to those of the corresponding optimized 1-ch CP EP-2DRF pulse with an ED k-space
trajectory:

RFpower =
U2
eff

R
=


∥∥∥b̂full∥∥∥
√
CNt

2

· 1
50 Ω =

∥∥∥b̂full∥∥∥2

CNt · 50 Ω . (3.9)

Simulation I: Accurate Target Magnetization Definition

Our aim was to demonstrate the RF pulse optimization effects of target magnetization
patterns adjusted (smoothed) and not adjusted to the trajectory specifications in case of
Gres > TXres. Simulations with an adapted target pattern were done with reference to a
rectilinear EP with equally distributed k-space density. B1 maps were acquired in a spherical
water phantom with 150 mm field of view (FOV), 64× 64 matrix size and Gres = 2.34 mm.
The B0 fieldmap information was excluded from optimization for better illustration (omitting
geometric distortions). EP-2DRF pulses were designed with a rFOV of 30 mm, an excitation
resolution TXres of 12 mm and a stop band of 250 mm resulting in 25 EP lines and 17 ms
pulse time. The kernel size h of the spatial average box filter was determined to match the
desired excitation resolution on the spatial grid of the predefined target pattern. Particularly,
for the EP-2DRF pulse h was set to 64 · 12 mm/150 mm ≈ 5.

Simulation II: Enhanced Off-Resonance Correction

Optimized EP-2DRF pulses with the proposed field map driven and regular trajectory
design were compared at different off-resonance levels. For this purpose exemplary human
axial brain B1 and B0 maps were acquired from a healthy subject (FOV 240 mm, matrix
64× 64). For the rectilinear trajectory design, the effective sampling density relies on a one
dimensional quantity, i.e. the discrete spoke positions along the phase encoding direction.
Thus, the B0 error metric was reduced to one dimension prior to trajectory computation: A
maximum projection orthogonal to the phase encoding direction was done so that the k-lines
can avoid the accrued phase error elevations. Elevations of the accrued phase error were
subsampled with factor ε = 0.9 and balanced with slope α = 1 (Equation 3.7). In other words,
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the accrued phase errors in k-space are sub-sampled up to 90% and the sub-sampling (or
severity) ratio of low versus high spatial frequency artifacts is approximated with factor two
(ρ(0)/ρ(kmax/2) ≈ 1/(α+ 1) = 1/2). EP-2DRF pulses had a 36 mm rFOV, 7 mm resolution
and 43 lines resulting in a RF pulse length of 28 ms. The maximum absolute off-resonance
level was systematically increased from 10 Hz to 300 Hz by scaling the normalized B0 map
in 10 Hz steps. The actual in-vivo case is the 70 Hz setting. Prior to pulse optimization, the
target pattern was adapted to the given transmit k-space trajectories following the approach
described above. Note that a 2-ch pTx and a 1-ch CP mode pulse were calculated separately
for the described setting.

Simulation III: Pulse Acceleration

The human data sets above were also used to analyze the impact of pulse acceleration on the
general off-resonance correction performance. Here, different acceleration levels of the 2-ch
pTx EP-2DRF pulse type were simulated at a fixed off-resonance level of 150 Hz. At each
acceleration level the excitation performance of ED and variable-density (VD) trajectory
design was noted, respectively. Acceleration was done by stepwise reducing the number of k-
lines of the transmit trajectory with identical nominal excitation resolution. The performance
of the non-accelerated 1-ch CP EP-2DRF with regular trajectory density was taken as a
reference and rough estimate for a suitable acceleration factor. To point out differences
and possible effects of off-resonance with pulse acceleration, the excitation performance was
compared to the accelerated 2-ch pTx pulses with ED trajectory design in presence of no
off-resonance, i.e. with a nulled B0 map. Note that the field of excitation did not fit to the
actual FOV, but was designed with extended outer volume suppression. Therefore, aliasing
is expected to occur with higher acceleration factors.

Experiments

The excitation performance of the ED and VD EP-2DRF pulse designs were evaluated in
human in-vivo experiments utilizing two pTx channels. Particularly, imaging was done at two
distinctive anatomical brain regions, which are known to be prone to off-resonance effects:
First, a pseudo-transverse oblique slice through the frontal brain region was acquired. Second,
sagittal imaging near the c-spine was performed. For both cases, corresponding B1 and B0
maps were obtained with the methods stated above. The EP-2DRF pulses were designed
with similar settings used in the simulation (36 mm rFOV, 7 mm TX resolution). In contrast
to the simulation study, a flyback scheme was used in order to avoid side-lobes and transmit
ghosts resulting in a prolonged total RF pulse length of 45 ms. Images were acquired using a
single-shot gradient echo EPI sequence with FOV 240× 240 mm2, matrix 64× 64, TR 500 ms
and TE 42 ms.

3.1.4 Results

Simulation I

Figure 3.2 shows the Bloch simulations with normalized flip angle distributions and relative
RF power levels of RF pulse design with and without adaptation of the target magnetization
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Fig. 3.2: RF pulse optimization a without and with b the target magnetization adapted
to transmit k-space trajectory (target pattern is shown in the lower left corner). RMSE
metrics of the latter case were stated relative to the smoothed and default (in brackets) target
pattern. c 1-D profiles through the center of the Bloch simulations. The beneficial effect of
the adapted target pattern is shown for a spoke trajectory based EP-2DRF pulse design.
Despite the slightly lower spatial fidelity with respect to the default target pattern, improved
homogeneity and less aliasing are visible while requiring significantly less RF power.

pattern. Note that the target adjustment is only necessary if Gres > TXres applies. Possible
off-resonance effects were excluded here for better illustration. The target pattern definition
is shown as insert in the lower left corner, with the conventional target pattern definition in
Figure 3.2a and with smoothed target pattern in Figure 3.2b. 1-D profiles of the respective
Bloch simulations are depicted at Figure 3.2c. The smoothed magnetization transitions have
been adjusted to the actual excitation resolution. The RF pulse design based on the adapted
patterns reveals virtually improved inhomogeneity mitigation, i.e. 48% reduced RMSE (from
2.49 to 1.29) for the EP-2DRF design. In fact, the RMSE value calculated on the basis of the
original unsmoothed target pattern reveals a slightly lower spatial fidelity (4% higher RMSE).
However, noticeable improved inhomogeneity compensation can be located for example in
the middle of the excitation bar (Figure 3.2c). The width of the actual transition band was
not affected by the smoothing process. Furthermore, a significant RF power level reduction
compared to the design with conventional target definition can be assessed. The EP-2DRF
pulses required noteworthy 40% less RF power to achieve the desired magnetization.

Simulation II

In this section the proposed B0 map driven VD trajectory design is compared to conventional
ED trajectory design at different off-resonance levels and for single and multichannel transmit
modes. Simulations were run on the basis of human axial brain data illustrated in Figure 3.3a.
The B1 coil profiles, i.e. the B1 maps, of the dual channel (2-ch pTx) and single channel
(1-ch CP) transmit modes show a significant spatial variation. The B0 fieldmap shows a
prominent off-resonance increase at the frontal brain area.
In Figure 3.3b schematics of the transmit k-space trajectories are shown relative to the
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Fig. 3.3: a Normalized human axial brain B0 and B1 maps used in the simulation studies. b
Schematic transmit k-space trajectories with the imaging plane colored in gray. left Rectilinear
trajectory for a slice-selective EP-2DRF pulse with only one dimension in image plane. right
A common spiral trajectory of a non-slice selective 2-D spiral pulse.

transverse imaging plane. The ability of the spoke trajectory based EP-2DRF pulse to fully
exploit the transverse-plane B0 map information is limited to one dimension, i.e. the phase
encoding (slow) direction kx. In contrast, the conventional spiral pulse trajectory traverses
the k-space in-plane in two dimensions, i.e. kx and ky, and thus offers potentially more
degrees of freedom for rewinding a locally accrued phase error.

Fig. 3.4: Comparison of B0 map driven variable density (VD, gray) and regular equal density
(ED, black) trajectory design for an maximum off-resonance level of 150 Hz. a k-space density
function for the phase encoding direction. b According discrete spokes locations. The k-space
density function of the VD indicates a less dense sampling of the lower and a denser sampling
of the higher spatial frequencies.
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k-space density functions of the proposed VD approach were calculated as described above
for the spoke trajectory based EP-2DRF design (Figure 3.4). The VD design (gray line) is
compared to the conventional ED design (black line). The k-space density functions ρ(k)
were determined at an off-resonance level of 150 Hz (Figure 3.4a) and were reduced to one
dimension prior to the computation of the trajectory. The latter was achieved by projecting
the maximum values of the k-space density distribution onto the k-space phase encoding
direction along −kmax/2 . . .+kmax/2 for the spoke positioning. The resulting effective discrete
spoke positions along the k-space phase encoding direction reflect the predefined density
distribution (bottom row of Figure 3.4b). The k-space density function reveals a less dense
sampling of the lower spatial frequencies, i.e. the estimated accrued phase error elevations
are mainly localized at lower spatial frequencies of the k-space.

To analyze the VD sampling scheme in more detail, different VD designs were pursued for
the EP-2DRF pulse with respect to the two separate components of ρ(k) (Figure 3.5), i.e.
the weighted phase error Φw,error and the balancing gradient (see Equation 3.7). It can be
observed, that both components reduce RMSE compared to the ED sampling, but with
increased RF power demands (Figure 3.5a versus 3.5b and 3.5d). The VD trajectory solely
based on Φw,error results in better off-resonance compensation and a moderate RF power
increase compared to the pure balancing gradient VD design. The combination of both
superimpose to the proposed superior VD design with notably reduced RF power deposition
(Figure 3.5d).

The simulation results are shown in Figure 3.6 representing the overall excitation error and
required RF power in dependence of the prevailing off-resonance magnitude. The RF power
levels of the optimized pulses were noted in relation to the corresponding 1-ch CP pulse
(dashed lines). Explicit Bloch simulations of the 2-ch pTx mode excitation results at off-
resonance levels 50, 150 and 300 Hz are further depicted in Figure 3.7.
For the EP-2DRF pulses with conventional ED trajectory design, the RMSE values rise quite
linearly from 0.75 to 4.2 in single channel (1-ch CP, black dotted line) and from 0.63 to 4.0 in
dual channel (2-ch pTx, black solid line) transmit mode with rising off-resonance level. This
trend is also reflected by the Bloch simulations in Figure 3.7 (second column) showing the
increasing residual geometric distortions and signal losses. Especially within the off-resonance
elevation in the frontal lobe area (see Figure 3.3a) a severe magnetization degradation and
target pattern deformation can be observed. Compared to the analytically calculated STA
EP-2DRF pulses, the optimized EP-2DRF pulses with ED trajectory design seem to tackle
the geometric distortions only slightly (Figure 3.7, left two columns). On the other hand,
the optimization process generally adjusts the magnetization intensity, i.e. compensates
B1 inhomogeneities. Concerning the number of transmit channels, ED trajectory pulses
designed in 2-ch pTx mode exhibit a moderately enhanced, but constant lower excitation
error (≈ 0.17 less RMSE) than the according 1-ch CP pulses (Figure 3.6). However, the usage
of the additional transmit channel comes along with generally higher and quite varying RF
power requirements: The 2-ch pTx pulses with ED trajectory reveal significantly increased
RF power levels and several quite arbitrary RF power peaks with up to 5.5 times higher
power demands (see black solid line versus black dotted line at 40 Hz).
Compared to the ED design, EP-2DRF pulses based on the proposed VD trajectory design
(gray color) show superior results: Though, the excitation accuracy still decreases with
increasing off-resonance similar to the ED design, the proposed VD trajectory approach
offers considerably improved excitation accuracy (Figure 3.6). Beyond off-resonance levels of
20 Hz, RMSE values get well reduced by additional 43% (e.g. 1.87 RMSE versus 3.27 RMSE
for 2-ch pTx at 190 Hz). The corresponding Bloch simulations (Figure 3.7, third column)
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Fig. 3.5: a-d Bloch simulations of multi-transmit mode (2-ch pTx) EP-2DRF pulses with
different variable density trajectory designs (VD, see Equation 3.7). e-h Corresponding
k-space density sampling functions ρ. Simulations were done at off-resonance magnitude level
of 150 Hz. Note that in each case all RF design parameters (e.g. number of lines and kmax)
were kept constant except for spokes distribution along the slow direction. a, e VD design
neither influenced by balancing gradient (α = 0) nor by weighted B0 error metric Φw,error
(ε = 0), i.e. default ED design. b, f VD design solely determined by Φw,error (ε = 0.9, α = 0).
c, g VD design solely based on the balancing gradient (ε = 0, α = 1). d, h Default VD
design combining both components (ε = 0.9, α = 1). Both components clearly reduce RMSE
compared to the ED design. Their combination exhibits a superior result with best spatial
fidelity, but also with significant RF power reduction.

reveal that next to B1 inhomogeneities, also B0 inhomogeneities, i.e. geometric distortions,
were clearly mitigated by the VD pulses compared to the STA pulse design. While offering
enhanced off-resonance correction, the VD trajectory approach requires randomly higher and
lower RF power than the ED design in 1-ch CP mode (gray dotted line). But it provides
quite permanently lower power levels within 2-ch pTx mode (gray solid line), e.g. up to 79%
less RF power at 90 Hz. Hence, the proposed B0 fieldmap driven variable density trajectory
approach offers a gain in excitation performance, while reducing the RF power demand in
parallel transmit mode.
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Fig. 3.6: Excitation performance analysis at different off-resonance magnitude levels based
on human axial brain B1 and B0 maps. EP-2DRF designed with equal (ED, black) and the
proposed fieldmap driven variable density (VD, gray) k-space trajectory design. Different
calculations for two channel multitransmit (2-ch pTx, solid line) and circular polarized
single channel mode (1-ch CP, dashed line). a RMSE as a function of peak off-resonance
level. b Corresponding RF power levels. Note that RF power levels are normalized to the
corresponding 1-ch CP pulse with ED trajectory. Compared to ED trajectory based pulses,
the proposed VD trajectory approach offers persistently enhanced excitation performance for
both RF pulse types. This is in line with partially higher RF power levels in 1-ch CP mode,
but with constantly lower levels in 2-ch pTx mode.

Simulation III

Within this section the ED and VD trajectory design were analyzed with respect to pulse
acceleration for a fixed off-resonance level of 150 Hz. For comparison the ED trajectory based
pulses were also calculated with no off-resonance. EP-2DRF pulses were stepwise accelerated
up to three-fold (Figure 3.8), i.e. up to 66% of the spoke trajectory lines were omitted at
maximum acceleration.

Different observations were made for the spokes trajectory based pulses: First, with no
off-resonance (dash-dotted lines) the excitation accuracy is approximately maintained until
2.5 fold acceleration, but at rising RF power levels. Beyond this acceleration factor, the
RMSE shows a steep increase because of severe aliasing effects (note again that pulses have
an extended field of excitation). Second, in the presence of off-resonance the initial RMSE
level is about 4 times higher within ED trajectory design (solid black lines) due to residual
geometric distortions. Then the RMSE level diminishes with shorter pulse durations, i.e. less
off-resonance impact, until aliasing effects become again the limiting factor. Further, the
general RF power level, but also its slope with increasing acceleration is up to 4.5 times
higher compared to the non off-resonance situation.
In contrast, the VD trajectory design based EP-2DRF pulses show a different trend (solid
gray lines). As lower spatial frequencies are mainly less sampled (see Figure 3.4), aliasing is
consequently quite noisy and gets worse with less available spokes. Hence, the low RMSE
at low acceleration (enhanced excitation accuracy) is steadily increasing with increasing
acceleration factors and becomes worse than ED EP-2DRF pulses beyond 1.4 fold acceleration.
On the other hand, the RF power values are approximately constant with acceleration and
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Fig. 3.7: Bloch simulations of multi-transmit mode (2-ch pTx) pulses at off-resonance
magnitude levels of 50, 150 and 300 Hz. Optimized slice selective EP-2DRF pulses clearly
improve B1 inhomogeneity mitigation compared to analytically computed STA pulses, but
still lack in complete off-resonance correction resulting in residual geometric distortions. The
proposed variable density trajectory design (VD) improves the situation up to 43% while
reducing the RF power level at the same time.



3.1 Enhanced Correction of Off-Resonance Effects in 2DRF-Pulse Design 41

Fig. 3.8: Pulse acceleration at an off-resonance level of 150 Hz for EP-2DRF pulses. Multi-
channel transmit pulses (2-ch pTx) were accelerated up to factor 3.3 with equal density (ED,
black) and B0 map driven variable density (VD, gray) trajectory design. Same simulations
for ED design pulses were done without off-resonance in order to highlight its influence on
acceleration (black, dash-dotted line). As a performance reference the result of the non-
accelerated 1-ch CP ED is indicated (black, dotted line). a RMSE performance as a function
of TX acceleration factors. b Corresponding RF power metrics. Up to 1.4 fold acceleration
the VD design offers enhanced excitation performance with reduced RF power deposition.
Beyond, the method is still beneficial for low RF power design.

are up to 9 times lower than those of the ED design. Beyond 1.8 fold acceleration the RF
power values are even below the level of those pulses without off-resonance. Compared to the
results of the regular 1-ch CP ED pulse, all 2-ch pTx pulses can be accelerated by a factor 3
with better RMSE values, and always significantly enhanced RF power.

Experiments

Figure 3.9 shows the excitation results of the different EP-2DRF designs for two different
anatomic locations (Figure 3.9a,c). In both cases, the Bloch simulations agree well with the
corresponding experiments (Figure 3.9b,d: bottom versus top row) and depict prominent
geometric distortions due to off-resonance for the analytical STA design. The numerically
optimized 2-ch pTx pulses (ED and VD) outperform the STA RF pulses regarding the
spatial fidelity. But similar to the observations of the simulation study, the EP-2DRF
pulses based on ED trajectory design mainly tend to compensate B1 inhomogeneity. With
respect to off-resonance compensation, only the overall shift is basically corrected by the ED
approach, but leaves the more complex geometric distortions. In contrast, the proposed VD
method successfully tackles these complex geometric distortions offering an additional gain
in excitation accuracy (additional 15% and 35% less RMSE). Furthermore, the required RF
power level is also remarkably reduced, i.e. 12% and 53% less RF power relative to the ED
pulses.
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Fig. 3.9: Human in-vivo experimental results. a,c Overview of slice position (yellow line) and
target pattern (magenta) a through frontal brain area and c near c-spine. b,d Corresponding
experimental results (top row with subject contours in blue) and numerical Bloch simulations
(bottom row) for analytical (STA), numerical optimized ED and VD 2-ch pTx EP-2DRF
designs. In contrast to the other designs, the VD approach shows an enhanced compensation
of geometric distortions, while lowering the RF power demands.

3.1.5 Discussion

In this study, the accurate definition of the target magnetization pattern was discussed to
ensure the efficient usage of the available degrees of freedom during RF pulse optimization.
Furthermore, a novel variable density trajectory design approach to enhance off-resonance
correction in parallel RF pulse design was proposed and implemented. The possible benefits
in excitation accuracy and RF power reduction of the introduced methods were demonstrated
in a simulation study based on measured human data at 3 T. Based on the well known
spatial domain design approach, rectilinear spoke trajectory based RF pulses (EP-2DRF)
were determined without any regularization techniques for e.g. RF power damping in order to
exclude an interference of different optimization effects. Finally, human in-vivo experiments
were presented confirming the beneficial effects of the new EP-2DRF design.
The consideration of the transmit (TX) trajectory characteristics within the target pattern
definition has been not reported so far [4, 15, 17, 124]. It was observed that the solving
algorithm generally tries to minimize the distance to the predefined target pattern and does
not take the maximum possible excitation resolution into account. Therefore, degrees of
freedom are likely be squandered for the optimization towards physically impossible sharp
magnetization transitions, if the actual grid resolution exceeds the physical TX k-space
trajectory resolution. A target pattern adaptation was suggested, which considers the actual
physical excitation properties. Bloch simulations revealed that with the target adjustment
the approximation of the solution, but also the RF power efficiency are significantly improved
(Figure 3.2). However, the RMSE calculations based on the original unsmoothed target
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pattern definition show a slight reduction of the spatial accuracy. In spite of this discrepancy,
a visible gain in inhomogeneity mitigation could be still assessed (Figure 3.2c). Ringing
artifacts are explicitly reduced as the smoothed target pattern (image domain) results also in
an appropriate apodization in k-space according to the TX resolution. Further it is important
to point out the difference to an anti-ringing filter, which is applied to the RF pulse after
the optimization process. In contrast to the spatial target smoothing, an anti-ringing filter
would firstly not address the described optimization problem. Secondly, it might considerably
decrease the excitation accuracy by reshaping the RF pulse forms or weights. The described
approach is easily applicable to all types of spatial selective pulses as it relies on simple
spatial low-pass filtering. Besides the used spatial averaging box filter, other spatial low-pass
filters, for example with a Gaussian kernel, are also applicable.
In order to enhance off-resonance error correction in parallel pulse design, a variable density
trajectory design which incorporates the actual B0 fieldmap information to calculate the
modified k-space trajectory sampling density was introduced. Within this design, k space
locations with potentially high accrued phase errors are determined and subsequently less
sampled. In contrast to other methods, which jointly optimize the trajectory with the RF
pulse [60, 62, 64, 123, 124] in a highly iterative manner, this approach is rather heuristic.
Therefore it is likely that it does not offer the optimal k-space positions as the overall
optimal solution involves certainly further unknown effects of importance. But on the other
side, no additional computations and a constant gain in excitation performance come along
with the method. The k-space trajectory is determined straightforward prior to RF pulse
optimization, whereas the joint optimization approaches are based partially [62] or solely
[60, 64, 123, 124] on iterative greedy algorithms. Here, the proposed trajectory design
incorporates the estimated accrued phase error solely for the total RF pulse duration Tpulse.
However, in a more sophisticated extension, for example a time-variant phase error could
be used considering the evolved phase error, which could further improve performance. As
shown in Figure 3.5 the improved off-resonance behavior can be mainly attributed to the B0
map based phase error component (Equation 3.7). Though, the re-balancing of this density
quantity by the linear density gradient helps remarkably to reduce the RF power level. The
method was applied to spokes trajectory based RF pulses, which are known to be sensitive
to their effective placement in k-space. The off-resonance correction performance of both
pulse types was assessed as a function of the maximum off-resonance magnitude, different
number of RF transmit channels and different pulse acceleration factors while taking the RF
power level into account.
The proposed B0 map driven variable density (VD) trajectory design approach offers a
significant additional gain in excitation accuracy from low to high off resonance magnitudes
for multi-channel, but also for single channel RF pulses (Figure 3.6). EP-2DRF pulses was
shown to benefit greatly from the new design: Simulations (Figure 3.7) and experiments
(Figure 3.9) yielded that the optimization based on the conventional trajectory design with
equally distributed (ED) spokes lack in off-resonance correction, which is likely due to their
limited transverse plane encoding capability and rather non-continuous optimization. The
optimization process mainly resolves B1 inhomogeneity mitigation, but poorly tackles the
geometric distortions getting worse with higher off-resonance levels. In comparison, the VD
method enables significantly less RMSE by enhanced B0 inhomogeneity mitigation getting
more distinctive with higher off-resonance magnitudes.
Regarding the global SAR performance of the proposed custom trajectory approach, the RF
power levels of the optimized pulses were noted in relation to the corresponding single channel
mode pulse with ED design. Single channel pulses (1-ch CP) with VD design can require
higher RF power levels, whereas for dual channel mode (2-ch pTx) the RF power deposition
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is considerably reduced. At first glance, this gain in RF power efficiency is rather counter-
intuitive, as the VD design mainly proposes a sub sampling of lower spatial frequencies
(Figure 3.4). Consequently, one would expect an increase of the required RF power as the
sub-sampling is done where most of the target pattern energy lies. Two other effects counteract
a hypothesized RF power increase. First, pTx technology has been generally shown to enable
enhanced global SAR and RF power efficiency [3, 9, 128]. Second, based on the simulations in
Figure 3.6 and Figure 3.8 it can be assumed that the off-resonance compensation can require
an additional RF power expense. In case of ED EP-2DRF pulses the algorithms for solving
the optimization problem tend to turn up RF power trying to resolve off-resonance effects
(Figure 3.8b). Consequently, also the required additional RF power expense is lowered by sub
sampling the accrued phase errors as proposed. Adding up all three effects, the VD approach
can offer enhanced RF power efficiency overall.
As indicated by the simulations and experiments in Figure 3.7 and Figure 3.9, a similar
off-resonance sensitivity of the ED EP-2DRF pulses independent of the used design scheme
for the echo-planar k-space trajectory, i.e. bipolar and flyback design (data not shown) was
observed. Both design schemes show strong geometric distortions of the target pattern, but
no transmit N/2 ghosting on the basis of off-resonance. Though, the flyback design can be
necessary to tackle strong N/2 ghosting due to the imperfections in the gradient delays on
the real world scanner, but comes along with a prolonged total RF pulse duration. These
observations for the spokes based EP-2DRF pulse were previously shown in [46, 83, 120].
The proposed VD trajectory approach was found to improve off-resonance correction for
both echo-planar design schemes, bipolar and flyback design.
Furthermore, the B0 map informed trajectory design was shown to be advantageous when
accelerating the RF pulses up to factor 1.4 (Figure 3.8). Beyond this acceleration factor, the
VD approach could be still valuable for low RF power design. However, EP-2DRF pulses
designed with VD trajectory and higher acceleration factors (> 1.4) indicate that aliasing
can become a problem. In contrast to pulses with ED trajectory, the VD design exhibits
steadily rising RMSE values with increasing acceleration factors. Similar to other approaches
using variable density k-space trajectories [47, 129–133], also the proposed VD method shows
increased noise-like in-plane aliasing occurring in the corresponding point spread function as
the k-space is unevenly sampled. As a consequence, the suppression of the magnetization
in the outer volume (regions with defined zero magnetization) is likely to get worse with
less available k-space trajectory lines resulting in higher RMSE. Additional aliasing effects
can be expected in experiments due to k-space trajectory errors. Trajectory distortions near
the k-space center can become critical, as mainly lower k-space frequencies are lessly dense
sampled within the introduced VD approach. Hence, the assessment and correction of the
actual k-space trajectory might be necessary as suggested in [92, 93, 134].
The general robustness of the proposed method further relies on the B0 fieldmap quality. The
B0 map information is used twice for designing VD trajectory based RF pulses: Firstly, for
the determination of the actual proposed variable density trajectory. Secondly, for calculating
the rewinding term within the system matrix A as proposed in the spatial domain design
approach [4]. In practice, the acquisition of accurate B0 fieldmaps can be quite challenging.
In-vivo B0 fieldmaps acquired from problematic regions, e.g. c-spine or t-spine, often contain
phase wraps or noisy values, which can subsequently impair the proposed VD trajectory
approach and RF pulse design. Therefore, proper phase unwrapping and smoothing of the B0
maps prior to their utilization are important. Moreover, a regular update of the B0 fieldmap
information has to be investigated to tackle its dynamic change. The compensation of B0
inhomogeneities will be increasingly more important at higher field strength of 7 T and more.
When generally surveying the quality metrics of corresponding single and multi-channel
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RF pulses based on the VD trajectory, further RF power savings with even more advanced
excitation accuracy can be expected for systems with more transmit channels, such as eight
[135, 136] and 32 channel body pTx arrays [137] at 3 T or 16 channel local transmit coils at
7 T [138–140].

In conclusion, the proper target pattern definition with respect to the actual TX resolution
of the k-space trajectory was analyzed. Appropriate spatial filtering of the target pattern
may be required to avoid an unnecessary RF power level increase and a reduction of the
spatial fidelity. Secondly, a B0 fieldmap information driven variable density trajectory design
approach was introduced, which avoids high accrued phase errors in k-space. As a consequence,
the capability to compensate off-resonance related geometric distortions and blurring gets
considerably enhanced. At the same time, the required RF power deposition is lowered.
Similar to the examined pulse type, the methods have been also proven beneficial for 2-D
spiral pulses [25] and can be considered for 3-D spatially selective pulses [17, 141] or fast-kZ
pulse design [59, 142]. A combination with more sophisticated optimization schemes for e.g.
low local SAR pulse design, are also of interest.

3.2 Asymmetric 2DRF-Pulse Design

This section contains methods & principles that were accepted for publication in:

R. Schneider, J. Haueisen, and J. Pfeuffer. Asymmetric two-dimensional spatially selective
excitation in echo-planar imaging. In Proceedings of the 22nd Annual Meeting of the ISMRM,
Milan, Italy, page 4436, 2014.

J. Ream, C. Gliemli, M. Lazar, N. Campbell, J. Pfeuffer, R. Schneider, and A. Rosenkrantz.
Zoomed epi using parallel transmission for tractography of the prostate gland with an
endorectal coil:a feasibility study. In Proceedings of the 22nd Annual Meeting of the ISMRM,
Milan, Italy, page 2179, 2014.

3.2.1 Introduction

In echo-planar imaging (EPI), the effective echo time (TE) is a major limiting factor for
the resulting image quality due to off-resonance effects and rapid T ∗2 decay. One approach
to tackle this problem is the application of 2-D spatially selective RF pulse (2DRF), which
enable reduced field of view (rFOV) imaging and thus a shortening of the echo-train length
and TE [46, 121]. However, the 2DRF excitation requires long pulse durations and limits
further TE savings. To alleviate this disadvantage, parallel transmission (pTx) was shown to
shorten pulse durations without aliasing [15], but the technology is not widely accessible, yet.
A simple strategy to further shorten 2DRF pulse durations is proposed, which is independent
of pTx acceleration. The approach is shown to offer substantial TE savings without affecting
the excitation quality. For this purpose, phantom and human in-vivo experiments were
conducted to show the benefits.

3.2.2 Methods

The proposed method generally applies to multi-dimensional spatially selective RF pulses,
which are based on a symmetric TX trajectory, e.g. the EP, which is commonly used for 2DRF
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Fig. 3.10: Exemplary EP-2DRF pulse with AF= 6/8 and corresponding EP k-space trajec-
tories.

pulses in rFOV imaging [46, 121]. In this case, the symmetry of k-space can be exploited
similar to the partial-Fourier method in imaging: Particularly for the TX EP trajectory, lines
of the second trajectory half can be spared out to a certain degree without any severe penalties
in excitation quality. The reduction of the pulse duration can be directly transferred into TE
savings (Figure 3.10). This can be applied in addition and independently of potential pTx
accelerations. A phantom study was pursued to analyze the degree of asymmetry that can
be applied to 2-D spatially selective RF pulses based on a echo-planar trajectory (EP-2DRF)
without degradation in excitation quality. Asymmetry factors (AFs) from 5/8 to 7/8 were
systematically applied to the EP-2DRF trajectory, i.e. only 5/8 to 7/8 of the transmit (TX)
k-space trajectory was encoded. EP-2DRF pulses were designed according to [46] using
a Hamming window to suppress any truncation artifacts. Images were acquired on a 3 T
MAGNETOM Skyra scanner with two transmit channels (Siemens, Erlangen, Germany)
using a prototype gradient-echo EPI sequence with FOV 180× 180 mm2, matrix 128× 128
and TR/TE 100/35 ms. The same experiments were pursued with pTx acceleration factor
R = 1.4 following the approach of [25]. The potential benefits of the asymmetric EP-2DRF
excitation towards TE savings and resulting SNR gains were further investigated in human
in-vivo diffusion experiments of the posterior brain. rFOV diffusion images were obtained in
an in-house-modified bipolar acquisition scheme with b-values 50, 500, 800 s/mm2, slices 15,
slice thickness 3 mm, FOV 240× 90 mm2, matrix 128× 48 and TR 3400 ms. EP-2DRF pulses
were designed without and with a trajectory asymmetry of AF= 6/8 with and without pTx
acceleration, respectively. TE was always set to the lowest possible value.
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Fig. 3.11: EP-2DRF excitations with different asymmetry factors. Top row: no acceleration.
Middle row: 1.4 fold acceleration. Bottom row: 1-D profiles of the different experiments
(dashed line).

3.2.3 Results

Phantom images acquired with EP-2DRF pulses of different asymmetry factors are shown
in Figure 3.11. The excitation quality is maintained up to an asymmetry factor of 6/8 and
independent of pTx acceleration. With large asymmetry (5/8), deviations from the targeted
excitation profile can be observed in both the outer- (R = 1) and inner-volume (R = 1.4).
Savings in EP-2DRF pulse durations can be directly transferred to shorter TE and increased
SNR in the human diffusion experiments (Figure 3.12a). Here, TE savings up to 17 ms could
be directly achieved from the introduced asymmetry. The TE savings using (AF 6/8, R 1.0)
resulted in an average SNR increase of 25% compared to the experiments using the common
EP-2DRF pulse (Figure 3.12b). Similar TE savings and slightly higher gains in SNR could
be achieved with 2.1 fold acceleration. Moreover, when combining the asymmetric design
with pTx acceleration, another SNR increase of 8% from 30% to 38% was obtained.

3.2.4 Discussion

With the introduction of asymmetry to EP-2DRF, the pulse duration can be remarkably
reduced without affecting the excitation quality independently from pTx acceleration. The
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Fig. 3.12: a b = 800 s/mm2 weighted rFOV diffusion images acquired with different EP-
2DRF pulses. b Mean gain in SNR over all slices in dependence of b-values, pTx acceleration
R and RF asymmetry AF. Values are stated relative to the experiments acquired with R = 1
and no asymmetry (AF=off).

resulting savings in TE and gain in SNR can be significant in EPI-based sequences. However,
the absolute level of TE savings does not only depend on the chosen EP-2DRF design
parameters (e.g. slice thickness), but also on sequence details as diffusion parameters and
image resolution. Further note that in case of TX acceleration only half of the omitted
encoding lines contribute to TE shortening, as the EP trajectory is equally sub-sampled. In
contrast, the savings due to the asymmetric design account completely for TE reduction. The
introduced approach can be easily transferred to other symmetric multidimensional spatially
selective 2-D and 3-D RF pulses.
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pTx z-Shim for Local Signal Recovery

This chapter contains methods & principles that were accepted for publication in:

R. Schneider, C. Gliemli, C. Geppert, J. Haueisen, F. Boada, and J. Pfeuffer. Local signal
recovery in clinical flash imaging with parallel transmission. In Proceedings of the 22nd
Annual Meeting of the ISMRM, Milan, Italy, page 4777, 2014.

R. Schneider, F. Boada, J. Haueisen, and J. Pfeuffer. Automated slice-specific simultaneous
z-shim method for reducing b1 inhomogeneity and susceptibility-induced signal loss with
parallel transmission at 3t. Magn Reson Med, page in press, 2014. ISSN 1522-2594.

4.1 Introduction

In high-field MR imaging the susceptibility-induced signal loss in T ∗2 -weighted images is still
a major problem in many clinically important GRE-based sequences, such as fast low angle
shot (FLASH) and susceptibility weighted imaging (SWI). In the human brain, prominent
signal losses mainly occur in the frontal orbital and inferior temporal cortex and can seriously
impede the diagnosis of, e.g. stroke and hemorrhage. Longer echo times as required in blood
oxygenation level dependent (BOLD) functional MRI studies impair the effect, which is
particularly caused by the B0 field variations along the slice profile, i.e. the through-plane
field components.
To address this problem several techniques have been proposed in the past, but most of them
are accompanied by other drawbacks and were therefore not practical for clinical routine: Z-
shim methods [143–147] have been shown to tackle the through-plane magnetic field variations
by applying different gradient z-lobes after the excitation pulse, but require multiple sub-
images and can significantly increase scan time. Protocol parameters can be optimized
[148, 149] for reducing the signal loss, but come along with decreased coverage and longer TR.
With additional B0 shim coils [150, 151] or diamagnetic shim materials [152–154] the local
field inhomogeneity and thus the signal loss can be mitigated, but can raise manual efforts
[152–154], discomfort of the patient [150, 153, 154] or additional specialized hardware [151].
An alternative solution includes custom-designed three-dimensionally tailored [14, 59, 141]
and spectral-spatial [81, 82, 155, 156] RF pulses, which have been shown promising to
compensate the through-plane susceptibility-induced signal loss without additional hardware
or major imaging constraints. However, RF pulse durations can be inefficiently long and
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increase TE / TR. They can be shortened in combination with the pTx technology [14].
Nevertheless, these RF pulse design approaches show generally high computational complexity
and thus have inadequate computation times for clinical multi-slice imaging. Moreover, the
spatial selectivity along the slice direction, i.e. the slice-selectivity, is not inherently provided,
but has to be fully optimized. Hence, the RF pulse computation relies on the proper sampling
density and coverage of the RF design grid to enable an accurate definition of the slice profile
without aliasing effects. The custom designed RF pulses are also difficult to realize within
RF hardware and SAR limits. Critical peak voltages occur already at moderate flip angle
levels around 30 degrees and limit their application for higher flip angles. Recently, Deng et
al. [8] proposed another RF pulse design method, which is based on common slice-selective
RF pulses. The RF waveforms are applied with a different time-delay on separate transmit
coils to create a pre-compensating z-shim phase along the slice profile. In contrast to the RF
pulse design methods stated above, this approach has conceptually short RF pulse durations,
robust spatial slice encoding and low computational complexity. The original approach by
Deng et al., using a custom-built local 4-channel transmit head coil, revealed promising
results in recovering the signal, but generally left noticeable B1 inhomogeneity effects being
related to the RF coils’ spatial profiles [8]. Moreover, the time-delay was manually adjusted
to match the desired signal recovery level, which hinders its application in clinical practice.

In this work, wan extension to the approach by Deng et al. [8] for B1 inhomogeneity mitigation
and automatic time-delay determination on the basis of the prevailing B1 and B0 maps
is proposed. The approach is implemented and integrated in a commercially available 3 T
MR scanner with two fully integrated whole-body transmit channels. The proposed method
was evaluated with experiments in humans using a clinical multi-slice FLASH sequence
with a low flip angle level. In addition, a breath-hold BOLD functional MRI study was
performed with GRE-EPI using high flip angles of 90 degrees. It is shown that major areas
with susceptibility-induced signal loss can be recovered by the proposed automated approach,
but at cost of a SNR penalty.

4.2 Theory

Automatic Time-Delay Determination

The RF-based z-shim approach uses a time-delayed excitation to impose a linear phase gradient
along the slice profile to pre-compensate the spatially varying through-plane magnetic field
gradients. This concept is derived from the basic Fourier formalism, where a shift in the
time-domain creates a linear phase in the frequency domain. Analogously, in the presence
of a slice-selection gradient Gz a time-shifted RF pulse waveform b(t) results in a phase
term along the slice profile m(z). When combining this approach with pTx, a simultaneous
z-shim can be achieved by applying b(t) on C separate transmit channels with an individual
time-delay τc, respectively [8]:

bc(t+ τc)↔ m(z)eiγGzzτc , (4.1)

where bc(t+τc) is the RF waveform of the cth transmit channel delayed by τc. With increasing
time-delay of the static RF waveform the steepness of the phase-gradient along the slice-profile
can be determined, which potentially compensates the prevailing through-plane field gradient
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Gs. Ideally, the time-delay τc at slice-position zn of N slices is individually matched to cancel
out the through-plane phase variation at given echo-time TE:

Gz · τc(zn) = Gs(x, y; zn) ·TE . (4.2)

However, this approach is not able to fully resolve the required spatially varying phase gradient
as the imposed linear phase is globally applied along the slice profile m(z) independent from
the in-plane x, y coordinates. On the other hand, the spatially localized sensitivity profiles
Sc of the transmit coils combined with individual time-delays τc again allow some degree of
spatially varying phase distributions. Further, it was shown that the field gradient Gs can
be roughly predicted from the fieldmap ∆B0(x, y; zn) offset as a first linear approximation
[81, 157] with Gs(x, y; zn) = α ·∆B0(x, y; zn). Thus, the B0 map being initially acquired for
pTx RF pulse optimizations can be reused and no additional adjustments are required. After
adding these assumptions to Equation 4.2, the slice- and RF-coil-specific time-delay can be
calculated by means of

τc(zn) =
α · max (∆B0(x, y; zn))WSc

·TE
Gz

, (4.3)

where α is the slope describing the functional relation between the frequency offset and
through-plane field gradient and max (∆B0(x, y; zn)) the worst-case field offset and thus
most critical field gradient within the coil-specific region of interest ROI WSc . From earlier
studies at 3 T [81, 157] the typical value of α was found between −1.0 and −2.0µT/m/Hz.
The coil-specific region of interest WSc

aims to localize the impact of the cth RF coil of the
spatial sensitivity profile Sc(x, y; zn). To match the most suitable transmit coil to a given
spatial field gradient distribution Gs(x, y; zn) a sequential algorithm is used, which is capable
to handle strongly overlapping coil-profiles. First, initial coil-specific region of interests W̃Sc

are computed by adequate thresholding of the sensitivity profiles. The threshold is defined
that all initial coil masks W̃Sc

completely cover the ROI W with the smallest possible
overlap. Then, then final coil-specific region of interest WSc

are subsequently calculated
by excluding the afore processed ROIs for c > 1: WSc+1 = W̃Sc+1 −

⋃c
i=1 W̃Si

. Last, the
WSc

are correlated with the most critical dephasing gradients to find the proper time-delays.
To make full use of the RF coils providing high local spatial sensitivity, the RF coil indices
can be ordered according to their average B1 sensitivity prior to the masking and delay
calculation process.

Figure 4.1 illustrates the basic algorithm for an arbitrary number of slices and transmit
channels. After the initial estimation of the through-plane B0 field gradient from the prevailing
B0 maps, a channel-and slice-specific time delay can be determined by evaluating the impact
of the transmit sensitivity profiles. The example was pursued for a local transmit array
with rather distinct coil sensitivity profiles and a global 2-channel body transmit array as
used in this study. The latter shows strongly overlapping coil profiles with a large spatial
scope, so that a single coil is quite sufficient to cover the complete ROI W. Note that
solely the worst-case field gradient is considered within the coil specific region of interest
to determine the corresponding time-delay. The higher the absolute value of the time-delay
the higher is the steepness of the pre-compensating phase along the slice profile. The sign of
the time-delay is determined to counteract the direction of the worst-case field gradient in
presence of slice-select gradient Gz. In this example, the second and third transmit channel
of the local and the first transmit channel of the global TX array mostly contribute to the
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pre-compensation of the signal loss in the frontal orbital cortex as indicated by Gs(x, y; zn).
Clearly, other more sophisticated approximations are possible. For example, the histogram of
the field gradient distribution within WSc

can be analyzed to avoid extreme values associated
with noise and to provide a more robust estimate.

B1 Inhomogeneity Correction

The approach is further extended towards B1 inhomogeneity mitigation on the basis of the
spatial domain design approach [4]. After defining the optimal time-delay per channel and
slice, the algorithm aims to calculate proper TX coil power levels for each individual setting.
Please note that prior B1 map normalization and channel-specific ROI processing was solely
applied in the context of the time-delay determination. Here, the unprocessed B1 maps
information within the complete ROI is used. When discretizing in time and space, an inverse
problem has to be numerically solved to determine the optimized RF pulse bfull:

b̂full = arg min
bfull

{‖|Afullbfull| −mdes‖2
W +R(bfull)} , (4.4)

where Afull denotes the overall system matrix, mdes the desired target magnetization pattern,
W the ROI andR(bfull) a regularization term. Essentially, the posedB1 optimization problem
is quite similar to the basic RF shimming approach, where a flat target magnetization mdes

has to be optimized. For this purpose, RF-transmit-channel-specific complex optimization
weights wc are introduced that aim to optimally scale a static RF waveform p. But in contrast
to conventional RF shimming, the static RF waveform is not applied simultaneously on all
C transmit channels, but the onset of the waveform p differs from channel to channel due to
the introduced time-delay τc:

bc(tj) =

wc ·p(tj−Ncenter
− τc) for Ncenter + τc/∆t ≤ j ≤ Ncenter +Np + τc/∆t

0 otherwise

with j = 1 . . . Nt and k(tNcenter+Np/2) = 0 ,

(4.5)

where bc is the final discretized RF waveform of the cth channel with Nt time samples, ∆t
the sampling duration, Np the number of samples of the static waveform p. Ncenter denotes
the sampling-onset-point, from which the center of a symmetric RF waveform aligns with the
excitation k-space center. For the optimization process, the basic pulse shape p is transferred
from the solution vector bfull to the matrix Afull [25, 62], so that the actual solution vector
is solely composed of the optimization weights bfull = [w1 . . . wC ]T . In this case the overall
system matrix Afull is concatenated by both RF-channel-specific system matrices Ãc and
diagonal matrices S̃c. The latter hold the information about the RF coil sensitivity Sc at the
spatial coordinates r with Ns samples, respectively.

Afull =
[
S̃1Ã1 · · · S̃CÃC

]
with S̃c = diag {Sc(r)} (4.6)

The ith spatial element aic of a system matrix Ãc further incorporates information about
the time course of the k-space trajectory k and the evolving off-resonance effects based on
the main field inhomogeneities ∆B0 within the total pulse duration Tpulse = Nt∆t.
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Fig. 4.1: Basic automated approach for determining a slice and transmit channel specific
time-delay for imposing a simultaneous z-shim on an exemplary 2 channel body or 8 channel
local transmit system. Based on the prevailing B0 maps ∆B0(x, y; zn) the through-plane
field gradient Gs(x, y; zn) is predicted based on a linear estimate. Further, by considering the
spatial sensitivity profiles of the transmit channels, a time-delay τc(zn) can be sequentially
calculated to impose an adequate z-shim within the corresponding region of interest WSc

.
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aic =
Ncenter+Np+τc/∆t∑
j=Ncenter+τc/∆t

iγM0∆te
irik(tj)eiγ∆B0(ri)(tj−Tpulse)p(tj−Ncenter

− τc) (4.7)

Note that the time dimension is compressed by a factor Np by the transfer of the static
waveform p from bc to the matrix Ãc. Thus, like in RF shimming the final dimensions of
Afull are Ns × C, but differ slightly in its composition for ∆tc 6= 0.

4.3 Methods

RF Pulse Design

The time-delayed RF pulses were calculated in MATLAB 8.0 (MathWorks, Natick, MA)
using the magnitude-least-squares approach of [15]. Common Hamming-filtered RF sinc
pulses were used as static slice-selective RF waveforms p discretized with Np = 200 samples.
Slice- and TX coil specific RF pulses were optimized using the presented two-step approach.
First, optimized time-delays were determined matching the coil-specific impact regions to
the spatial distribution of the through-plane main field gradients estimated from the B0
map. Then, the set of time-delays was considered during the B1 optimization of the TX
coil specific RF waveform weights. To control the degradation of the slice profile [8], high
time-bandwidth products were used and the maximum time delay was limited to 50% of the
main sinc lobe duration. Time-delays below 10µs were discarded due to their low impact.
The slice-selection gradient amplitude Gz was set to 19 mT/m. All pulses were regularized to
stay within the given RF hardware and SAR limits. No special SAR handling was used in
this study beyond the commercially implemented SAR supervision features on the scanner
system.

Experiments

All experiments were performed on a 3 T MAGNETOM Prisma system equipped with two
independent and fully integrated whole-body transmit channels (Siemens AG, Healthcare
Sector, Erlangen, Germany). The complex RF coil sensitivity profiles were measured using a
pre-saturation TurboFLASH sequence [99]. A fat-water in-phase B0 map was calculated on
the basis of the multi-echo approach similar to [106]. A regularized spatial filter was applied
to avoid the presence of noisy extreme values [102]. The obtained B0 map was incorporated
into both the RF pulse calculation (Equation 4.7) and the slice- and RF-coil-specific time-
delays (Equation 4.3). Proof-of-concept human in-vivo experiments were pursued for a clinical
multi-slice FLASH sequence and breath-hold BOLD functional MRI (fMRI) study for 3
healthy subjects. Breath-hold fMRI is known to create large BOLD contrast over the whole
brain and is therefore also available to evaluate the method.

FLASH images were acquired with FOV 240× 240 mm2, matrix 256× 256, slices 21, slice
thickness 5 mm, TE / TR 20 / 600 ms, GRAPPA acceleration factor 2 and 25 degrees flip
angle resulting in a total acquisition time of 1 : 26 min. Several scenarios were applied using
the standard RF excitation in circular polarized (CP) mode and the presented time-delayed
excitation. To highlight the differences to the approach by Deng et al. [8], different time-delay
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modes were explored: a) the default excitation with a manually optimized global static delay
of τ2 = −150µs in CP mode and no B1 inhomogeneity mitigation, b) with the same global
static delay including the proposed B1 correction and c) using both B1 optimization and
automatic time-delay determination. In a) and b) the global static delay was chosen for
the second RF coil providing generally the higher B1 sensitivity and was found to offer an
appropriate signal recovery across all slices.
Four metrics were calculated to quantify signal recovery and image quality. First, the level
of signal recovery was assessed similar to [156] by evaluating the percentage of voxels in
void regions of the standard RF sinc pulse images recovered by the pTx z-shim pulses. The
void regions were defined as areas that fall below 10 percent of the slice-specific intensity
maximum. Background noise was masked out by using the mask W gained from the B1
and B0 map adjustments. For the residual brain areas not suffering from signal loss, the
sum of squared differences (SSD), standard deviation (STD) of differences and mean image
intensity loss were calculated as a distance to the standard RF sinc acquisitions to quantify
the preservation of signal intensity and image quality. In particular, the SSD metric covers
the general loss in SNR and potentially new signal dropouts caused by the time-delayed
RF excitation. On the other hand, the STD metric assesses the degree of introduced image
inhomogeneity effects assuming that the RF sinc images provide proper image quality. The
mean image intensity loss is stated as a rough estimate for the loss of SNR relative to the
RF sinc images. Furthermore, two distinctive slices, i.e. with and without initially strong
signal dropouts, were chosen for a more thorough visual analysis. Both were compared in
dependence of different RF pulse optimization modes and α values. Difference images were
calculated relative to the standard RF excitation case with normalized image intensity.

fMRI breath-hold experiments were pursued consisting of alternating 19.2 s blocks of a
breathing / breath-holding paradigm with a total duration of 3 : 22 min. Sequence parameters
were similar as above but with matrix 96 × 96, TE / TR 30 / 3200 ms and 90 degrees
flip angle. Here, standard RF excitation was solely compared to the proposed automated
time-delayed excitation approach with α = −2µT/m/Hz. fMRI data were processed using
the commercially available software (’Inline BOLD’, ’Neuro3D’) available on the scanner. In
short, all image time series were motion corrected and realigned with the first time frame.
Regressors were modelled by the convolution of the block-designed breath-hold / normal-
breathing paradigm with the canonical hemodynamic response function (HRF). Statistics
across the 21 slices were calculated for all brain voxels using a general linear model approach
[158]. The resulting whole-brain t-maps were further evaluated analyzing activation coverage
in manually selected ROIs versus the other brain areas at threshold t > 2.5.

4.4 Results

Image Artifacts with Time-Delayed RF Excitation

To prove the necessity for individually tailored time-delays and subsequent B1 inhomogeneity
correction, the original method [8] with a static delay is systematically analyzed for two
distinct slices across two subjects (Figure 4.2). With increasing time-delays a perturbation
of the slice profile, i.e. a slight narrowing becomes observable. At the same moment, signal
can be visibly recovered at the prefrontal cortex, but at different optimal levels: In subject 1,
signal is progressively recovered up to the highest time-delay of −180µs. On the other hand,
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Fig. 4.2: Imaging artifacts associated with time-delayed RF excitation without B1 inho-
mogeneity correction. pTx z-shim RF pulses were applied without B1 optimization with
static time-delays across all slices. Time-delays were stepwise increased from 0 to −180µs
in 60µs steps (from left to right). a Corresponding slice-profiles measured in a phantom.
b FLASH images of two disctinct slices with and without initial susceptibility artefacts.
c similar slice positions as in b, but different subject. With increasing time-delay, more
prominent SNR penalties, B1 inhomogeneity and slice perturbations can be observed. The
optimal time-delay (indicated by the white circle in the upper left corner of the images)
providing the best compromise of signal recovery and artifact level varies from slice-to-slice
and subject-to-subject.
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signal is already sufficiently recovered with −60µs in subject 2 at a similar anatomic position.
A further increase of the time-delay does not provide any further boost in signal recovery,
but a deterioration of image quality in the other areas. Similarly, the overall SNR and
image homogeneity are generally impaired when applying time-delayed RF pulses to areas
without through-plane B0 variations as is the case in the slices presented in the lower rows of
Figure 4.2. Here, the z-shimming phase gradients lead to undesired signal loss. Consequently,
the optimal time-delays should be limited to a required minimum to preserve the slice-profile
and image quality.

Fig. 4.3: Multi-slice FLASH images acquired from one volunteer with flip angle = 25◦ and
different RF excitation modes. a Standard RF sinc excitation in CP mode. b The original
simultaneous z-shim approach without B1 optimization and a global static delay of −150µs.
c Same as b, but with B1 inhomogeneity mitigation. d The final proposed approach including
B1 inhomogeneity correction and a slice specific determination of the time delays. In b-c the
delay was applied solely to the second transmit channel with dominating transmit sensitivity.
In d the time-delay associated with first transmit channel having less B1 sensitivity was
practically always resulting to minor values close to 0µs (see Figure 4.4). Exemplary areas
initially suffering from through-plane field variation caused signal loss are marked with red
arrows. Green arrows indicate areas, which partially show increased B1 shading due to the
time-delayed excitation. The two red encircled slices were further analyzed in Figure 4.4 and
Figure 4.5.
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FLASH Experiments

A representative subset of FLASH images of volunteer 2 is shown in Figure 4.3 acquired with
different RF excitation modes. From the visual inspection of the data using the standard RF
sinc pulse, typical through-plane susceptibility-induced signal losses can be located in frontal
and lower temporal brain areas (Figure 4.3a). All experiments based on the simultaneous
pTx z-shim approach (Figure 4.3b-d) can partially recover the signal loss by the application
of a time-delayed excitation on two separate whole-body RF excitation coils. First, images
with the original pTx z-shim method (Figure 4.3b) were obtained by manually adjusting the
time-shift to provide the most adequate signal recovery level across all slices. For this purpose,
a static time delay of −150µs was found most suitable for all subjects and was applied to the
second RF transmit channel with higher spatial sensitivity. Again, the images indicate that
the signal recovery comes along with increased B1 shading effects and a globally reduced SNR.
Second, the same time-delay was used, but in combination with the proposed B1 optimization
approach (Figure 4.3c). Here, shading effects got visibly mitigated, but partially at cost of
a lower, spatially dependent signal recovery level (e.g. see lower left image of Figure 4.3).
Finally, the introduction of the automatic time-delay determination offers a slice-dependent
time-shift (Figure 4.3d). For all subjects, the time-delays varied from −40µs to −250µs with
α = −2µT/m/Hz and correlate well with the prevailing initial through-plane susceptibility
artifact level. The presented algorithm to determine the coil specific time-delays always
yielded a single delay associated with the second coil with dominating spatial sensitivity
(Figure 4.4). In matters of the corresponding spatial profile the second channel already covers
sufficiently the whole FOV. Consequently, the first coil with lower B1 sensitivity showed only
minor remaining coil-specific ROIs resulting in negligible time-delays. When comparing the
proposed method to the B1 shimmed static delay results, no noticeable differences in image
quality can be observed at first glance.

However, differences in the signal recovery and image preservation performance become
more apparent by studying the proposed quality metrics (Table 4.1) and difference images
(Figure 4.5). For the latter, slice 11 (affected by signal loss) and slice 16 (not affected) of
Figure 4.3 were picked for the detailed visual analysis and highlight the shortcomings of the
different approaches. Regarding the experiments with a global time-delay (Figure 4.5a,b),
the B1 optimization helps to balance the overall signal intensity level of both the recovered
and non-affected areas. This results in an apparent reduction of the signal recovery intensity,
but also in less degradation of the average intensity level and image quality (from −55% to
−35%, SSD (STD) reduced from 1.00 (1.00) to 0.31 (0.68)). Still, slice 16 is unnecessarily
compromised despite of the absence initial susceptibility artifacts. The automated time-delay
determination tries to overcome this issue by offering a suitable time-delay by considering
the B0 maps for a through-plane field gradient estimate. The appropriate choice of the α
value is important to describe this functional relationship. Figure 4.5c-e show the results with
stepwise decreased α values from −1 to −3µT/m/Hz. Here, the image quality of slice 16 can
be maintained independent from the chosen value. On the other hand, a trade-off between
signal recovery level and SNR loss can be observed for slice 11 and in all quality metrics.
With higher absolute alpha values more signal is likely to recover, but involves worse B1
shimming quality and SNR level. Across all experiments, α = −2µT/m/Hz was observed as
the best compromise between those factors.
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Fig. 4.4: Detailed illustration of the proposed time-delay determination of two FLASH
images with and without initial through-plane susceptibility artifacts. The signal dropout
in slice 11 can be well associated with the corresponding through-plane field gradient maps.
The B1 maps reveal that the second RF channel always provides the superior B1 sensitivity
covering quite the whole FOV. After determining the coil specific ROIs, the remaining mask
of the first transmit channel shows only a minor spatial impact. The correlation of the coil
specific ROIs with the estimated through-plane main field gradient results always in a distinct
delay for the second and a negligible delay for the first RF transmit channel.

fMRI Experiments

In Figure 4.6 selected slices of the processed breath-hold fMRI experiment are exemplary
shown for two volunteers. Particularly, EPI images of the first time frame are overlaid
with the thresholded BOLD fMRI activation maps for 2.5 < t < 15 using the standard
RF sinc (Figure 4.6a,d) and proposed time-shifted spokes excitation (Figure 4.6b,d) with
90◦ flip angle. Differences in the spatial activation are further highlighted in Figure 4.6c,f
where the discrepancy in coverage is encoded in red (pTx z-shim) and blue (RF sinc) color,
respectively. Similar to the FLASH experiments prominent signal dropouts in the frontal
orbital and temporal cortex can be observed in the acquired unprocessed EPI data using
the standard RF pulse. Clearly, this results also in a noticeable loss in the corresponding
areas of the BOLD activation maps. This through-plane susceptibility induced signal loss got
visibly recovered with the application of the slice-specific time-delayed excitation, but can be
partially accompanied with BOLD activation loss in other brain areas. This trade-off can
be noticeably recognized in slices of subject 1 suffering from strong susceptibility, e.g. see
4th slice in 1st row in Figure 4.6a,b. The average change of the BOLD activation coverage
regarding the different RF excitation is further summarized in Table 4.2 for all subjects. The
fMRI sensitivity was compared in manually selected ROIs (green contour lines in Figure 4.6)
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Fig. 4.5: Detailed analysis of two FLASH images with and without initial through-plane
susceptibility artifacts. Difference images were calculated relative to the acquisitions using
the standard RF sinc pulse and are normalized to the mean image intensity, respectively.
The SNR loss coming along with the time-delayed excitation is quantitatively captured
by the mean intensity loss. Similar to Figure 4.3 the simultaneous pTX z-shim includes
the following modes: a The original approach without B1 optimization and a global static
delay of −150µs (mean intensity loss for slice 11/slice 16: −40.0 %/ − 39.0 %). b with B1
inhomogeneity mitigation (−21.5 %/−18.7 %). c-e Including B1 inhomogeneity correction and
slice specific determination of the time delays with varying α values (α = 1 : −9.9 %/+ 8.0 %;
α = 2 : −33.9 %/+ 5.4 %; α = 3 : −43.3 %/+ 1.8 %).
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Table 4.1: Performance analysis of multi-slice FLASH images acquired with pTx z-shim
approach. Signal recovery performance is measured in percent of recovered voxels < 10%
of the normalized maximum intensity in standard RF sinc images. The image quality loss
relative to the standard RF excitation in the remaining brain areas is further estimated
by the SSD, STD of differences and mean image intensity loss. The SSD and STD values
were normalized to the highest value per subject, respectively. The mean intensity loss was
calculated outside the recovery regions with respect to the RF sinc images.

pTx z-shim approach Subject Average

1 2 3

R
ec
ov
er
ed

si
gn

al
in

[%
] No B1 opt, τ = −150µs 45.8 43.5 43.9 44.4

B1 opt, τ = −150µs 36.5 42.4 43.1 40.7
B1 opt, τ = auto, α = −1µT/m/Hz 41.7 45.8 41.2 42.9
B1 opt, τ = auto, α = −2µT/m/Hz 44.7 48.0 47.4 46.7
B1 opt, τ = auto, α = −3µT/m/Hz 47.9 50.5 48.9 49.1

SS
D

No B1 opt, τ = −150µs 1.00 1.00 1.00 1.00
B1 opt, τ = −150µs 0.40 0.31 0.49 0.4
B1 opt, τ = auto, α = −1µT/m/Hz 0.24 0.07 0.20 0.17
B1 opt, τ = auto, α = −2µT/m/Hz 0.67 0.33 0.69 0.56
B1 opt, τ = auto, α = −3µT/m/Hz 0.89 0.59 0.99 0.82

ST
D

of
di
ffe

re
nc
es No B1 opt, τ = −150µs 1.00 1.00 0.98 0.99

B1 opt, τ = −150µs 0.66 0.68 0.79 0.71
B1 opt, τ = auto, α = −1µT/m/Hz 0.64 0.55 0.65 0.61
B1 opt, τ = auto, α = −2µT/m/Hz 0.78 0.73 0.88 0.80
B1 opt, τ = auto, α = −3µT/m/Hz 0.86 0.82 1.00 0.89

M
ea
n
in
te
ns
ity

lo
ss

in
[%

] No B1 opt, τ = −150µs -31.5 -40.7 -32.8 -35.0
B1 opt, τ = −150µs -20.4 -22.9 -20.1 -21.1
B1 opt, τ = auto, α = −1µT/m/Hz -13.2 -15.3 -5.6 -11.4
B1 opt, τ = auto, α = −2µT/m/Hz -28.6 -25.8 -19.0 -24.5
B1 opt, τ = auto, α = −3µT/m/Hz -33.3 -38.5 -27.6 -33.1

against the other brain areas. Here, the fMRI coverage in through-plane susceptibility-affected
areas could be significantly increased by the usage of the simultaneous z-shim approach
(up to 70%). At the same time the BOLD coverage in the remaining brain areas got either
slightly reduced or enlarged.

4.5 Discussion

In this study a new method is proposed which reduces through-plane susceptibility-induced
signal loss in gradient-echo-based sequences. The method extends the previous work of
Deng et al. [8] and is demonstrated to recover more signal while the image quality is less
compromised at the same time. The final method can be used in a fully automated way and
is integrated into a pulse sequence on a clinical pTx scanner.
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Fig. 4.6: Breath-hold BOLD fMRI results of subject 1 (top) and subject 2 (bottom) for
t-values > 2.5. Results were obtained by using the standard RF sinc (a,d) and the proposed
pTx z-shim approach with B1 mitigation and automatic time-delay determination (b,e).
The green overlaid contour lines show the manually selected ROIs, where most of through-
plane susceptibility artifacts occur. Differences in the spatial BOLD activations are further
highlighted in c,f : Red colored areas indicate BOLD activation solely achieved with pTx
z-shim and blue areas with RF sinc excitation, respectively. Grey color encodes areas of
common activation.
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Table 4.2: Average change in the spatial fMRI BOLD activation coverage for t > 2.5 with
the proposed simultaneous pTx z-shim approach. Values are stated in percent relative to the
results of the standard RF sinc excitation pulse for the manually selected ROI and the other
remaining brain areas (ROI), respectively.

Subject Average

1 2 3
Recovery region (ROI) +72.5% +42.3% +58.2% +57.6%
Outside recovery region (ROI) -5.9% +9.6% +8.8% +4.2%

An RF pulse optimization approach was introduced towards mitigating B1 inhomogeneities
in the time-delayed RF excitation. For this purpose, the default RF shimming approach was
extended to support RF-transmit-channel-specific time-delayed waveforms on the basis of
the well-known spatial domain design approach. The FLASH experiments revealed that B1
shading effects could be visibly reduced compared to the original approach, but can also
partially reduce the signal recovery level (Figure 4.5a vs. Figure 4.5b). This is probably due
to the adaptation of the magnitude levels of the arbitrary time-delayed RF sinc waveforms to
improve the overall B1 homogeneity. Thus, the impact of those RF coils being responsible for
the local signal recovery can be decreased. Furthermore, it was observed that the B1 mitiga-
tion performance gets generally worse with increasing time-delays, see Figure 4.2 and slice 11
in Figure c-e. The more the RF excitation is delayed, the farther is its distance relative to
excitation k-space center. Hence, the possibility to adjust the weight of the respective RF coil
sensitivity profile is limited to higher spatial frequencies and cannot longer compensate low
frequency B1 shading, which is indicated by the fall-off of the second transmitter sensitivity
profile (Figure 4.4 vs. Figure 4.5c-e).
The simultaneous z-shim approach was extended by an automated time-delay determina-
tion method and aims to adapt the individually required pre-compensation phase to the
susceptibility-provoked signal dephasing. Similar to [81, 157] the prevailing B0 maps were
used as a rough linear predictor for estimating the through-plane field gradient Gs(x, y; zn)
for each slice. The coil-specific time-delay was then determined on the basis of the maximum
dephasing gradient value within the corresponding region of interest WSc . Here, the proposed
delay-determination is practically limited to a single delay per slice due to the global spatial
coverage of the coil sensitivity profiles (Figure 4.4). This is certainly restraining the intra-slice
performance because of the missing adaption to different local through-plane main field
variations. The signal-recovery performance is likely to improve with local transmit coil arrays
with more distinct sensitivity profiles. However, at this time-point there is no commercially
available MR scanner system with multiple local transmit channels for clinical use available,
yet. To improve the robustness of the method, the histogram of the gradient values in WSc

can be analyzed to estimate the major dephasing component being less sensitive to outliers.
The tailoring of RF pulse delays to the maximum field gradient alone is critical and relies on
sufficient spatial filtering of the B0 map. Still, areas without through-plane B0 inhomogeneity
can be affected by the application of phase gradients. Strategies to determine the need for
z-shimming can help to enhance the adjustment of the time-delays. The introduction of a B0
map threshold can be exemplary used to indicate whether an effective z-shimming is required
for an imaging slice. Especially in dorsal slices with negligible B0 artifacts, this strategy
can help to avoid potential degradation of the image quality. Further, k-means clustering or
advanced thresholding algorithms can be used to improve the definitions of WSc

, which is
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important for matching the most suited transmit coil with the critical through-plane main
field gradients.

One general drawback of the simultaneous z-shim method remains in the loss of image
signal intensity with increasing time-delays. This effect was already reported in [8] and is
mainly due to the degradation of the slice profile resulting from the superposition of shifted
and un-shifted RF pulses (Figure 4.2a). The slice profile perturbation becomes worse with
higher time-delays and thus the SNR loss correlates linearly with the parameter value α
(Figure c-e). In contrast to the work by Deng et al., a global loss in SNR was observed since
two whole-body RF transmit channels with rather global sensitivity profiles in the brain
were used. On the other hand, our approach limits this effect to the required minimum by
the adequate choice of slice-individual delays. Further, it offers an efficient signal recovery,
short RF pulse durations and a simple and fast implementation, which is also important for
clinical applicability. Based on both clinical multi-slice FLASH and breath-hold BOLD fMRI
experiments the beneficial effects of the proposed methods were demonstrated.
Within the FLASH study, the linear estimate of Gs(x, y; zn) with a slope of α = −2µT/m/Hz
was found to provide the best compromise between image quality preservation and local signal
recovery level (Table 4.2, Figure 4.3 and Figure 4.5). Across all subjects, 47% of the signal
could be recovered while limiting the signal intensity loss and inhomogeneity to an adequate
level. Compared to the original approach with manual optimization of the time-delays, the
automated time-delay determination provides approximately the same recovery level, but in
combination with the B1 inhomogeneity mitigation significantly better overall image quality.
The proposed simultaneous pTx z-shim approach was applied in a breath-hold BOLD
fMRI study with 90-degree RF excitation flip angle level. Generally, a good performance
of the small-tip-angle approximation used in the RF pulse optimization was observed for
designing the large-tip-angle excitation pulses, which is in line with the early observations of
[42]. For all subjects, the pTx z-shim approach helped to significantly increase the spatial
coverage of BOLD activation maps up to 72% within the through-plane susceptibility affected
brain regions compared to the default RF sinc excitation. However, the increased BOLD
coverage in signal void areas came along with partial activation loss in the surrounding areas.
Particularly, a strong weighting towards signal recovery was recognized by visual inspection
in relevant slices of subject 1 (Figure 4.6b, lower left slice). Here, the chosen parameter value
of α = −2µT/m/Hz is likely to overestimate the through-plane magnetic field variations. In
fact, the study in [157] found α = −1µT/m/Hz to offer the best functional relationship and
results in combination with spectral-spatial RF pulses. However, insufficient signal recovery
was found, when combining this value with the proposed approach (Table 4.1). As indicated
in [14], the used assumption of [81] may generally not be valid to predict accurately the
through-plane dephasing for all slices. The relationship was shown to exist for regions above
air space, but not necessarily for regions in the same z-plane as air space. Regarding the
residual brain areas, the activation coverage could be maintained or even slightly increased
(see Table 4.2). The loss in global SNR as observed in the FLASH experiments was not found
to noticeably impair the final BOLD contrast. This is in line with previous studies analyzing
the fMRI performance with respect to parallel imaging techniques [159, 160]. It was shown
that the BOLD is not necessarily reduced by the loss of image SNR, but is mainly limited by
the temporal SNR and physiological noise. However, a more thoroughly study is required to
confirm these observations for the pTx z-shim approach.

In conclusion, a fully automated simultaneous z-shim approach was presented to recover
local signal in gradient-echo-based sequences being impaired by through-plane susceptibility
artifacts. The approach includes short RF pulse durations, a robust design for arbitrary
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flip angle levels and is based on a time-delayed RF excitation on separate RF excitation
coils. Thus, a pre-compensating phase along the slice-profile can be imposed to cancel out
signal-dephasing. This approach was extended to improve both the signal-recovery and
image quality preservation. The proposed methods take advantage from the prevailing B1
and B0 maps information to optimize the time-delayed RF excitation pulse towards B1
inhomogeneity mitigation and an appropriate slice-individual pre-compensation phase. Based
on these optimized time-delayed RF pulses, clinical multi-slice FLASH and breath-hold
BOLD fMRI experiments were pursued on a commercially available clinical pTx scanner
system to evaluate their performance. Although, the method is generally accompanied with
SNR penalties, it was shown to recover 47% of the signal and to improve 57% of the BOLD
activation coverage within areas of initially noticeable signal dropouts. Furthermore, the
straight-forward and fast implementation enables practicability for clinical routine. An
application to systems with more TX channels with more focused RF coil sensitivities is of
high interest.
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Shaped Saturation with pTx

5.1 Shaped Saturation with Inherent RF-Power-Efficient
Trajectory Design

This section contains methods & principles that were accepted for publication in:

R. Schneider, M. Gebhardt, J. Haueisen, and J. Pfeuffer. Target-pattern-informed variable-
density trajectory design for low-sar pulse design in parallel transmission. In Proceedings of
the 21st Annual Meeting of the ISMRM, Salt Lake City, USA, page 4261, 2013.

R. Schneider, J. Haueisen, and J. Pfeuffer. Shaped saturation with inherent radiofrequency-
power-efficient trajectory design in parallel transmission. Magn Reson Med, 72:1015–1027,
2014. ISSN 1522-2594. doi: 10.1002/mrm.25016. URL http://dx.doi.org/10.1002/mrm.
25016.

R. Schneider, J. Haueisen, and J. Pfeuffer. Shaped saturation with rf power efficient 2d
spatially selective spiral design in parallel transmission. In Proceedings of the 22nd Annual
Meeting of the ISMRM, Milan, Italy, page 1463, 2014.

5.1.1 Introduction

In clinical MR imaging the localized suppression of unwanted signals is often necessary to
avoid their interference with the ROI. Typical applications in spectroscopy are the fat signal
suppression in the vicinity of the prostate [161] or the suppression of the scalp cap [162]. In
sagittal spine imaging the signal of the moving inner organs is often suppressed to reduce
motion and aliasing artifacts along the phase-encoding direction. To date the localized signal
suppression is commonly realized by the application of multiple saturation slabs. These are
most often manually arranged to fit roughly the desired anatomy. However, this approach
has several disadvantages in its clinical practicality: The manual arrangement of the slabs
can be very time consuming and still lacks anatomical accuracy. Moreover, the usage of many
saturation RF pulses can also significantly increase the SAR and TR, which further limits
the imaging performance.

A suitable approach for anatomically shaped signal suppression would be the application
of multidimensional spatially selective RF pulses [42]. This class of pulses can excite and
saturate arbitrarily shaped patterns, but typically requires long RF pulse durations and is
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very sensitive to off-resonance effects. The use of parallel transmit technology has proven
very beneficial in overcoming these drawbacks [2, 15]. The incorporation of the different RF
coil sensitivities and prevailing off-resonance information into the RF pulse design process
allows not only the compensation of B1 and B0 inhomogeneities, but also the shortening
of multidimensional RF pulses. Yet, the design of multi-dimensional spatially selective
saturation RF pulses remains challenging as the required high FA level of ≥ 90◦ is difficult
to achieve within the given RF hardware and SAR limits. Basically three groups of methods
have been established to help to stay within these limits: Firstly, different variable-rate
selective excitation (VERSE) based methods [85, 163] were introduced, which in general
‘time-dilate’ the local RF pulse and gradient shape where high B1 amplitudes occur. Some
studies [54, 163] also redesign the RF pulse based on the elongated gradient waveforms.
Secondly, regularized [4, 15] or constrained [53, 128] optimization strategies were proposed
to limit the RF peak voltage and average power and/or the global and local SAR during the
RF pulse optimization. Clearly, a combination of approaches from both groups is possible.
However, both groups encounter the high RF hardware demands more or less a-posteriori,
i.e. during the optimization or at the very end of the of RF pulse design. More favorable
would be an approach which requires a-priori less RF hardware demands and SAR.
The third group considers the type and design of the underlying TX k-space trajectory, which
have been shown to have a great inherent influence on the resulting RF hardware and SAR
efficiency [62, 71]. Several publications [62, 63] use highly iterative methods to determine
the optimal TX k-space locations, which can be computationally intensive and inefficient for
clinical practice. Others provide default higher sampling density [71] or a slower sampling rate
[70] near k-space center, which can already significantly improve performance. The a-priori
knowledge of the k-space representation of the desired magnetization pattern offers further
valuable information about the required RF energy deposition. The incorporation of this
information into custom k-space trajectory design was reported advantageous in numerous
publications [12, 16, 60, 63, 69, 124], but a detailed algorithm was not [12, 16, 63] or only
partially [69] stated or was solely used in combination with iterative approaches [60, 63, 124].

A novel variable density k-space trajectory design is proposed, which combines the Fourier
transform (FT) of the desired target magnetization pattern with a spatial spectral window
function. The resulting TX k-space sampling distribution metric provides the basis for the
geometric sampling density of the k-space trajectory, but also determines the sampling
velocity. The new design is shown to be inherently RF hardware efficient, which can be
beneficial regarding global and local SAR considerations. Thus, RF pulse optimization can
be used more efficiently, e.g. for higher RF pulse acceleration. Moreover, additional RF pulse
post-processing or design iterations can be omitted. The method is implemented and evaluated
for different applications with an anatomically shaped saturation using a two-dimensional
selective spiral RF pulse. First, within a simulation study the method’s RF hardware efficiency
and global and local SAR performance are analyzed as a function of different TX accelerations
factors and different spatial fidelities. Second, human in-vivo experiments were performed
to further validate the proposed trajectory design. In all simulations and experiments the
performance is also compared to two state-of-the-art TX trajectory designs, i.e. using an
equidistant k-space sampling density with reduced sampling velocity near k-space center [70]
and using a variable density k-space sampling density [71]. For the first time human in-vivo
shaped saturation experiments in the brain and body on the basis of spatially selective pulses
were achieved. Preliminary work has been presented in [30].
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5.1.2 Theory

Target Pattern Driven Variable Density Trajectory Design

The target pattern driven (TD) k-space trajectory design proposed in the following, aims at
providing an inherent RF hardware efficient RF pulse design. The design takes advantage
from the a-priori knowledge of the pre-defined target magnetization pattern mW in the
region of interest W with desired excitation resolution mres. The k-space representation
of mW can be obtained via the FT. Moreover, the required energy distribution in k-space
is indicated by the squared magnitude of the FT of mW within excitation k-space limits
±kmax/2 = ±1/(2mres):

E(k) =
∣∣∣∣∫ +∞

−∞
mWe−ikrdr

∣∣∣∣2 with |k| ≤ kmax/2 , (5.1)

where r and k are the spatial and k-space coordinates and E(k) the target pattern’s energy
at k, respectively. This equation may be discretized in k, forming a matrix E describing
the energy distribution in k-space. Thus, by putting more k-space trajectory samples in
k-space locations of higher energy and fewer samples in k-space areas with negligible energy,
the potential RF power expense should decrease. However, only subtle improvements or
even higher RF power deposition was observed, if the k-space trajectory sampling density
is adapted to the pure normalized density of Equation 5.1: E is typically dominated by the
prominent peak at the k-space center, which corresponds to the mean spatial magnetization
of the target pattern. Then E declines rapidly to the outer k-space regions, where all spatial
details are encoded. The magnitude of the center peak compared to the outer k-space
values can be 10 to 1000 times higher. Thus, an arbitrary k-space trajectory would strongly
concentrate at lower k-space frequencies, when its’ relative sampling density is matched to
E. Higher spatial frequency components are only sparsely covered by few samples. Based on
these few samples in outer k-space, the subsequent RF pulse optimization process makes
efforts to realize all the spatial details to be encoded. This effect is likely to counteract
the hypothetical RF power savings near the k-space center. Similar observations about the
suboptimal positioning of k-space samples based on E alone has been already reported in
[60, 124], which use a k-space thresholding strategy to determine potential k-space positions.
To overcome this issue, a local weighting method is introduced, which weights E according
to the excited area/volume, but also to the available B1 sensitivity. In image acquisition,
density weighted imaging techniques have been established to offer an optimized signal to
noise ratio and spatial fidelity [127]. This approach was transfered to the TX case and specify
the density weighting only to the relevant k-space regions. For this purpose, the energy
distribution is firstly divided into Nseg disjunct k-space energy segments, where each segment
Eseg n contains one so called ‘energy hotspot’, i.e. a local energy elevation in TX k-space:

E =
Nseg⋃
n=1

Eseg n with

Eseg n ∩Esegm = ∅ for n 6= m and n,m ∈ Nseg .

(5.2)

The segmentation of E can be obtained by e.g. using a maximum/minimum detection
algorithm. To increase the sensitivity of the detection process for the outer k-space regions,



70 5 Shaped Saturation with pTx

the peak at the k-space center can be masked out by analyzing the zero-mean normalized
target pattern. Consequently, a k-space segment would contain one local energy maximum. Its
borders can be defined by the common local minima to the adjacent segments, respectively.
Secondly, the weight of each k-space energy segments is adopted to a spatial spectral window
function H(k). Precisely, the basic envelope of the normalized energy segments is fitted to
the shape of H(k). The properties of H(k) are chosen to offer an adequate compromise
between the resulting RF power efficiency and spatial fidelity. A Hanning window was found
to be a good choice for handling this tradeoff [127, 164].

E′ =
Nseg⋃
n=1

E′seg n =
Nseg⋃
n=1

Eseg n

max(Eseg n)H(klocalmaxn) with

H(k) =
D=3∏
d=1

1
2(1.2 + cos(π

α

k(d)
kmax(d)/2)) and α > 0 ,

(5.3)

where E′ and E′seg n are the weighted k-space energy distribution and nth segment, respec-
tively, klocalmaxn the k-space coordinates of the local energy hotspot of the nth k-space
energy segment with spatial dimension D and α the width of the Hanning window function.
Note that the parameterization for H(k) was chosen to provide a minimal weighting of 0.1.
For α < 1 the spatial spectral window function was further limited to the main lobe. As an
alternative approach a piecewise defined filter function can be determined on the basis of
H(k) and the borders of Eseg n and is applied once to the whole TX k-space.
Based on this modified k-space energy distribution E′ the geometry of the TX k-space
trajectory and also its sampling density were then determined with the algorithm described
in [127]. It ensures that denser sampling and increased coverage of the TX k-space trajectory
is considered where higher energy density values occur.

Clearly, the tradeoff between the spatial response function and the expected RF power
deposition based on the TX k-space trajectory is mainly determined by α: The focus of
the trajectory design on the central k-space peak of mW is the stronger the smaller the
α value is set. The optimal weighting may depend on the prevailing B1 sensitivities, the
MR scanner system and its hardware specifications, the size, orientation and position of the
desired magnetization pattern and the k-space trajectory type [67, 68]. A linear function to
define a proper window width considering the interaction of the average B1 magnitude and
pattern size was found empirically in a first approximation:

α =
C∑
c=1

∣∣S̃c∣∣mW>0 ·
(

β

A(mW > 0) + γ

)
, (5.4)

with S̃c being the cth RF coil sensitivity profile of C RF transmit channels,
∑C
c=1

∣∣S̃c∣∣mW>0
the overall mean B1 magnitude within the inner-volume (parts of mW that shall be excited),
A(mW > 0) the size of the inner-volume part of mW in square / cubic meters and β, γ the
functional parameters to be empirically determined. This function may capture fluctuations
of the pattern size and varying average B1 magnitude due to the changed position and
orientation of the target pattern and different subjects. This relation is independent from
the chosen TX acceleration factor or field of excitation. To find a proper parameterization
of Equation 5.4 the following procedure is proposed and can be automatically calibrated for
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a trajectory type on a scanner system: Based on B1 and B0 maps of different anatomical
locations and subjects, multiple RF pulses are designed with varying α values for target
patterns of different size and shape. For each case an optimal α value is chosen to provide a
sufficient ratio between spatial accuracy and RF power expense. Finally, the parameters β
and γ are fitted via linear regression to the optimally determined α values. This procedure
can be easily automatized to require solely a few B1 and B0 maps datasets of different
anatomical locations of a group of subjects per MR scanner system.

TD Design for a 2-D Spiral Trajectory

The TD k-space trajectory design approach described above was now further refined for 2-D
spiral trajectories. A general description of a variable density spiral k(t) is [130]:

k(t) = τ(t)eiφ(t) with t ∈ [0, Tpulse] kmax ≥ τ(t) ≥ 0 and
[kx(t) ky(t)] = [real(k(t)) imag(k(t))] ,

(5.5)

where τ(t) and φ(t) are the temporal evolution of the spiral radius and phase, respectively,
and Tpulse the total RF pulse / gradient waveform duration. In the TX case τ(t) and φ(t) are
monotonically decreasing functions. The corresponding gradient waveforms within hardware
limits were obtained via the time-optimal design algorithm of [91].
Here the application of the TD method can be simplified since the spiral design depends only
on one dimensional quantities. Thus, the 2-D k-space was reduced in a rotationally invariant
manner prior to the energy density metric E′ computation, i.e. taking the mean magnitude
along the angular coordinate direction after a polar coordinate transform. The resulting
energy density is a vector describing the energy distribution from k-space center to kmax
and is further denoted as E′spiral. Note that in this case the vectors mres and consequently
mmax are also one dimensional quantities and D = 1 in Equation 5.3.

Based onE′spiral one can think of three different TD designs: First, the distribution of the
spiral turns can be arranged according to E′spiral. This approach (TDtraj) basically satisfies
the spatial response function of H(k). For that purpose solely, the temporal trend of τ(t) has
to be adjusted to the density metric E′spiral [127], whereas φ(t) is linearly decreasing. The
second design (TDsamp) pursues the effective distribution of sampling points in k-space based
on E′spiral and fulfills the RF power related issues of the design. The computation of the
spiral trajectory is similar to the TDtraj case, but E′spiral has to be re-weighted prior to the
determination of τ(t). More precisely, the varying velocity of τ(t) sampling through k-space
has to be pre-compensated when designing gradient waveforms with maximum slew-rate.
Based on [87] the relative and steady traversing speed τ ′(t) from outer k-space to k-space
center can be approximated via

τ ′(t) = ∂τ(t)
∂t

=


(√

3smγ
kmax(2πNturns)2

) 2
3
· t− 1

3 ∝ t− 1
3 (slew-rate limited case)

√
4gmγ

kmax(2πNturns) · t
− 1

2 ∝ t− 1
2 (amplitude limited case)

with t = [Tpulse, 0] ,

(5.6)
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with sm being the maximum slew-rate, gm the maximum gradient amplitude, γ the gyromag-
netic ratio and Nturns the number of spiral turns. Finally, the re-weighted energy density
E′′spiral is obtained by

E′′spiral = E′spiralτ ′ . (5.7)

The third TD design (TDtraj+samp) combines the properties of TDtraj and TDsamp, i.e. both
the distribution of the spiral turns and the sampling points in k-space are arranged relative
to E′spiral. This can be achieved by designing the gradient waveforms based on TDtraj, but
simultaneously modulating the slew-rate s(t) in accordance with τ(t).

In the following, the basic algorithm is demonstrated for an elliptically shaped target pattern.
Figure 5.1 illustrates the basic procedure for determining the weighted k-space energy metric
E′spiral, which is subsequently used to determine the final distribution of the 2-D spiral
turns and/or sampling points. First, the fundamental energy distribution E is calculated
by transforming the spatial target pattern into k-space (Equation 5.1) and reducing its
dimensionality in a rotational invariant manner. After that, E is subdivided into six segments
Eseg n, which basically contain one local energy elevation, respectively (Figure 5.1a). Finally,
E′spiral is obtained by scaling each of the single segments to the spectral spatial window H(k)
(Figure 5.1b).

5.1.3 Methods

RF Pulse Design

Two dimensional spatially selective spiral RF pulses were calculated in MATLAB 8.0 (Math-
Works, Natick, MA) following the magnitude-least-squares approach of [15]. Concerning the
shaped saturation RF pulses, this approach basically scales the RF pulses to the required
high flip angle level based on a small tip angle design. Spiral RF pulse optimizations were
pursued on the basis of five different k-space trajectory designs: First, using a variable-slew-
rate spiral trajectory [70] with equi-distant sampling (ED). The slew rate was dynamically
decreased going from the k-space maximum to the k-space center. Second, variable-density
(VD) spirals were designed according to [71, 87, 165] using a constant slew rate with a density
oversampling factor = 2. The third to fifth spiral trajectory designs consist of the three
proposed TD trajectory designs making use of the respective target pattern information, i.e.
TDtraj, TDsamp and TDtraj+samp. The functional parameters β, γ to determine the width of
the Hanning weighting window (Equation 5.4) were calibrated by analyzing the RF pulse
performance for exciting three target magnetization patterns of different spatial size at two
different spatial orientations with varying B1 magnitude and FOV. For both simulations
and experiments the same values were used, i.e. β = 26.5 V/(Gm2) and γ = 1.6e3 V/G. The
field of excitation of all trajectory designs was matched to the current FOV with a spatial
excitation resolution of mres = 7 mm. Corresponding gradient waveforms were determined via
the time-optimal design algorithm [91] within gradient hardware limits. RF pulse acceleration
was done by stepwise reducing the number of spiral turns. To analyze the most suitable
sampling strategy and to provide a reasonable comparison, all basic spiral trajectory and
RF pulse specifications (i.e. kmax, total RF pulse duration and number of spiral turns) were
kept constant for all trajectory designs.
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Fig. 5.1: Basic TD approach for 2-D spiral trajectory design of an elliptically shaped target
pattern. a Illustration of initial k-space energy density E(k) from mW (upper right corner
colored in red), the calculated Hanning weighting window H(k) with α = 0.5 and the six
detected energy segments Eseg n(k) and their borders (dotted lines). b Plot showing the
weighted energy distribution E′spiral(k), where the energy segments were scaled according to
H(k).

Simulations

The potential benefits of TD spiral trajectory designs have been evaluated in a simulation study
for an eight channel 3 T whole body TX array (ω0 = 128 MHz). The underlying electrodynamic
field data were simulated using the anatomy model HUGO (Medical VR Studio, Lörrach,
Germany) with 2 mm isotropic resolution and 32 unique tissue types as described in [72].
Shaped saturation spiral RF pulses were designed for three different anatomical locations and
different target magnetization patterns (Figure 5.2): A t-spine shaped pattern was saturated
in the central sagittal slice of the upper abdomen (FOV 390 × 340 mm2). A ring shaped
pattern was saturated in a transversal slice of the head (FOV 340× 300 mm2) masking the
scalp. Finally, the heart was overlaid with an elliptical magnetization pattern in a transversal
slice located in the upper abdomen (FOV 340× 590 mm2). Corresponding B1 maps, electric
and magnetic fields were calculated using CST Microwave Studio (CST AG, Darmstadt,
Germany).
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RF pulses were optimized [15] for all three target pattern scenarios on the basis of the
different spiral trajectory designs, i.e. ED, VD, TDtraj, TDsamp and TDtraj+samp (see above
for definition). Different metrics were assessed to compare the performance of the resulting
RF pulse waveforms: The spatial fidelity was estimated via the RMSE of the corresponding
complex valued numerical Bloch simulation mest to the real defined target magnetization
pattern mdes within the region of interest W:

RMSE =
√
‖|mest| −mdes‖2

W . (5.8)

The RF pulse efficiency regarding the RF hardware was considered via the overall maximum
voltage (Vpeak) and the average forward RF power over all RF channels (RFpower). The
RFpower was calculated via:

RFpower =

∥∥∥b̂full∥∥∥2

CNt · 50 Ω , (5.9)

where b̂full contains the RF waveforms and Nt is the number of time samples. The local
and global SAR were evaluated similar to [53]:

SARlocal = max
v∈Vall

{
Nt∑
1

b̂Tfull(t)
(

1
Nv

∑
v∈V10cc

σv∆t

2ρvTpulse
QT
v Qv

)
b̂full(t)

}
, (5.10)

SARglobal =
Nt∑
1

b̂Tfull(t)
(

1
Nall

∑
v∈Vall

σv∆t

2ρvTpulse
QT
v Qv

)
b̂full(t) , (5.11)

where v is the voxel position in the set of voxels of the model Vall containing Nall voxels, Nv
the number of voxels of the 10 cubic centimeter region V10cc, σv the electric conductivity at
voxel position v, ρv the mass density at voxel position v, Tpulse the total RF pulse duration
with sample period ∆t and Qv the electric field sensitivity matrix of all RF channels at voxel
position v. The RF pulse b̂full(t) is arranged as an C × 1 vector of Nt complex values.

The excitation performance was further analyzed as a function of different TX acceleration
factors up to R = 4 and different spatial fidelity levels. The latter was controlled by the
stepwise increase of the Tikhonov regularization parameter and thus global damping of the
RF energy [15]. In total 1500 different cases were simulated.

Experiments

The experimental verification of the beneficial effects of the method proposed was done
in human in-vivo experiments on a 3 T MAGNETOM Skyra system equipped with two
independent and integrated whole body transmit RF channels (Siemens AG, Healthcare
Sector, Erlangen, Germany). The two complex B1 maps of the respective RF coils were
estimated using a presaturation TurboFLASH sequence [99]. The prevailing off-resonance
information, i.e. B0 map, was acquired with a multi-echo approach similar to [106]. A fat-water
in-phase B0 map was calculated and incorporated into RF pulse calculation [15]. Imaging
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Fig. 5.2: Slices of the HUGO model with corresponding target patterns and their anatomical
positions (overlaid in red). a Spine-shaped target pattern to saturate moving inner organs. b
Scalp-shaped target pattern hypothetically saturating the fat ring of the scalp. c Elliptical
pattern to saturate the heart.

was done at three distinctive anatomical locations similar to the simulations: A checkerboard
pattern was saturated in a sagittal head slice (FOV 240 × 240 mm2). Further, the heart
signal was suppressed with an elliptical pattern in an axial slice (FOV 330 × 330 mm2).
Finally, a sagittal spine-shaped saturation was applied in the t-spine (FOV 300× 300 mm2).
Images were acquired using a gradient echo sequence with matrix 256× 256, TR 100 ms, TE
10 ms and GRAPPA acceleration factor 2. In the heart and thoracic-spine, fat saturation
was applied using a spectral-selective Gaussian FATSAT method. 2-D spiral RF shaped
saturation pulses were optimized on the basis of the ED, VD and TDtraj+samp trajectories
and for water-band only. The target flip angle was set to 90◦ and R = 1.4 resulting in RF
pulse durations from 7 to 10 ms (checkerboard: 7.5 ms, heart: 9.8 ms, spine: 9.7 ms). All RF
pulses were regularized to stay within RF hardware limits and with controlled SAR. No
special SAR handling was used in this study beyond the commercially implemented SAR
supervision features on the MAGNETOM Skyra pTx system. Global and local SAR values
were estimated using the virtual observer point (VOP) model described in Ref. [72], which
allows a real-time calculation and supervision of sequences with high RF-duty cycle due
to the high-level compression of underlying electric field models. Forward and reflected RF
signals were continuously monitored using directional couplers. The online supervision and
evaluation of SAR using the incoming digitized RF waveforms was done similar to Refs.
[166, 167] to keep local SAR independently controlled.
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5.1.4 Results

8-Channel TX Simulations

Different characteristics of all analyzed spiral trajectory designs are summarized for the
elliptical target pattern in Figure 5.3. The ED design has an equi-distant distribution of the
spiral turns with virtually increased sampling point density at the k-space center coming
along with a dynamic slew-rate reduction. However, in the sampling points histogram over the
k-space radius it can be observed that the sampling weight of the k-space center is relatively
low compared to the outer k-space regions. In contrast, the VD design concentrates its spiral
turns strongly into the k-space center and leaves only few turns for the outer k-space regions.
As a consequence, also the sampling points histogram tapers towards the spiral center. Both
the ED and VD design, neither adapt their spiral turn coverage nor the sampling point
density to the actual k-space representation of the target pattern. Any alignments with local
energy elevations are accidental. The TDtraj spiral correlates well with the target pattern and
shows a more balanced distribution of the spiral turns. Similar to the ED design the focus of
the sampling points is not at k-space center where most of the RF energy effort is expected.
The TDsamp design shows quite the opposite characteristics, i.e. a target-pattern-adapted
distribution of its sampling points, but similar to VD, only a few spiral turns at the outer
k-space. Finally, the TDtraj+samp trajectory combines the pattern-driven features of TDtraj
and TDsamp and distributes the spiral turns and sampling points optimally according to the
magnetization pattern.

Simulations were run for different target patterns, RMSE levels and TX acceleration factors
resulting in the well-known L-curves. Exemplary results of the simulations are shown in
Figure 5.4 and Figure 5.5. The quality metrics were stated relative to the overall maximal
(Vpeak, RFpower, SARglobal, SARlocal) or minimal (RMSE) value of all simulations per target
pattern. Generally, it can be observed that the basic trend of all metrics correlate quite well for
the different scenarios. With increasing TX acceleration factor, the RF power requirements
and effective SAR rise significantly and the differences between the different trajectory
designs become more prominent. When analyzing the performance of the three proposed TD
designs (Figure 5.4), the following observations can be made. The TDtraj design offers always
the best achievable RMSE level, but mostly in conjunction with the highest RF hardware
load and SAR values. In contrast, the TDsamp pulses have the opposite tendency. They
significantly require less RFpower and have lower SAR, but can lack in spatial accuracy. The
discrepancy between those two designs becomes larger with higher acceleration factors, but
also with the spatial size of the desired target pattern, i.e. from the scalp to the heart to the
spine-shaped pattern. The RF pulses being optimized on the TDtraj+samp trajectory again
combine the properties of the other two TD design modes. Thus, TDtraj+samp provides high
spatial accuracy with good RF and SAR efficiency (see e.g. heart shaped pattern, Figure 5.4).
Overall TDtraj+samp shows superior results, especially in the gap between the L-curves of
TDtraj and TDsamp (see e.g. scalp simulations of Figure 5.4 in the range of 200−300% relative
RMSE).

In Figure 5.5, the TDtraj+samp design is further compared with the two commonly used 2-D
spiral designs, ED and VD. Regarding the overall performance, the ED k-space trajectory
based RF pulses can involve considerably higher RF power, voltage and SAR metrics than
VD and TDtraj+samp. Its’ best achievable spatial accuracy decreases with the area of the
target magnetization. The VD RF pulses can offer quite RF hardware efficient results (spine
target, Figure 5.5). On the other hand the design has only moderate spatial accuracy for
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Fig. 5.3: Overview of different 2-D spiral trajectory designs for an elliptically shaped target
pattern with R = 3. The top row shows the target pattern representation in k-space E(k)
overlaid with the respective 2-D spiral spiral trajectory. Note that the contrast of E(k) was
scaled and windowed for better illustration. Further specifications of the trajectory designs
over TX k-space are shown in rows two to four, i.e. the spiral turn distribution, the sampling
distribution histogram and the slew-rate course. Clearly, the TDtraj and TDtraj+samp design
align well with the local energy elevations of E(k). The TDtraj+samp design also offers the
optimized sampling points distribution of TDsamp.

the medium (heart) and small (scalp) sized target pattern, which can be clearly noticed by
the right shift of the whole L-curve (scalp target, Figure 5.5) compared to the others. As
stated above the TDtraj+samp k-space trajectory shows in no case significant limitations in
the spatial fidelity, i.e. no noteworthy right shift of the L-curve. The TDtraj+samp design
outperforms the other trajectory designs in the resulting RF hardware efficiency, which is
most often accompanied with a lower global and local SAR. Only for the scalp target pattern,
higher global and local SAR values can be observed compared to the VD design despite the
lower RF power and voltage metrics. However, note that the achievable excitation accuracy
of the VD design lies far beyond that of the other two designs.

Exemplary Bloch simulation results of Figure 5.5 were selected in Figure 5.6 for a more
detailed analysis in image space. In each target pattern scenario the RF pulse designs
were matched to have an identical RMSE level at R = 3. Although the RMSE metrics are
numerically equal, noticeable differences in their spatial response can be observed: For both
ED- and VD-based RF pulses ‘bumpy’ aliasing artifacts occur in the outer volume of the scalp-
and heart-shaped pattern (Figure 5.6b). Moreover, stripe artifacts are visible for the spine
target pattern. In contrast, the TDtraj+samp RF pulses show a quite smooth and less noisy
magnetization profile. When analyzing the RMSE metrics for the inner- and outer-volume
separately, it can be generally observed that ED offers numerically the best outer-volume
suppression, but worst magnetization performance. The VD RF pulses typically show the
smallest error in the inner-volume, but at cost of increased signals in the outer-volume. The
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Fig. 5.4: Comparison of the proposed TD designs (cross, left-pointing triangle and square
symbol) at different spatial fidelities and TX acceleration factors (blue and red color). The
RF pulses were evaluated for different target patterns for spine, scalp and heart shown in
the different columns. All assessed performance metrics were normalized to the respective
highest (Vpeak, RFpower, SARglobal, SARlocal) or smallest value (RMSE) of all simulations
per target pattern. Note that the L-curve plots were limited to the ROI and have different
scaling.

proposed TDtraj+samp trajectory offers more-or-less a mid-way solution, but with an overall
balanced and smooth excitation response, while requiring significant less RF power and
lower peak voltages. As stated above, similar reductions can be observed regarding the SAR
performance, except for the scalp shaped pattern.

In Figure 5.7 the effect of a sub-optimal calibration of β and γ and thus, a sub-optimal choice
of the weighting window width α is shown. In both cases, an over- or under-estimation of α
relative to the optimal chosen value results in increased RF peak voltage, RF power and SAR
values at same spatial accuracy. Furthermore, prominent differences in the spatial response
are visible. The characteristics of the spatial response are either similar to the VD design
(under-estimated α) or to the ED design (over-estimated α).
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Fig. 5.5: Plot similar to Figure 5.4. Comparison of the proposed TDtraj+samp design (squares)
with other two state-of-the-art spiral designs, i.e. ED (asterisks) and VD (downward-pointing
triangles). Detailed simulation results for an equal RMSE (grey dashed lines) were depicted
in Figure 5.6.

2-Channel TX Experiments

The results of the human in-vivo experiments are shown in Figure 5.8. Note that the image
window was adjusted to highlight the saturation performance, which is associated with
an increased emphasis of the present noise. Imaging artifacts along the phase encoding
direction can be seen in the heart (Figure 5.8b) and spine experiments (Figure 5.8c) due to
flow/pulsation and moving of the inner organs. Generally, Bloch simulations of the different
2-D RF spiral saturation pulses align very well with the experimental results except for
fat-signal containing areas (see e.g. scalp fat in Figure 5.8a or residual anterior wall fat
signal in Figure 5.8c). The signal of all areas is successfully suppressed where the desired
FA level of 90◦ has been achieved. The saturation performance of the RF pulses based on
the different trajectory designs reflects the observations of the simulation study above: The
ED RF pulses generally fail to fully saturate the signal within RF hardware limits due to
insufficient magnetization level. However, the spatial response of the pulse is quite accurate,
e.g. see ED experiment in Figure 5.8a. In contrast, the VD trajectory design ensures a proper
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Fig. 5.6: Detailed simulation results of Figure 5.5 with R = 3. In each case, the designed
RF pulses were matched to an identical overall numerical spatial fidelity RMSE. a Numerical
Bloch simulations. All performance metrics were stated relative to ED trajectory based
results (framed with red dashed lines). RMSE values were further separately analyzed for
the inner- (RMSEIV) and outer-volume (RMSEOV). Prominent aliasing artifacts of the ED
and VD design are indicated by white arrows. b 1-D profiles of the Bloch simulations (white
dashed lines in a). Next to increased RF hardware efficiency, the beneficial effect of the
TDtraj+samp design is also visible in an improved spatial response, i.e. reduced prominent
aliasing and a smoother excitation profile.
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Fig. 5.7: Simulation results demonstrating a suboptimal calibration and thus suboptimal
weighting window width α. The simulations were matched to the same spatial accuracy with
R = 3. All performance metrics were stated relative to TD trajectory design result with the
optimal chosen α value (framed with red dashed lines). A non-optimal choice of α clearly
results in decreased RF power efficiency and reduced goodness of the spatial response.

FA level except for the t-spine experiment, where residual signal can be found towards the
frontal line of the spine (Figure 5.8c). Further, prominent spatial inaccuracies can be observed
saturating the checkerboard pattern. Here, the VD approach fails to map the sharp edges
of the pattern. Finally, the TDtraj+samp based RF pulses show again superior results: The
proposed trajectory design offers both satisfactory spatial accuracy and average FA levels,
which results in visibly improved saturation of the desired target patterns.

5.1.5 Discussion

In this work, spatially selective saturation RF pulses with parallel transmission were realized.
Due to the required high flip angle level of the RF pulse, the design of spatially selective
saturation pulses within RF hardware limits can be very challenging. Thus, a k-space
trajectory method was proposed, which directly considers the target pattern information and
B1 magnitude available to offer an inherent power-efficient RF pulse design. An analytically
calculated metric was introduced to represent an optimized k-space sampling density function.
The metric is principally based on the Fourier representation of the pattern, but is further
adapted to locally match a spectral-spatial window function considering the pattern size and
average B1 magnitude. The usage of the pure pattern Fourier representation has been reported
independently as non-optimal for determining suitable k-space positions [60, 124]. Finally,
the metric proposes a denser sampling (TDsamp), a denser coverage (TDtraj) or a combination
of both (TDtraj+samp) in k-space regions, where most of the target pattern information lies.
In contrast to other methods, which time-dilate [85, 163] or optimize [4, 15, 53, 128] the
critical RF pulse sections a-posteriori, the TD metric can be calculated directly without any
additional computational optimizations or iterations. However, methods optimizing both the
RF waveforms and k-space sampling positions [62, 63] can offer superior and a more complete
solution by implicitly considering additional factors for optimal k-space sampling. On the
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Fig. 5.8: Human in-vivo experiments. Shaped saturation RF pulses on the basis of the ED,
VD and TDtraj+samp trajectory designs were applied to different anatomical locations. a A
checkerboard target pattern was saturated in a sagittal slice of the head. b The heart signal
was suppressed in an abdominal transversal slice. c A sagittal spine-shaped target pattern
was used to saturate the inner organs right next to the t-spine. Pictograms of the respective
target patterns and the TX acceleration factor R with resulting saturation pulse length can
be found at the very left of each scenario. Corresponding Bloch simulations of the 2-D RF
spiral saturation pulse are attached at the right corner of each MR-image. Note that the
contrast of the images was adjusted to highlight the differences.

other hand, these mostly iterative approaches require high calculation demands and are thus
quite time inefficient with limited feasibility in clinical routine for such highly parameterized
RF pulses as used in this study. The approach was further specified and discussed for 2-D
spiral trajectories. The new trajectory design was evaluated with both an extensive simulation
study and human in-vivo shaped-saturation experiments.

In the simulation study the three proposed TD designs were systematically analyzed for a
3 T 8-channel transmit whole body coil. 2-D RF spiral saturation pulses were calculated
for three different anatomical positions and target patterns. All RF pulses were evaluated
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with respect to their RF hardware and SAR efficiency at different TX acceleration levels
and spatial fidelities. The simulations revealed that the distribution of the sampling points
according to the proposed target-pattern-driven metric (TDsamp) is sufficient to propose
an RF-power-efficient pulse design. However, this design typically neglects the coverage of
higher spatial frequencies (Figure 5.3), which results in a limited spatial fidelity (Figure 5.4).
The adaption of both the spatial distribution of the spiral turns and k-space sampling points
to the predefined target pattern (TDtraj+samp) turned out to be the optimal combination
without any spatial penalties. The TDtraj+samp k-space trajectory based RF pulses were
further compared with two state-of-the-art spiral designs, i.e. a variable-slew-rate spiral design
[70] with equally distributed spiral turns (ED) and a variable-density (VD) spiral design
[71, 87, 165]. Generally, the ED design was observed to be associated with relatively high RF
power, voltage and global / local SAR values. The VD spiral RF pulses provide means to
significantly decrease these demands, but can also reduce the spatial accuracy (Figure 5.5).
Similar observations have been already presented in [71]. The loss in spatial performance
becomes more prominent, where the ratio of the spatial details versus the required RF power
deposition at k-space center increases; see e.g. the relative right shift of the L-curve in the
scalp pattern simulations in Figure 5.5. Here, the VD approach suffers from the low coverage
of higher spatial frequencies, where structural details of the target pattern are encoded.
In contrast to this fixed variable-density scheme, the TDtraj+samp offers a dynamic fit to
the target pattern’s implications to the energy and spatial details. As a consequence, the
required RF power but also the spatial accuracy can be significantly improved compared
to ED and VD RF pulses. This is also mostly accompanied with a considerable reduction
of SAR. However, it was observed that the reduction of the RF power is not necessarily
proportional to the SAR behavior: In the case of the scalp pattern simulations (Figure 5.6)
the TDtraj+samp pulse showed an RF power decrease of another 34% compared to the VD
pulse, but a relative global (local) SAR increase of 12% (14%). The non-trivial relationship
between SAR and RF power in pTx has been frequently reported and requires explicit SAR
constraints during RF pulse optimization. Further note that there might be some deviations
in the local-SAR computation, when evaluated on the basis of 10 g regions instead of 10cc
regions. However, we always compared the relative improvement versus the overall maximum
local SAR value of all simulation cases. Hence, this effect could be neglected.

The beneficial effects of the TD design were further confirmed in shaped saturation human
in-vivo experiments on a 2-channel whole body transmit 3 T scanner. The advantages of
the custom TD trajectory design are clearly visible in the different experiments under the
restriction of the system RF hardware limits. Like in the simulation study, the target patterns
were intentionally chosen to differ in their characteristics. The checkerboard pattern is rich
in spatial details and structures and consequently requires sufficient encoding of higher
spatial frequencies in k-space. In contrast to that the spine-shaped target is rather large
and uniform and is expected to need high RF energy in the k-space center. In all cases, the
TDtraj+samp approach clearly outperforms the other designs with static sampling strategies
in the saturation performance, but also in the spatial accuracy. Again, the TDtraj+samp
RF pulses benefit from the tailored placement of the sampling density and spiral turns.
Still, some residual signals were observed: In the checkerboard experiment (Figure 5.8a) all
designed pulses failed to saturate fat signals. In this study, the fat signal response was left
uncontrolled by using solely a single-band RF optimization strategy. Therefore, the optimized
RF pulses are expected not to cover the fat containing areas at all due to their known
narrow bandwidth characteristic [15, 62]. To design proper fat-selective or other frequency
selective shaped saturation pulses, e.g. for saturating the simulated rim-shaped fat ring,
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the frequency response must be also taken into account in the RF design process. For this
purpose, dual- or multi-band optimization strategies [7, 16, 62] have been established and
would be suitable for this application. If the fat signal is not of interest the single-band
designed pulses can be combined with common fat saturation pulses as an alternative to
control the fat response. This combination includes a spatially tailored local saturation of
water signals, but a global saturation of fat signals as applied in the heart (Figure 5.8b) and
spine (Figure 5.8c) experiments. However, in the latter case still some residual fat signals
remain due to strong off-resonance. Other residual signals in the body related experiments are
likely due to inaccurate B1 and B0 maps being compromised from physiological movements
during their acquisition.

It has to be noted that solely a small tip angle approximation based RF pulse optimization
procedure [15] was used to design the large flip angle saturation pulses. Indeed, only subtle
differences between the small tip angle approximation and Bloch simulations were observed.
High RF voltages mainly cause artifacts due to non-linear evolvements of the magnetization.
Those high RF values are likely to be sufficiently damped by the required Tikhonov regular-
ization. The good performance of the small tip angle approximation in simulation as well as
experiments for saturation flip angles of 90 degrees within the parallel transmit regime are in
line with the early observations of Ref. [42].

The general robustness of the proposed TD approach relies on the detection of the local
energy elevations in k-space. Especially if local energy hotspots at lower spatial frequencies
are partially or fully omitted, the resulting k-space trajectory can be obstructive for an RF-
power- and SAR-efficient design. Nevertheless, the local energy maxima can be analytically
determined for standardized patterns, such as circles and squares. Furthermore, there are
many well-established methods to identify local elevations of arbitrarily shaped patterns.
In case of target patterns, which do not offer any local minimal / maximal in k-space,
e.g., a 2D Gaussian shaped pattern, the TX k-space sampling density should be limited
to the chosen weighting window. Here the excitation performance is expected similar to
the VD approach, except that in addition the average B1 magnitude within the ROI and
spatial size of the target pattern are considered. This adaption can still help to optimize the
k-space sampling near the k-space center. A potential drawback might be the robustness
of the empirically calibrated parameters for calculating the width of the weighting window
(Equation 5.4). The linear approximation of the complex interaction of the chosen target
pattern and the prevailing B1 fields might be insufficient. Other reports have already stated
a non-deterministic and complex interaction between the target pattern and SAR related
quantities [67, 68]. However, the proposed functional relation primarily attempts to capture
target pattern associated fluctuations with respect to the required RF power deposition. No
problems with the suggested parameter set were experienced, which were calibrated once
with described calibration procedure. This observation is supported by the fact that the
same values were used in the simulations and experiments. However, they were based on
completely different system configurations and subjects. Nevertheless, a non-linear functional
relationship incorporating further quantities or a more elaborate calibration procedure can
be more accurate and reliable. Further research and validation is required, due to its’ central
impact. A sub-optimal calibration of the functional parameters results in reduced RF power
efficiency and goodness of the spatial response (Figure 5.7) due to the inappropriate weighting
of the local energy elevations. Particularly, the wrong choice of the weighting window width
involves an insufficient sampling focus of either the k-space center or the outer k-space regions.
Clearly, other weighting window types, e.g. Gaussian or Hamming, can also be used for
weighting the local energy hotspots of the target pattern. A potential shortcoming regarding
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the TDtraj+samp design in particular can be the elongation of the gradient waveforms due to
the dynamic slew-rate slow-down, which affects the time efficiency of the trajectory design.
Yet, from our experience the design of RF pulses with higher flip angle levels on the basis of
time optimal gradient waveforms can be hardly realized within RF hardware limits. To stay
within those limits, the dilatation of the gradient waveforms is necessary. Similar experiences
were presented in [163]. It is likely that in presence of strong off-resonance a further gain in
RF power efficiency can be realized, when also the B0 map information is included in the
variable-density metric as previously described in [25]. A combination of the TD metric with
more sophisticated RF pulses, such as 3-D selective stack of spirals, has been shown to be
even more advantageous [30].

In conclusion, a new k-space trajectory design was proposed for efficiently designing spatially
selective saturation pulses with pTx. The design takes advantage from the a-priori knowledge
of the pre-defined target pattern and available B1 magnitude. The new design was specified
for 2-D RF spiral pulses and evaluated in a simulation study. Based on these spatially selective
RF pulses, anatomically shaped saturation human in-vivo experiments were realized for the
first time to further investigate their performance. The proposed method was shown to offer
superior RF hardware efficiency and spatial fidelity compared to two other state-of-the-art
spiral trajectory designs. Thus, the TD design enables a more efficient RF pulse design or
further TX acceleration. In most cases, a decrease of the corresponding global and local SAR
values was observed, but is not generally guaranteed due to the complex nature of SAR.
Therefore, a combination of TD-trajectory-based RF pulses with SAR constraint optimization
is of high interest.

5.2 Shaped Fat-Saturation with Multi-Frequency Design

This section contains methods & principles that were accepted for publication in:

R. Schneider, J. Haueisen, and J. Pfeuffer. Shaped fat saturation with 2d spatially selective
multi-frequency rf pulse design in parallel transmission. In Proceedings of the 22nd Annual
Meeting of the ISMRM, Milan, Italy, page 1650, 2014.

5.2.1 Introduction

To avoid interference of unwanted signals with the region of interest, a localized suppression
is often necessary. Typical examples in spectroscopy are the fat signal suppression in the
vicinity of the prostate [161] or the suppression of the scalp cap [162]. To date the localized
signal suppression is realized by the manual arrangement of multiple saturation slabs, which
can be time consuming and anatomically inaccurate. The application of multi-frequency 2-D
spatially selective RF pulse (MF-2DRF) would overcome this issue enabling the saturation
of arbitrarily shaped patterns. However, due to their long pulse durations, sensitivity to
off-resonance effects and other practical limitations, they have not been realized, yet.
In this work, multi-frequency shaped saturation pulses with pTx on a commercially available
3 T scanner are introduced. The MF-2DRF pulses based on a variable-density 2-D spiral
trajectory were evaluated in phantom and human in-vivo experiments, saturating the fat
signal in the scalp cap. The performance of the MF-2DRF pulses was further compared to a
non-selective Gaussian fat saturation pulse.
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5.2.2 Methods

To overcome the practical limitations of MF-2DRF saturation pulses, the combination of
several approaches is necessary: First, with the usage of multiple transmit channels (pTx) MF-
2DRF pulses can be undersampled/accelerated without aliasing artifacts. Furthermore, by
incorporating the prevailing B1 and B0 maps into the pulse design, pTx allows for mitigation
of off-resonance effects and flip angle non-uniformity. Second, the design of MF-2DRF pulses
with higher flip-angle levels as required for saturation still remained challenging within
given RF hardware and SAR limits. To tackle this problem, a variable density trajectory
design, which inherently offers an RF-power-efficient pulse design [30–32] was proposed.
The approach takes advantage of the a-priori knowledge of the desired target pattern and
available B1 magnitude to adjust the sampling density in k-space and has been shown to be
superior to common variable or equal-density sampling strategies [30–32]. Finally, to control
the frequency response of MF-2DRF pulses, the RF pulse optimization was extended by the
frequency dimension [7]:


mFreq 1
mFreq 2

...
mFreq Nf

 =


AFreq 1
AFreq 2

...
AFreq Nf

bfull , (5.12)

where mFreq n and AFreq n are the individual target magnetization pattern and system matrix,
respectively, bfull the vector containing the discretized RF waveforms to be optimized and
Nf the number of design frequencies. In this particular case, the MF-2DRF pulse has to be
designed to saturate the fat signal only and not the water signal.
To evaluate the performance of the proposed MF-2DRF fat saturation pulse optimization,
phantom and human in-vivo experiments were pursued. In the phantom study, a fat-water
phantom setup (FOV 240 × 240 mm2) was used to analyze the frequency response of the
localized suppression. MF-2DRF pulses were designed to saturate a rectangular shaped
pattern for a) solely the fat signal and b) both fat-and-water containing areas. In the human
experiments (FOV 220 × 220 mm2), a rim-shaped pattern was chosen to saturate the fat
signal in the scalp cap as often required in spectroscopy. In both scenarios, the fat saturation
performance was further compared with a Gaussian FATSAT pulse, which globally saturates
the fat signal over the whole FOV. Images were acquired on a 3 T MAGNETOM Skyra
(Siemens, Erlangen, Germany) equipped with two transmit channels, using a prototype GRE
sequence with matrix 256 × 256 and TR/TE 50/10 ms. MF-2DRF pulses were optimized
according to the multi-frequency small-tip-angle optimization approach proposed in [7], using
the target-driven variable-density 2-D spiral trajectory of [31, 32]. In all experiments, the
frequency response was defined only for two discrete design frequencies (Nf = 2), i.e. for
Freq 1 = 0 Hz (water) and Freq 1 = −420 Hz (fat). MF-2DRF pulse durations were 10 ms.
No additional high-flip optimization strategy was applied. RF pulses were further regulated
to stay within RF hardware and SAR constraints.

5.2.3 Results

Phantom and human results are shown in Figure 5.9 and Figure 5.10. The phantom study
(Figure 5.9) reveals that the MF-2DRF pulses can achieve similar fat saturation performance
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Fig. 5.9: Top row shows MR images with different fat saturation techniques: no saturation,
non-selective Gaussian FATSAT, 2-D spatially selective MF-2DRF pulse saturating either
just fat or both, fat and water signals. Bottom row shows respective 1-D profiles (dashed
yellow line from top to bottom) and the difference to the non-saturated image. Defined target
patterns for the individual design frequencies of the MF-2DRF pulses are attached at the
lower corners of the corresponding MR images.

as the commonly used FATSAT and does not show any visible artifacts in the water band.
In addition to the localized saturation, the proposed MF-2DRF pulse also includes the
saturation of multiple frequency bands at once with satisfying performance (Figure 5.9, top
right). The results were further confirmed in human in-vivo experiments (Figure 5.10). The
fat signal was completely saturated in the neck by both the FATSAT and MF-2DRF fat
saturation pulse. However, in the MF-2DRF experiment residual fat signal could be observed
towards the forehead. On the other hand, the difference images reveal that the MF-2DRF
pulses generally affect the water band signal less than the FATSAT.

5.2.4 Discussion

The proposed MF-2DRF pulse design enables the saturation of multiple frequency bands at
the same time. The proposed approach was successfully evaluated with the shaped saturation
of the fat signal in phantom and human in-vivo experiments. The designed pulses offer
comparable saturation performance as the commonly used global FATSAT pulse and showed
less interference with the water band. The performance generally relies on the sufficient
coverage of the B1 and B0 data, which can be challenging in low SNR areas as indicated by
the residual fat-signals in the forehead. The extrapolation of the B1 and B0 data can help to
overcome this problem. Further improvement and more accurate results can be expected,
when more design frequencies are defined within the RF optimization process, but at cost of
increased computational demands.
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Fig. 5.10: Same as Figure 5.9, but without MF-2DRF saturating water and fat signal
simultaneously. The MF-2DRF was designed to saturate the subcutaneous fat of the head in
a rim-shaped pattern.
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Summary and Outlook

In MRI the continuous increase of the main magnetic field strength is pursued to facilitate
ever higher resolved images of the human body. However, the higher field strengths are
also accompanied with an increased potential for severe image artifacts caused by the
inhomogeneity of the B0 static field and the spatial variation of the B1 transmit field. The
parallel transmission (pTx) technology showed to be promising to counteract these problems.
The multiple (localized) independent RF transmit coils provide increased flexibility in shaping
the RF excitation field and can be thus utilized to mitigate the field inhomogeneities more
efficiently.
The majority of current pTx-related work is still based on a custom hardware basis in the
area of ultra-high-field systems. Although different vendors have introduced commercially
available 3 T scanner systems equipped with two channel RF transmit body arrays, only
little work has been transferred into clinical practice.
This work was motivated by the demand to integrate the pTx technology further into clinical
applications on the basis of a commercially available clinical pTx scanner. The application
focus of the work is the design of tailored RF pulses to dampen off-resonance related artifacts
or undesired signal sources. The general RF pulse design framework was developed under
the aim of considering all practical hardware and SAR constraints, so that the proposed
methods were always evaluated in human in-vivo experiments for various flip angle levels. To
improve the pTx workflow for clinical routine, care has been taken to limit the computational
complexity of the introduced approaches. The following original contributions were made in
this thesis.

• Advanced off-resonance correction in slice-selective EP-2DRF pulses: Spokes
based EP-2DRF pulses are commonly used to realize reduced FOV imaging, which greatly
reduce the impact of off-resonance effects in EPI acquisition schemes. The EP-2DRF
pulse duration and excitation fidelity could be remarkably reduced by the integration
into the pTx framework and by the introduction of a variable-density sampling scheme
of the underlying TX k-space trajectory. In particular, the new trajectory design is
directly calculated from a B0 map driven metric and was shown to offer up to 43%
improved correction for off-resonance related distortions during excitation. At the same
time the required RF power demands could be reduced up to 50% compared to the
conventional design. However, higher TX acceleration factors or higher flip angle levels
were observed to be less stable in conjunction with the variable-density method due to
strong undersampling of the k-space center.
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• Asymmetric TX k-space trajectory design: A more robust and pTx independent
way to enhance the image quality in rFOV imaging was introduced by the asymmetric
design of the EP-2DRF pulses. Considerable reductions of pulse durations by 25% were
achieved while maintaining the excitation quality. The shortening of the RF excitation
time can be linked to TE savings in EPI resulting in SNR gains of up to 25% compared
to the conventional EP-2DRF designs. In combination with the proposed EP-2DRF pTx
framework, the beneficial effect adds up to 40% increase of SNR.

• Signal recovery in GRE-based image acquisitions with automated tailored RF
excitations: The pTx capability was used to compensate for off-resonance induced signal
loss in T ∗2 -weighted GRE acquisition sequences. A fully automated simultaneous z-shim
approach was proposed on the basis of the prevailing B0 and B1 spatial information. The
method applies subject-, slice- and RF transmit coil-specific time-delayed excitations to
impose a z-shim phase to reduce those signal dropouts. The computationally fast and
robust RF pulse design was proven to recover 47% of brain areas affected by signal loss
in standard excitation images across 3 subjects. In these areas BOLD activation coverage
could be also increased by approximately 57%.

• Introduction of arbitrary 2-D shaped pTx RF saturation in-vivo: Anatomically
shaped saturation was realized for the first time in-vivo on the basis of pTx 2DRF spiral
pulses. The practical design of such high-flip angle pulses is mainly hampered by the
given RF hardware and SAR constraints. For this purpose, a novel spiral sampling scheme
with inherent RF power efficiency was introduced, which is directly determined from the
a-priori knowledge of the target pattern and B1 maps. The new design was shown to
offer an optimized balance between its spatial response and RF power expense. Shaped
saturation pulses were successfully applied to the human brain, heart and thoracic-spine
with satisfying performance. The approach was further extended to enable frequency-
specific 2DRF saturations. Exemplary designed shaped fat-saturation pulses were shown
to offer comparable saturation performance as conventional non-selective fat saturation
pulses.

The work done in this thesis demonstrated novel excitation techniques for three different
application fields. The proposed techniques add clinical value in diagnosis and workflow, but
have to be explored in more detail in elaborate studies. Clearly, the benefit of improved EP-
2DRF excitations can be directly assessed by the gain in SNR and reduced image distortions
in EPI [26, 27]. The robustness and reliability of EP-2DRF based rFOV imaging methods
have to be further investigated in body imaging, where susceptibility effects, fat and other off-
resonance effects are more challenging issues. Regarding the presented pTx z-shim approach,
the benefit of the local signal recovery can be further evaluated in the scope of a specific
clinical question, e.g. the detection of tumors and hemorrhage in the frontal orbital cortex.
The approach can be also a valuable tool for resting state fMRI studies, where the sensitivity
in several cortical structures can be increased. The shaped saturation pulses can be very
useful for suppressing motion artifacts with anatomical accuracy. However, further work has
to be done to integrate this approach efficiently into the clinical workflow. Ideally no further
user interaction is required, e.g. in case of spine imaging, a spine-shaped saturation pattern is
automatically determined from preceding acquisitions and needs no manual adjustment. The
underlying RF power efficient trajectory design, which was developed for this purpose, can be
also used for standard excitation pulses with lower flip angle, but with higher TX acceleration
factors. The short 2DRF pulses can be used straight-forwardly for other applications, such
as rFOV 3-D cardiac imaging.
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Besides further clinical evaluation of the methods, their transfer to more advanced technical
pTx setups has to be explored. RF transmit arrays with more TX channels, but also more
sophisticated coil geometries have been shown beneficial for improved B1 shimming, spatially-
selective excitation, RF power and SAR performance [168, 169]. Thus, 2DRF pulses can be
designed more efficiently and further gains in rFOV imaging quality or shaped saturation
performance can be expected. Similarly, the increased spatial degrees of freedom offer the
potential for more distinct and tailored pTx z-shimming performance, which is likely to
provide advanced in-plane signal recovery performance. However, a higher number of TX
channels comes also with higher hardware costs and more complex RF interactions that ask
for sophisticated safety monitoring functions and additional expenses. Before more advanced
pTx technology can enter the clinical routine, further assessment of the general advantages of
pTx is still required in this field. This work contributed several methods, which significantly
support pTx to become an approved technology within clinically established applications.
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