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Zusammenfassung

Confidence sets for modes or level sets of densities are usually derived from the asymptotic distribution of a suitable statistic. Mostly one does not have further information about how close the asymptotic distribution comes to the true distribution for a fixed sample size \( n \). In order to derive conservative confidence sets for each sample size recently an approach was suggested that does not need full information about a distribution, but instead employs a quantified version of semi-convergence in probability of random sets. The application of this approach to modes or level sets of density functions requires uniform concentration-of-measure results for the density estimators. The aim of the present paper is to prove a result of that kind for the multivariate kernel density estimator. The inequality is also of own interest as it provides a conservative confidence band for the density function.
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1 Introduction

Density estimation with kernels has a long tradition in statistics. Kernel estimates are well investigated concerning consistency and asymptotic distribution, cf. Rosenblatt [11], Parzen [9], Müller [7], Silverman [12], Dony & Einmahl [3]. Knowledge of the asymptotic distribution enables the derivation of confidence sets, for instance for level sets, cf. Mason & Polonik [6]. Concentration-of-measure results in the \( L_1 \)-setting have been derived by Devroye & Lugosi [2]. However, to the best of our knowledge, there is no paper which deals with uniform concentration of measure for these kind of estimates.

Uniform concentration-of-measure results are a main tool for the derivation of non-asymptotic confidence sets, so-called universal confidence sets, if random approximations to the true problem with suitable convergence properties are available (cf. Pfug [10] and Vogel [15], [16]). The approach is usually very easy to apply, once the needed convergence properties have been proved.

Suppose that we would like to investigate an unknown distribution represented by a density function \( f_0 \). Assume that a density estimator \( f_n \) with the following property is available:

\[
\sup_{n \in \mathbb{N}} \mathbb{P} \left( \sup_{x \in \mathbb{R}^p} \left| f_n(x) - f_0(x) \right| \geq \beta_{n,\kappa} \right) \leq \mathcal{H}(\kappa). \tag{1}
\]
Here $\mathcal{H}(\kappa)$ denotes a function with the property $\lim_{\kappa \to \infty} \mathcal{H}(\kappa) = 0$ and $(\beta_{n,\kappa})_{n \in \mathbb{N}}$ denote sequences of positive real numbers with $\lim_{n \to \infty} \beta_{n,\kappa} = 0$ for each $\kappa > 0$.

This inequality can immediately be used to derive a universal confidence band for $f_0$, but, more important, offers the possibility to obtain confidence sets for level sets, argmax sets etc. As an example we provide a simple approach for the derivation of a confidence area for a level set of the density function $f_0$. To avoid additional technical considerations we assume that $f_0$ is u.s.c.

A conservative confidence set for the level set $M^c = \{x \in \mathbb{R}^p : f_0(x) \geq c\}$ can be obtained as follows. Consider the random sets $M_{n}^{\beta_{n,\kappa}} = \{x \in \mathbb{R}^p : f_n(x) \geq c - \beta_{n,\kappa}\}$, $n \in \mathbb{N}$. If, for a fixed $n \in \mathbb{N}$, there is an $x_n \in M^c$ which does not belong to $M_{n}^{\beta_{n,\kappa}}$, then $f_0(x_n) \geq c$, but $f_n(x_n) < c - \beta_{n,\kappa}$. Hence $f_n(x_n) - f_0(x_n) < -\beta_{n,\kappa}$ and the probability of the event $M^c \setminus M_{n}^{\beta_{n,\kappa}} \neq \emptyset$ can be bounded by $\mathcal{H}(\kappa)$. Consequently

$$\sup_{n \in \mathbb{N}} P(M^c \setminus M_{n}^{\beta_{n,\kappa}} \neq \emptyset) \leq \mathcal{H}(\kappa).$$

In order to derive a confidence set for $M^c$ with a prescribed level $1 - \eta$ one determines $\kappa_0$ such that $\mathcal{H}(\kappa_0) \leq \eta$. Then for each sample size $n$ the set $M_{n}^{\beta_{n,\kappa_0}}$ covers the true level set $M^c$ at least with probability $1 - \eta$. Note that no knowledge about the whole distribution or the asymptotic distribution is needed and a confidence set for each sample size $n$ can be derived. (In fact, for this application we need only the weaker assertion $\sup_{n \in \mathbb{N}} P(\inf_{x \in \mathbb{R}^p} (f_n(x) - f_0(x)) \leq -\beta_{n,\kappa}) \leq \mathcal{H}(\kappa)$.)

G. Pflug [10] used this approach in a somewhat different framework to derive confidence sets for the single-valued solution set of an optimization problem. The method was further developed by S. Vogel and co-authors ([15], [16], [17], [13]). There are results for constraint sets, optimal values and solution sets of constrained optimization problems where the objective functions and the constraints can be approximated simultaneously. Also confidence sets of the form $M_n + B(0, \beta_{n,\kappa})$ are available, where $M_n$ denotes the set under consideration for the approximate problem and $B(0, \beta_{n,\kappa})$ a ball with radius $\beta_{n,\kappa}$. Level sets can be regarded as constraint sets. Many estimators being the solution to random optimization problems which with increasing sample size converge to a deterministic problem, the approach can immediately be employed to derive confidence sets in parametric or nonparametric statistics.

In each case the approximation of the objective and/or constraint functions by random functions plays a crucial role. Sufficient conditions for these convergence assumptions have been proved for functions which are expectations with respect to an unknown probability measure where the measure is approximated by the empirical measure (Pflug ([10] and Vogel [16]). Univariate regression functions are dealt with by Sinotina & Vogel ([13],[14]).

The aim of the present paper is to prove a statement of the form (1) for a multivariate density kernel estimate. With this result it becomes possible to derive
universal conservative confidence sets, for instance for the level sets as shown above, but also for argmax sets and related sets. The main result is Theorem 2 at the end of section 2. It is proved in 3 steps in section 2. A discussion of the results concludes the paper.

2 A concentration-of-measure inequality

Let $X_1, X_2, \ldots$ be i.i.d. random vectors with values in $\mathbb{R}^p$ which have a density $f_0$. We consider the kernel density estimator of $f_0$ based on $X_1, \ldots, X_n$, $n \geq 1$,

$$f_n(x) = \frac{1}{nh_n} \sum_{i=1}^{n} K \left( \frac{x - X_i}{h_n^{1/p}} \right).$$

where $K$ is a kernel and $h_n > 0$ is the bandwidth.

We will derive a convergence rate $\beta_{n, \kappa}$ and a tail behavior function $\mathcal{H}$ such that

$$\sup_{n \in \mathbb{N}} P(\sup_{x \in X} |f_n(x) - f_0(x)| \geq \beta_{n, \kappa}) \leq \mathcal{H}(\kappa) \quad (2)$$

for $X \subset \mathbb{R}^p$.

We assume that the kernel $K$ satisfies the following conditions:

(K1) $\int_{\mathbb{R}^p} |K(u)| \, du < \infty$,

(K2) $\int_{\mathbb{R}^p} K(u) \, du = 1$,

(K3) $\int_{\mathbb{R}^p} u_i K(u) \, du = 0 \quad \forall i = 1, \ldots, p$,

(K4) $\sup_{x \in \mathbb{R}^p} |K(x)| = C_1 < \infty$.

Note that, for instance, any symmetric density function satisfies the above conditions. (K4) implies that $E[f_n(x)]$ exists.

A main tool for our investigations is the bounded difference inequality in the multivariate form. For the readers convenience we quote this inequality. For a proof see for instance [8] or [1].

**Bounded Difference Inequality.** Let $X_1, \ldots, X_n$ be i.i.d. random vectors with values in $\mathbb{R}^p$ and $g: \mathbb{R}^p \to \mathbb{R}^1$ a measurable function.

If $\forall i = i', \ldots, n$

$$\max_{x_1, \ldots, x_{i-1}, x_{i-1}'} \left| g(x_1, \ldots, x_{i-1}, x_{i-1}, \ldots, x_n) - g(x_1, \ldots, x_{i-1}, x_{i-1}', x_{i-1}, \ldots, x_n) \right| \leq c_i$$

\[ \sup_{x_1, \ldots, x_n, x_{i-1}, x_{i-1}'} \left| g(x_1, \ldots, x_{i-1}, x_{i-1}, \ldots, x_n) - g(x_1, \ldots, x_{i-1}, x_{i-1}', x_{i-1}, \ldots, x_n) \right| \leq c_i \]
then
\[ P(g(X_1, \ldots, X_n) - \mathbb{E}g(X_1, \ldots, X_n) \geq t) \leq \exp\left(-\frac{2t^2}{\sum_{i=1}^n c_i^2}\right). \]

We proceed as follows. Obviously, \( \sup_{x \in \mathcal{X}} |f_n(x) - f_0(x)| \leq T_1_n + T_2_n \) where
\[ T_1_n := \left| \sup_{x \in \mathcal{X}} |f_n(x) - f_0(x)| - \mathbb{E}\left[ \sup_{x \in \mathcal{X}} |f_n(x) - f_0(x)| \right] \right|, \]
\[ T_2_n := \mathbb{E}\left[ \sup_{x \in \mathcal{X}} |f_n(x) - f_0(x)| \right]. \]
Firstly we investigate the random part \( T_1_n \).

**Theorem 1.** Let the conditions (K1), (K2), and (K4) be satisfied. Then for a kernel estimator \( f_n \) with bandwidth \( h_n \) and kernel \( K \) the following relation holds:
\[ \mathbb{P}\left( \left| \sup_{x \in \mathcal{X}} |f_n(x) - f_0(x)| - \mathbb{E}\left[ \sup_{x \in \mathcal{X}} |f_n(x) - f_0(x)| \right] \right| \geq t \right) \leq 2e^{-\frac{t^2nh_n^2}{2cn^2}}. \]

**Proof.** Let \( g(x_1, \ldots, x_n) := \sup_{x \in \mathcal{X}} \left| \hat{f}_n(x, x_1, \ldots, x_n) - f_0(x) \right| \) where
\[ \hat{f}_n(x, x_1, \ldots, x_n) := \frac{1}{nh_n^p} \sum_{i=1}^n K\left( \frac{x - x_i}{h_n^p} \right). \]
Then we have
\[ \sup_{x_1, \ldots, x_n \in \mathcal{X}} |g(x_1, \ldots, x_n) - g(x_1, \ldots, x'_i, \ldots, x_n)| \]
\[ = \sup_{x_1, \ldots, x_n \in \mathcal{X}} \left| \sup_{x \in \mathcal{X}} \left| \hat{f}_n(x, x_1, \ldots, x_n) - f_0(x) \right| - \sup_{x \in \mathcal{X}} \left| \hat{f}_n(x, x_1, \ldots, x'_i, \ldots, x_n) - f_0(x) \right| \right| \]
\[ \leq \sup_{x_1, \ldots, x_n \in \mathcal{X}} \sup_{x \in \mathcal{X}} \left| \hat{f}_n(x, x_1, \ldots, x_i, \ldots, x_n) - \hat{f}_n(x, x_1, \ldots, x'_i, \ldots, x_n) \right| \]
\[ = \sup_{x_1, \ldots, x_n \in \mathcal{X}} \sup_{x \in \mathcal{X}} \left| \frac{1}{nh_n} \left( K\left( \frac{x - x_1}{h_n^{1/p}} \right) + \ldots + K\left( \frac{x - x_1}{h_n^{1/p}} \right) \right) \right| \]
\[ - \frac{1}{nh_n} \left( K\left( \frac{x - x'_i}{h_n^{1/p}} \right) + \ldots + K\left( \frac{x - x'_i}{h_n^{1/p}} \right) \right) \]
\[ = \sup_{x_1, \ldots, x_n \in \mathcal{X}} \sup_{x \in \mathcal{X}} \left| \frac{1}{nh_n} \left( K\left( \frac{x - x_i}{h_n^{1/p}} \right) - K\left( \frac{x - x'_i}{h_n^{1/p}} \right) \right) \right|. \]
According to (K4) the kernel $K$ is bounded, hence we obtain for each $x'_i \in \mathbb{R}^p$

$$\left| K\left(\frac{x-x'_i}{h_1/\sqrt{n}}\right) - K\left(\frac{x-x_i}{h_1/\sqrt{n}}\right) \right| \leq 2C_1.$$  

Consequently the assumption of the bounded difference inequality is satisfied with $c_i := \frac{1}{n}h_1/2\sqrt{C_1}$, $i = 1,...,n$, and we obtain

$$\forall t > 0 : \quad \mathbb{P}(\|g(x_1,...,x_n) - \mathbb{E}[g(x_1,...,x_n)]\| \geq t) \leq 2e^{-\frac{t^2}{2n^2C_1}}. \quad \Box$$

We see that in order to derive a useful tail behavior function from this theorem the assumption

$$(B1) \quad \lim_{n \to \infty} nh_1^2 = \infty$$

has to be imposed.

Now we turn to the deterministic part and make again use of the triangle inequality:

$$\mathbb{E}[\sup_{x \in \mathcal{X}} \|f_n(x) - f_0(x)\|] \leq T2.1_n + T2.2_n$$

where

$$T2.1_n := \mathbb{E}\left[\sup_{x \in \mathcal{X}} \|f_n(x) - \mathbb{E}[f_n(x)]\|\right],$$

$$T2.2_n := \sup_{x \in \mathcal{X}} \|\mathbb{E}[f_n(x)] - f_0(x)\|.$$ 

For the investigation of the term $T2.1_n$ we use the Fourier transform. Let $k$ denote the Fourier transform of the kernel $K$:

$$k(u) := \int_{\mathbb{R}^p} e^{i u^T y} K(y) dy \quad \forall u \in \mathbb{R}^p.$$ 

Because of (K1) we have $\int_{\mathbb{R}^p} |k(u)| du < \infty$. Hence we can employ the inversion formula and obtain $K(u) := (\frac{1}{2\pi})^p \int_{\mathbb{R}^p} e^{-i u^T y} k(y) dy \quad \forall u \in \mathbb{R}^p$. In an analogous way we obtain the Fourier transform of $f_0$:

$$\phi(u) := \int_{\mathbb{R}^p} e^{i u^T y} f_0(y) dy \quad \forall u \in \mathbb{R}^p.$$ 

Consequently $f_n$ can be rewritten in the following form:

$$f_n(x) = \frac{1}{nh_n} \sum_{l=1}^{n} \left( \frac{1}{2\pi} \right)^p \int_{\mathbb{R}^p} e^{-i(x-X_l)^T u} k(h_1/n u) du \right)$$

$$= \frac{1}{nh_n} \sum_{l=1}^{n} \left( \frac{1}{2\pi} \right)^p h_n \int_{\mathbb{R}^p} e^{-i(x-X_l)^T u} k(h_1/n u) du$$

$$= \left( \frac{1}{2\pi} \right)^p \int_{\mathbb{R}^p} e^{-i x^T u} k(h_1/n u) \left( \frac{1}{n} \sum_{l=1}^{n} e^{i X_l^T u} \right) du$$
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With \( \phi_n(u) := \frac{1}{n} \sum_{t=1}^{n} e^{iX_t u} \quad \forall \ u \in \mathbb{R}^p \) we obtain
\[
f_n(x) = \left( \frac{1}{2\pi} \right)^p \int_{\mathbb{R}^p} e^{-iux} k(h_n^{1/p}u) \phi_n(u) du \quad \forall \ x \in \mathcal{X}.
\]

**Lemma.** Let (K1), (K2), and the following condition be satisfied:
\[
(K5) \quad \int_{\mathbb{R}^p} |k(u)| du = C_2 < \infty.
\]
Then we have for a kernel estimator \( f_n \) with bandwidth \( h_n \) and kernel \( K \)
\[
\mathbb{E} \left[ \sup_{x \in \mathcal{X}} |f_n(x) - \mathbb{E}[f_n(x)]| \right] \leq \frac{C_2}{2\pi \sqrt{n}h_n}.
\]

**Proof.** Because of Jensen’s inequality we obtain
\[
\mathbb{E}^2 \left[ \sup_{x \in \mathcal{X}} |f_n(x) - \mathbb{E}[f_n(x)]| \right] \leq \mathbb{E} \left[ \sup_{x \in \mathcal{X}} |f_n(x) - \mathbb{E}[f_n(x)]|^2 \right].
\]
Now we use the Fourier transform and employ Fubini’s theorem:
\[
\mathbb{E} \left[ \sup_{x \in \mathcal{X}} |f_n(x) - \mathbb{E}[f_n(x)]|^2 \right] = \mathbb{E} \left[ \sup_{x \in \mathcal{X}} \left| \left( \frac{1}{2\pi} \right)^p \int_{\mathbb{R}^p} e^{-iux} k(h_n^{1/p}u) \phi_n(u) du \right|^2 \right] \\
= \mathbb{E} \left[ \sup_{x \in \mathcal{X}} \left| \left( \frac{1}{2\pi} \right)^p \int_{\mathbb{R}^p} e^{-iux} k(h_n^{1/p}u) \phi_n(u) du - \mathbb{E} \left[ \left( \frac{1}{2\pi} \right)^p \int_{\mathbb{R}^p} e^{-iux} k(h_n^{1/p}u) \phi_n(u) du \right] \right|^2 \right] \\
= \mathbb{E} \left[ \sup_{x \in \mathcal{X}} \left( \frac{1}{2\pi} \right)^p \int_{\mathbb{R}^p} e^{-iux} k(h_n^{1/p}u) \phi_n(u, \omega) du - \mathbb{E} \left[ \phi_n(u) \right] du \right]^2 \\
= \mathbb{E} \left[ \sup_{x \in \mathcal{X}} \left( \frac{1}{2\pi} \right)^p \int_{\mathbb{R}^p} e^{-iux} k(h_n^{1/p}u) \phi_n(u, \omega) du - \mathbb{E} \left[ \phi_n(u) \right] du \right]^2.
\]
With \( |e^{-iux}| = 1 \) we can conclude that
\[
\mathbb{E} \left[ \sup_{x \in \mathcal{X}} |f_n(x) - \mathbb{E}[f_n(x)]|^2 \right] \leq \mathbb{E} \left[ \left( \frac{1}{2\pi} \right)^p \int_{\mathbb{R}^p} |k(h_n^{1/p}u)| |\phi_n(u) - \mathbb{E} [\phi_n(u)]| du \right]^2.
\]

For an integrable real-valued function \((u, \omega) \to \tilde{X}(u, \omega) =: X(u), \ u \in \mathbb{R}^p\), we have because of the Cauchy-Schwarz-inequality
\[
\mathbb{E} \left[ \left( \int_{\mathbb{R}^p} X(u) du \right)^2 \right] = \mathbb{E} \left[ \left( \int_{\mathbb{R}^p} X(u) du \right) \left( \int_{\mathbb{R}^p} X(v) dv \right) \right] \leq \left( \int_{\mathbb{R}^p} \mathbb{E}^{\frac{1}{2}} |X^2(u)| du \right)^2.
\]
Hence with $X(u) = |k(h_n^{1/p} u)| |\phi_n(u) - E[\phi_n(u)]|$ we obtain

$$\mathbb{E}^\frac{1}{2} \left[ \sup_{x \in X} |f_n(x) - E[f_n(x)]|^2 \right] \leq \left( \frac{1}{2\pi} \right)^p \int_{R^p} \mathbb{E}^\frac{1}{2} \left[ |k(h_n^{1/p} u)| |\phi_n(u) - E[\phi_n(u)]|^2 \right] du.$$ 

Furthermore

$$\mathbb{E}^\frac{1}{2} \left[ |k(h_n^{1/p} u)| |\phi_n(u) - E[\phi_n(u)]|^2 \right] = |k(h_n^{1/p} u)| \mathbb{E}^\frac{1}{2} \left[ |\phi_n(u) - E[\phi_n(u)]|^2 \right] = |k(h_n^{1/p} u)| \sqrt{\text{var}(\phi_n(u))},$$

where \( \text{var}(\phi_n(u)) = \frac{1}{n^2} \sum_{k=1}^n \text{var}(e^{iuT X_k}) = \frac{1}{n} \text{var}(e^{iuT X_i}) \leq \frac{1}{n} \).

Summarizing,

$$\mathbb{E} \left[ \sup_{x \in X} |f_n(x) - E[f_n(x)]| \right] \leq \mathbb{E}_n^\frac{1}{2} \left[ \sup_{x \in X} |f_n(x) - E[f_n(x)]|^2 \right] \leq \left( \frac{1}{2\pi} \right)^p \int_{R^p} |k(h_n^{1/p} u)| \sqrt{\text{var}(\phi_n(u))} du \leq \left( \frac{1}{2\pi} \right)^p \frac{1}{\sqrt{n}} \int_{R^p} |k(y)| dy.$$

With the assumption concerning \( k \) we obtain

$$\mathbb{E} \left[ \sup_{x \in X} |f_n(x) - E[f_n(x)]| \right] \leq \frac{C_2}{(2\pi)^p \sqrt{nh_n}}.$$

Now we consider \( T2.2_n \). For the following approach we need additional conditions for \( f_0 \) and \( K \).

**Lemma.** Let (K1), (K2), (K3), and the following conditions be satisfied:

(VI) \( f_0 \) is in \( C^2(R^p) \) and its partial derivatives of order 1 and 2 are bounded, especially \( \forall i, j \in \{1, \ldots, p\} : \sup_{x \in R^p} \left| \frac{\partial^2 f_0(x)}{\partial x_i \partial x_j} \right| \leq C_3 < \infty \),

(K6) \( \int_{R^p} |u|^2 K(u) du = C_4 < \infty \).

Then we have for a kernel estimator \( f_n \) with bandwidth \( h_n \) und kernel \( K \)

$$\sup_{x \in X} |E[f_n(x)] - f_0(x)| \leq \frac{C_3 C_4}{2} h_n^{2/p}.$$
Proof. The term \( \sup_{x \in \mathcal{X}} |E[f_n(x)] - f_0(x)| \) can be rewritten as follows:

\[
\sup_{x \in \mathcal{X}} |E[f_n(x)] - f_0(x)| = \sup_{x \in \mathcal{X}} \left| E \left[ \frac{1}{n h_n} \sum_{i=1}^{n} K \left( \frac{x - X_i}{h_n^{1/p}} \right) \right] - f_0(x) \right|
\]

\[
= \sup_{x \in \mathcal{X}} \left| \frac{1}{h_n} E \left[ K \left( \frac{x - X_i}{h_n^{1/p}} \right) \right] - f_0(x) \right|
\]

\[
= \sup_{x \in \mathcal{X}} \left| \frac{1}{h_n} \int_{R^p} K \left( \frac{x - y}{h_n^{1/p}} \right) f_0(y) dy - f_0(x) \right|
\]

Now we change variables \( \frac{x-y}{h_n^{1/p}} = u \) and exploit the properties of \( K \):

\[
\sup_{x \in \mathcal{X}} |E[f_n(x)] - f_0(x)| = \sup_{x \in \mathcal{X}} \left| \int_{R^p} K(u) f_0(x - h_n^{1/p} u) du - f_0(x) \right|
\]

Because of \( \int_{R^p} K(u) du = 1 \) we have \( \int_{R^p} K(u) f_0(x) du - f_0(x) = 0 \) and hence

\[
\sup_{x \in \mathcal{X}} |E[f_n(x)] - f_0(x)| = \sup_{x \in \mathcal{X}} \left| \int_{R^p} K(u) (f_0(x - h_n^{1/p} u) - f_0(x)) du \right|
\]

The Taylor expansion of \( f_0 \) yields

\[
f_0(x - h_n^{1/p} u) = f_0(x) - h_n^{1/p} u^T (f'_0(x) + \frac{1}{2} h_n^{2/p} u^T H_0(\zeta_{x,u}) u
\]

where \( f'_0(x) \) denotes the gradient, \( H_0 \) denotes the Hessian of \( f_0 \), and \( \zeta_{x,u} \in (x - uh_n^{1/p}, x) \). Consequently

\[
\sup_{x \in \mathcal{X}} |E[f_n(x)] - f_0(x)| = \sup_{x \in \mathcal{X}} \left| \int_{R^p} K(u) (-h_n^{1/p} u^T (f'_0(x) + \frac{1}{2} h_n^{2/p} u^T H_0(\zeta_{x,u}) u) du \right|
\]

Because of \( \int_{R^p} u_i K(u) du = 0 \) we obtain \( \sup_{x \in \mathcal{X}} |E[f_n(x)] - f_0(x)| \leq \frac{1}{2} C_3 C_4 h_n^{2/p} \)

Hence we have

\[
E \left[ \sup_{x \in \mathcal{X}} |f_n(x) - f_0(x)| \right] \leq \frac{C_2}{(2\pi)^p \sqrt{nh_n}} + \frac{1}{2} C_3 C_4 h_n^{2/p}
\]

and can summarize the results as follows:

**Theorem 2.** Assume that the conditions (K1) - (K6) and (Vf) are satisfied. Then

\[
P\left( \sup_{x \in \mathcal{X}} |f_n(x) - f_0(x)| \geq \beta_{n,\kappa} \right) \leq H(\kappa) \quad \forall \ n \in \mathbb{N}
\]
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where \( \beta_{n,\kappa} = \frac{\kappa}{\sqrt{\log n}} + \frac{C_2}{(2\pi)^p \sqrt{\log n}} + \frac{1}{2} C_3 C_4 h_n^{2/p} \) and \( H(\kappa) = 2e^{-\frac{\kappa^2}{2}} \).

**Proof.** Because of the triangle inequality we have

\[
\sup_{n \in \mathbb{N}} P(\sup_{x \in \mathcal{X}} |f_n(x) - f_0(x)| \geq \beta_{n,\kappa}) \leq \sup_{n \in \mathbb{N}} P(T_1 + T_{2.1} + T_{2.2} \geq \beta_{n,\kappa}).
\]

\[
\leq \sup_{n \in \mathbb{N}} P\left(T_1 + \frac{C_2}{(2\pi)^p \sqrt{\log n}} + \frac{h_n^{2/p} C_3}{2} \geq \beta_{n,\kappa}\right)
\]

\[
= \sup_{n \in \mathbb{N}} P\left(\sup_{x \in \mathcal{X}} |f_n(x) - f_0(x)| - \mathbb{E}\left[\sup_{x \in \mathcal{X}} |f_n(x) - f_0(x)|\right] \geq \frac{\kappa}{\sqrt{\log n}}\right)
\]

\[
\leq 2e^{-\frac{\kappa^2}{2}}. \quad \square
\]
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