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1 Introduction

The development of metamaterials was driven by the desire to achieve artificial materials with optical properties inaccessible by natural available media. Natural isotropic homogeneous materials are characterized by a frequency dependent permittivity $\varepsilon(\omega)$ and permeability $\mu(\omega)$. Both describe the response of the material to an electromagnetic field, where $\varepsilon(\omega)$ accounts for the electric polarization induced by an electric field and $\mu(\omega)$ accounts for the magnetic polarization induced by a magnetic field. In the optical domain, where the magnetic susceptibility $\chi_m(\omega) = \mu(\omega) - 1$ is vanishing, the permeability is a constant $\mu(\omega) = 1$. Metamaterials (MMs) are understood to break this limit by offering a frequency dependent permeability $\mu(\omega)$. Moreover, the reals parts of $\varepsilon$ and $\mu$ may become even arbitrarily large or extremely small and also negative. Hence, the complete space of optical properties formed by both (see Fig. 1.1) can be accessed [1]. One of the first publications speculating in particular about media with both, the permittivity and the permeability being negative, has been presented by Victor Veselago in 1968 [2]. For a long time, this work was almost forgotten until John Pendry came up in 2000 with the idea to use a slab of a medium with $\varepsilon = -1$ and $\mu = -1$ as a perfect lens [3]. This was motivated by research on effective magnetism arising from inherently non-magnetic structures [4,5]. With more than 3000 citations (end of 2010) his proposal of the perfect lens can be understood as the birth and the main driving force of MM’s research.

In his seminal work [2] Veselago concluded, that a medium would have dramatically different propagation characteristics stemming from the change in sign of the phase velocity. This renders the appearance of many physical effects to be opposite to what we know about them from our daily life experience. It includes a reversal of both the Doppler shift and Cherenkov radiation, anomalous refraction, and even the reversal of radiation pressure to radiation tension [5]. The possibilities offered by MMs seem to be unlimited.

Beside the proposal of fancy devices like the hyperlens [6,7], the trapped rainbow [8], the perfect absorber [9] or the cloaking device [10–14], also general concepts were established like transformation optics [15, 16] and MMs with extreme parameters [1,17]. Surprising phenomena were revealed like metamaterials with simultaneous negative group and phase velocity [18], giant optical activity [19–21] or asymmetric transmission [22–26]. A lot of efforts were made to investigate the properties of chiral metamaterials [27–31] after Pendry’s
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Proposal of negative refraction due to chirality [32]. Metamaterials were even shown to allow for an enhancement of nonlinear effects [33–38].

This list can be extended almost arbitrarily, since even most simple systems like plane layers of negative index MMs show astonishing effects like guides modes with zero group velocity [8,39,40] or bounded surface states irrespective of the polarization [39,41]. MMs simply seem to be the holy grail for the design of optical devices with unprecedented functionalities.

But how to realize such materials? To be described by effective optical properties the entities, often called metaatoms, comprising the MMs have to be small compared to the wavelength. Hence, the aim is to create metaatoms that provide, either already as single elements or upon interaction with each other, the desired optical property or functionality.

![Optical parameter space](image)

Figure 1.1: Optical parameter space spanned by the real parts of the permittivity \(\varepsilon\) and the permeability \(\mu\). MMs are understood to access the overall parameter space, whereas natural materials are restricted to the red line at optical frequencies. The real part of the refractive index becomes negative where both the real part of \(\varepsilon\) and \(\mu\) are simultaneously negative for lossless MMs. For lossy materials, the condition for a negative refractive index becomes more complicated (if \(\Re(n) < 0\) if \(\Re(\varepsilon) \cdot \Im(\mu) + \Re(\mu) \cdot \Im(\varepsilon) < 0\)) [42–45]. MMs with large permittivity/permeability are called 'materials with extreme parameters'.

Thinking of MMs as periodically arranged metaatoms, these are supposed to act similar to natural crystals but to offer optical properties beyond their natural analogues.

At the beginning of their investigation the focus was on artificial magnetism. Probably the first metaatom proposed to show a resonance enhanced artificial magnetism in the microwave domain was the Split Ring Resonator (SRR) [4, 46, 47]. There, the SRR is made of a conducting material, and the slits in the ring allow for a resonantly enhanced current driven by the external field. Whereas for millimeter waves an experimental realization of the structure is rather easily accomplished by well developed fabrication techniques, transferring these concepts towards the optical domain remained a cumbersome issue for several reasons.
At first and by assuming non-dispersive constituent materials, the ratio of the unit cell size to the wavelength must remain small and constant to obtain a certain resonance frequency. Hence, the structure sizes have to scale inversely with the desired resonance frequency, eventually becoming challengingly small for optical frequencies. And at second with an increasing operational frequency the intrinsic material dispersion tends to be increasingly important, and limits the scaling behavior of the resonances fundamentally [48]. Whereas by adjusting the geometrical size of the SRR it is possible to increase the resonance frequency towards to infrared regime (IR) [49,50], tremendous further efforts were made to realize MMs showing an artificial magnetism also in the optical domain [51]. Some kind of breakthrough and today one of the most extensively used designs showing artificial magnetism in the optical domain is the fishnet MM [52], which is investigated in detail in chapter 4. Although all the aforementioned structures are composed of conducting materials, which are characterized by resonantly driven current distributions, it is worth to mention that alternative concepts for achieving artificial magnetism using high permittivity materials exist [53–56]. They can be treated analogously with the methods proposed later on but are not discussed in detail here.

All of the structures have in common, that the metaatoms they are made of are small compared to the wavelength, where topological resonances are exploited to achieve a wide range of effective optical properties. Hence, a lower limit for the smallness of the metaatoms compared to the wavelength exists if topological resonances are to be exited reasonably. This will have a tremendous influence on the applicability of effective media approaches, as is shown in this work.

Although these considerations suggest a certain understanding of MMs, a straightforward definition of what exactly should be considered as a MM remains a subtle issue [57]. It is important to distinguish it from terms and topics like photonic crystals, plasmonics and nanooptics. In the most general sense of understanding MMs as structures, which are designed to control the light propagation, these fields of research are indistinguishable from MMs. On the other hand, defining man-made materials to be MMs, only if an effective homogeneous medium description of these systems is valid, is too restrictive, as is shown in chapter 4. So MMs can be defined as systems that are composed of functional elements (metaatoms/metamolecules), which are small compared to the wavelength and characterized by topological resonances, with the averaged distance between the metaatoms being also small compared to the wavelength and which are intended to affect the characteristics of light propagation effectively.

In the context of MMs research, it is also necessary to discuss the role of spatial dispersion (SD). Whereas a frequency dependence of optical parameters, known as frequency dispersion, is well understood and accepted, for MMs it might be necessary to take into account a dependency of the optical parameters on the wavevector $k$, too. This dependency is called
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Spatial dispersion [58]. It is understood to take into account the effects of the finite length scales in a MM, i.e. the metaatoms and their average distance are not infinitesimal small compared to the wavelength, in general. The issue of SD entered the understanding of MMs by a legendary footnote of Landau and Lifshitz in their famous course on theoretical physics (see [59], §103). They state, that ‘[…] die Permeabilität $\mu$ im optischen Frequenzbereich ihren Sinn verliert. In diesem Bereich sind im Allgemeinen die Effekte, die mit einer Abweichung der magnetischen Permeabilität von 1 verbunden sind, nicht von den Effekten der räumlichen Dispersion in der dielektrischen Funktion zu unterscheiden.’ That essentially happens due to the impossibility to distinguish the physical origin of the magnetization currents $\nabla \times \mathbf{M}$ and the polarization current $\partial_t \mathbf{P}$ at large frequencies, where it becomes more meaningful to simply include all field matter interactions into a complex, spatially dispersive permittivity $\varepsilon(\mathbf{k}, \omega)$ with $\mu = 1$ (see [59], §79). Vice versa, a complex, spatially dispersive response might be linked to an artificial magnetism. The framework of SD sets the basement for the theoretical description of MMs nowadays. This theoretical framework is used to determine the most general form of local constitutive relations for a certain class of systems and the role and understanding of SD is discussed comprehensively in chapter 2.

For the present thesis the question of characterizing MMs is of utmost importance. In particular, the characterisation in terms of an effective description by means of material parameters, which describe the response of the medium to an electromagnetic field, or wave parameters, which describe the properties of the waves propagating in the medium, is in the focus. Here, several approaches exist. At first, the classical effective medium approaches (a broad overview is provided by the book of Ari Sihvola [60] and the contributions of R. Ruppin [61,62]). These approaches are in particular applicable to systems composed of metaatoms, which are very small compared to the effective wavelength and are hence operating in the so called quasi-static regime. Although these approaches are well developed and rigorous, they generally suffer from the necessity of having analytical solutions for the response (basically the polarizabilities) of the metaatoms at hand. However they can be used to determine the effective optical properties of more complex metaatoms, too, once the polarizability is calculated e.g. numerically [63]. In the same manner so called multipole approaches might be applied to determine the effective optical properties [64,65] (see also chapter 2). A lot of efforts were made to analyze the multipolar response of metaatoms recently [63,66–69]. Also extensions of these methods beyond the quasi-static regime in particular by assuming given dipole polarizabilities were put forward [70–73]. The second class contains methods based on the direct averaging of the numerically calculated electromagnetic fields [74–79]. However, these approaches are rarely employed due to obvious difficulties in determining the overall electromagnetic fields sufficiently precise and inherent drawbacks [4]. The third approach, which is commonly applied nowadays, relies on the inversion of the scattering coefficients...
obtained at finite systems of MMs (see the detailed discussion in chapter 3). Although originally proposed by Nicholson, Ross and Weir already in 1970’s [80, 81] this approach attracted great attention only after the proposition by D.R. Smith et al. in 2002 [82], to whom the S-parameter retrieval is mainly attributed. This approach was later on extended by several authors and is as much discussed controversial as it is used for the characterisation of MMs (see chapter 3 for further details). In particular, the range of applicability of the method and the physical meaning of the retrieved parameters was at the focus of many scientific publications [71, 83–90]. In this thesis the original proposal is extended to oblique incidence and also to chiral MMs. In particular the retrieval for oblique incidence provides a tool to test for the reasonability of the effective material parameters. This algorithm is also discussed in the language of periodic media, providing ultimate limitations of its applicability.

Contrary to the aforementioned approaches aiming at a determination of the effective optical parameters, more general approaches were recently put forward, that focus on the characterisation in terms of symmetry and characteristic scattering. A comprehensive introduction and detailed review can be found in the PhD theses of Eric Plum [91] and Christian Helgert [92]. Instead of retrieving effective optical parameters, MMs are studied and classified here in terms of their symmetry related characteristic scattering properties. Solely based on symmetry considerations it is possible to determine the general form of the reflection and the transmission matrix and hence all effects e.g. on the polarization state of scattered light are known in general. Chapter 5 introduces to that approach and presents a scheme to classify all periodic MMs. The presented method is, in particular, advantageous for complex shaped metaatoms, which manipulate the state of polarization in a complex manner and for which a description in terms of effective optical parameters is too complicated. Besides, it circumvents any subtleties regarding the physical meaning and focusses application oriented on the response to be tailored.

The present thesis is organized in 4 main chapters, where each can be read and understood on its own consistently. In chapter 2 basic consideration on the understanding of the macroscopic Maxwell equations as applied to MMs are made. In particular the necessary local constitutive relations are derived and discussed. Chapter 3 focusses on the determination of effective optical properties within the framework of the S-parameter retrieval making explicit use of the constitutive relations derived before. The S-parameter retrieval is discussed in the language of photonic crystals, providing a clear picture of its applicability to MMs. In chapter 4 the S-parameter retrieval is applied to discuss the optical properties of prominent negative index MMs, where emphasize is put on the physical meaning of the retrieved parameters. Eventually in chapter 5 an efficient alternative approach being suitable in particular for complex shaped, polarization manipulating structures is proposed and discussed in detail.
2 Setting the stage - deriving the constitutive relations

In this chapter the equations governing light propagation in homogeneous media are derived. In the framework of this thesis particularly the transition from microscopic to the macroscopic Maxwell equations for systems composed of localized particles is explained and discussed. Thereby we basically follow the statements given in [93–95]. The main focus is set here on the derivation of local constitutive relations to shed light on the origin of artificial magnetism, which is potentially the main driving force for metamaterial research.

Starting point is the set of microscopic Maxwell equations in the presence of localized currents and charges

\[
\begin{align*}
\nabla \cdot \mathbf{e}(\mathbf{r}, t) &= \frac{\eta(\mathbf{r}, t)}{\varepsilon_0}, \\
\nabla \times \mathbf{b}(\mathbf{r}, t) - \frac{1}{c^2} \frac{\partial \mathbf{e}(\mathbf{r}, t)}{\partial t} &= \mu_0 \mathbf{j}(\mathbf{r}, t) \\
\n\nabla \cdot \mathbf{b}(\mathbf{r}, t) &= 0, \\
\n\nabla \times \mathbf{e}(\mathbf{r}, t) + \frac{\partial \mathbf{b}(\mathbf{r}, t)}{\partial t} &= 0.
\end{align*}
\]

(2.1) (2.2)

The quantities given by small letters are microscopic quantities, namely the electric and the magnetic field \(\mathbf{e}(\mathbf{r}, t)\) and \(\mathbf{b}(\mathbf{r}, t)\) and the charge and current density \(\eta(\mathbf{r}, t)\) and \(\mathbf{j}(\mathbf{r}, t)\). \(\mu_0\) and \(\varepsilon_0\) are the vacuum permeability and the vacuum permittivity. The first set of equations (2.1) are the inhomogeneous equations and the second set (2.2) are the homogeneous ones. The fields as well as the currents and charges are coupled and have to be solved self-consistently in general. However, solving this set is an impossible venture due to the generally large number of microscopic entities. Fortunately, the problem can often be simplified while considering the fields as well as the matter by means of smeared out quantities leading to macroscopic equations for the averaged fields and matter distributions. The requirement on the fields as well as on the matter to allow for this homogenization is a small variation of the averaged quantities in space with respect to each other. In a sufficiently small volume that still contains a large numbers of particles, the averaged fields have to be approximately constant. Different ways to derive these macroscopic equations might be considered, namely either a so called multipole approach or a phenomenological approach. Both will be discussed below. However, the final aim are equations describing the matter as a homogeneous medium, where the applicability of the homogenization will be judged by verifying the predictive power from...
case to case. Without specifying the averaging scheme here (see e.g. [93,96]), we will simply give the system of macroscopic equations

\[ \nabla \cdot E(r,t) = \frac{\rho(r,t)}{\varepsilon_0}, \quad \nabla \times B(r,t) - \frac{1}{c^2} \frac{\partial E(r,t)}{\partial t} = \mu_0 J(r,t) \quad (2.3) \]

\[ \nabla \cdot B(r,t) = 0, \quad \nabla \times E(r,t) + \frac{\partial B(r,t)}{\partial t} = 0, \quad (2.4) \]

where \( E = \langle e \rangle, \ B = \langle b \rangle, \ \rho = \langle \eta \rangle \) and \( J = \langle j \rangle \) are spatially but not temporally averaged quantities. These equations as well as their derivation will be the subject of the following sections, where emphasis is put to establish the relation to the field of metamaterials as it is important to the present thesis.

We proceed as follows. At first, the derivation is made by means of the multipole approach, which is most intuitive and less abstract. The multipole approach is in particular advantageous for media composed of localized structures. This excludes the description of plasma, which have to be treated separately by a different approach (hydrodynamic equations for the induced current [97–99]). At second we choose a phenomenological approach, which is rather abstract but completely general. Also, this approach accentuates possible ambiguities with respect to the definitions of the material fields (\( D, H \)) and stresses offered possibilities. Since we do not want to deal explicitly with the modeling of the multipolar response, the latter approach will be discussed in greater detail and the relation between both approaches will be evinced. The phenomenological approach will be of major importance, since its more general results serve as a prerequisite for the description of light propagation in the following. Eventually, it provides a derivation and justification of an adequate description for media, that show an artificial magnetic response - the main driving force for bulk metamaterials [100–104] at all.

### 2.1 The multipole approach

The transition from microscopic to macroscopic Maxwell equations, the averaging and homogenization of natural microscopic systems, is investigated by many authors in numerous publications. Probably most renowned is the work of Russakoff [96] and Mazur and Nijboer [105]. Comparing different approaches it remains hard to bring them down to a common denominator, although leading basically to the same results, i.e. the well known set of macroscopic Maxwell equations. In the following we will therefore recapitulate the essential points and clear up possible misconceptions.

The most intuitive but mathematically most challenging way consists in the time-dependent multipole expansion of the electromagnetic potentials of the localized charge and current distributions, leading to an expansion series of the averaged densities [95]. The essence is
summarized and interpreted as follows:

Take discrete volumes $v_i$, especially the volume containing a single localized object $i$, and expand the charge and current density in $v_i$ into a multipole series. The situation is schematically shown in Fig. 2.1, where the blue squares represent the complex charge and current densities. Every localized object is now described and conceptually replaced by its multipole moments (red circles in Fig. 2.1), where the expansion is made at a reasonably chosen origin relative to the localized object. Now the averaging is performed over a larger volume $V = \bigcup v_i$ containing a larger number of small volumes $v_i$. The average of every single moment gives the moment density in that area, where $V$ is still small compared to the wavelength (green squares with volume $V$ in Fig. 2.1). Here the smallness is essential, because it is obviously meaningless to average over (in extreme) a whole period where all averaged quantities except the monopole contribution will vanish (see also Fig. 2.2). That means, in particular, that the densities and the fields in each volume $V$ have to be approximately constant. The fields and densities are then de facto discretized.
In fact, only for amorphous systems it is necessary to perform the average on a superset $V$ to smear out and hence to remove possible inhomogeneities. For periodic media we can simply choose for the unit cell volume $V_{\text{cell}} = V$ and determine the multipole moment there. The multipole moment densities are given by normalization to the volume of the unit cell. Hence, the requirements on the homogenization of a periodic structure are weaker in general compared to amorphous systems composed of identical molecules or metaatoms. Here, the averaged fields are discretized on the lattice. The lattice period, however, must be small compared to the effective wavelength of the medium to avoid an under-sampling of the fields. Therefore, the unit cell must be at least several times smaller than the wavelength (rigorously speaking at least half of the wavelength; see Fig. 2.2).

Figure 2.2: Upper row: averaging procedure for periodic structures as shown in Fig. 2.1. The squares and circles form the unit cells. Lower row: Schematic drawing of the density and field-variation across the periodic structure. The densities depend per definition linear on the field. Both quantities can be understood as being discretized. Therefore, a field variation below $\lambda/2$ cannot be resolved anymore, setting the upper bounds for a meaningful homogenization.

Note that the moment densities of the induced charges and currents are of course inhomogeneous across the entire structure since the generating field may be inhomogeneous. Contrarily, the corresponding multipole polarizability densities are homogeneous.

To consider the space formally as being discretized may seem paradox, if only continuous quantities are used finally. However, this has two important conceptual advantages with respect to the understanding and interpretation of the equations. On one hand, it is clear that a minimal wavelength exists for which the description of the medium as a homogeneous one is just valid. On the other hand, the underlying physical space is necessarily inhomogeneous. This is in particular advantageous for the understanding of spatial dispersion, i.e. the non-local dependency of the medium response to external electromagnetic fields. If the physical space would be perfectly homogeneous, only dipole moments could be induced and hence the response would be purely local. The introduction of spatial dispersion allows to describe an essentially inhomogeneous medium as a homogeneous one. Therefore, the concept of spatial
dispersion might be understood as a kind of perturbation ansatz, where only weak spatial dispersion is meaningful for crystals [58].

The issue of determining the effective properties is now shifted to the determination of the multipole densities depending on the self-consistent field. Any modeling of the densities is beyond the scope of this text and we refer to the work of J. Petschulat et al. [64,65,106,107].

Alternatively, and given here only for the sake of completeness, the fields of the mesoscopic system (rigorous treatment of the fields in periodic sub-wavelength structures) might be calculated directly. After performing an appropriate averaging the effective properties might be extracted from the averaged fields [74–79]. These approaches are usually termed dynamic homogenization in particular in contrast to the static or quasi-static treatment [60].

We content ourselves with an formal solution to the expansion and simply present it here as used later on. Apart from that, the reader is referred to the book of Raab and de Lange [95].

With the charge density being expanded into a multipole series, the inhomogeneous divergence equation reads as

$$\rho_{\text{ext}}(r,t) = \partial_i \left( \varepsilon_0 E_i + P_i - \frac{1}{2} \partial_j Q_{ij} + \frac{1}{6} \partial_k \partial_j Q_{ijk} + \ldots \right) = \partial_i D_i(r,t). \quad (2.5)$$

The overall charge density $\rho(r,t)$ is separated into the external $\rho_{\text{ext}}(r,t)$ and the induced charge density $\rho_{\text{ind}}(r,t)$, where the induced part is rewritten as the divergence of the multipole densities. Here $P(r,t)$ is the electric dipole density, $Q_{ij}(r,t)$ is the electric quadrupole density and $Q_{ijk}(r,t)$ the electric octupole density. Note that the densities beyond the dipole order are contributing to the overall induced charge density by means of their spatial derivatives. This equation implicitly defines the dielectric displacement $D(r,t)$, which contains besides the electric field $E(r,t)$ also all induced multipole contributions of the charge density.

With the current density being expanded analogously and with the help of the continuity equation, we get for the inhomogeneous curl equation:

$$\nabla \times \mathbf{H} = \varepsilon_{ijk} \partial_j \left( \mu_0^{-1} B_k - M_k + \frac{1}{2} \partial_l M_{kl} + \ldots \right) = \ldots$$

$$\ldots = J_{\text{ext},i} + \frac{\partial}{\partial t} \left( \varepsilon_0 E_i + P_i - \frac{1}{2} \partial_j Q_{ij} + \frac{1}{6} \partial_k \partial_j Q_{ijk} + \ldots \right) = \left( J_{\text{ext},i} + \frac{\partial D}{\partial t} \right)_i. \quad (2.6)$$

Again, the external part of the current was separated and an expansion of the induced part was performed. Besides the temporal derivatives of the electric multipole densities, some terms are obtained, which are a priori divergence free. In the truncated form of the series given here these are the magnetic dipole density $M$ and the magnetic quadrupole density $M_{kl}$, which enter the equations again by their spatial derivatives. The magnetic field $\mathbf{H}$ as defined here contains next to the magnetic induction $\mathbf{B}$ all magnetic multipole densities.
The truncation orders of the charge and current densities are coupled. I.e., if magnetic quadrupole terms are retained one consistently has to take into account electric octupolar contributions, too. Both are on the same order of the multipole expansion \[95\].

As already given on page 25f in \[95\] the definition of $D$ and $H$ is not unique. Assuming time-harmonic fields or performing the transition to frequency space (Fourier transformation), respectively, one can also define:

\[
D_i'(r, \omega) = \varepsilon_0 E_i(r, \omega) + P_i(r, \omega) - \frac{1}{2} \partial_j Q_{ij} + \frac{1}{6} \partial_k \partial_j Q_{ijk} + \frac{i}{\omega} \varepsilon_{ijk} \partial_j \left( M_k - \frac{1}{2} \partial_l M_{kl} \right) + \ldots \tag{2.7}
\]

and

\[
B_i'(r, \omega) = \mu_0 H_i(r, \omega). \tag{2.8}
\]

However, these new definitions ($D', B'$) contain no new physics. In fact, for the bulk medium the definitions of $D$ and $H$ are even arbitrary and must not be introduced at all. In chapter 7 of \[95\] it is already discussed how to use this ambiguity to obtain the most simple equations, that lead in particular to physically meaningful results. This issue is beyond the scope of this paragraph and will be discussed from a more abstract point of view in the following section.

### 2.2 The phenomenological approach

In the following we will at first use the averaged equations (2.3) and (2.4) as initial assumption and introduce the corresponding constitutive relations analogously to the basic electrodynamics courses. This serves as an easy introduction for the reader to the more abstract considerations later on. It will turn out, that several problems for complex materials and ambiguities in the definitions of the response fields occur. The considerations serve as a prelude to deduce the most general response for reciprocal media. Then the important limit of weak spatial dispersion will be elaborated. In particular, the origin of a possible artificial magnetic response and the most general local constitutive relations will be identified. At first, the averaged charge density is separated into an induced part and a free or external part \[93\], respectively, i.e.

\[
\rho(r, t) = \rho_{\text{ind}}(r, t) + \rho_{\text{ext}}(r, t). \tag{2.9}
\]

Since an integration of the averaged charge density over the entire volume yields the overall charge

\[
Q = \int_V (\rho_{\text{ind}} + \rho_{\text{ext}}) dV = Q_{\text{ext}}, \tag{2.10}
\]

the induced part can be written as the divergence of a vector field $P(r, t)$

\[
\rho_{\text{ind}}(r, t) = -\nabla \cdot P(r, t), \tag{2.11}
\]
where \( P(r,t) \) is not necessarily the dipole density but it describes a general polarization density. The averaged current is separated into one part, which takes into account the induced polarization charges, and another part, which replaces closed circulating currents, that are per definition divergence free. The latter one describes e.g. any response of magnetic moments. For the current we have
\[
J(r,t) = J_{\text{ind}}(r,t) + J_{\text{magn}}(r,t) + J_{\text{ext}}(r,t). \tag{2.12}
\]
By using the continuity equation
\[
\nabla \cdot J(r,t) + \frac{\partial \rho(r,t)}{\partial t} = 0 \tag{2.13}
\]
we have for the different parts of the averaged current:
\[
\nabla \cdot \left( J_{\text{ind}} - \frac{\partial}{\partial t} P \right) = 0, \quad \nabla \cdot J_{\text{ext}} + \frac{\partial \rho_{\text{ext}}}{\partial t} = 0, \quad \nabla \cdot J_{\text{magn}} = 0. \tag{2.14}
\]
The last equation is fulfilled trivially by an arbitrary, differentiable vector field \( M \) and we can define
\[
J_{\text{magn}}(r,t) = \nabla \times M(r,t). \tag{2.15}
\]
Again, \( M(r,t) \) is not necessarily a magnetic dipole density. Since the divergence of the magnetic part of the current is vanishing, this part may be identified with the closed circulating currents of all kind and in particular, if only magnetic dipoles are existing, with the magnetic dipole density \([59,93,97]\). \( J_{\text{ind}} = \partial_t P \) is often called polarization current.

The separation of the current is commonly performed in the context of the transition from microscopic to macroscopic electrodynamics \([59,93]\). In fact, it is only meaningful, if justified by the appearance of magnetizable media, i.e., if the magnetization \( M(r,t) \) is a function of the magnetic field only. In the optical domain such a magnetic response is unlikely, since the entities carrying the magnetic moments cannot follow the fast oscillations of the electromagnetic field (see \([59], \S 79\)).

Very generally the quantities \( P(r,t) \) and \( M(r,t) \) which are introduced formally above, can be identified and physically interpreted with the electric and magnetic dipole densities only retrospectively by comparison with the multipole approach. Assuming that all higher induced moments are vanishing is equivalent to the quasi-static limit, which means, that the response of all entities is driven completely by the local field. In the limit of \( k \to 0 \) only materials that are intrinsically magnetic might show a non-vanishing magnetic dipole density. Later on, we will identify the physical origin of artificial magnetism in the optical domain.

Starting with the above definitions of the fields \( P \) and \( M \), the induction fields \( D \) and \( H \) can be defined as:
\[
D(r,t) = \varepsilon_0 E(r,t) + P(r,t) \quad \text{and} \quad H(r,t) = \mu_0^{-1} B(r,t) - M(r,t) \tag{2.16}
\]
where the material response is described entirely by means of $\mathbf{P} = \mathbf{P}(\mathbf{E}, \mathbf{B})$ and $\mathbf{M} = \mathbf{M}(\mathbf{E}, \mathbf{B})$. The equations for $\mathbf{D}$ and $\mathbf{H}$ are termed constitutive relations. This leads to inhomogeneous Maxwell equations of the form

$$
\nabla \times \mathbf{H}(\mathbf{r}, t) = \frac{\partial \mathbf{D}(\mathbf{r}, t)}{\partial t} + \mathbf{J}_{\text{ext}}(\mathbf{r}, t)
$$

(2.17)

and

$$
\nabla \cdot \mathbf{D}(\mathbf{r}, t) = \rho_{\text{ext}}(\mathbf{r}, t).
$$

(2.18)

Together with the homogeneous equations (2.4) and the constitutive relations (2.16) they build the complete set of field equations.

As already mentioned in the context of the multipole approach the definitions for $\mathbf{D}$ and $\mathbf{H}$ (2.16) are not unique. In fact, the field equations are invariant under the transformation:

$$
\mathbf{D}'(\mathbf{r}, t) = \mathbf{D}(\mathbf{r}, t) + \nabla \times \mathbf{Q}(\mathbf{r}, t), \quad \text{and} \quad \mathbf{H}'(\mathbf{r}, t) = \mathbf{H}(\mathbf{r}, t) + \frac{\partial \mathbf{Q}(\mathbf{r}, t)}{\partial t}
$$

(2.19)

with an arbitrary but differentiable vector field $\mathbf{Q}(\mathbf{r}, t)$. Hence, the fields $\mathbf{P}$ and $\mathbf{M}$ are not unique, too. On one hand, the separation of the induced current becomes arbitrary and on the other it is only meaningful, if physically motivated. The only relevant modification of such a transformation concerns the boundary conditions, which have to be used. In fact, that is the important advantage of such transformations. Exactly this type of transformation will be used below to obtain simple boundary conditions.

For optical frequencies or more generally speaking for all non-magnetic materials, it is neither possible nor necessary to perform a separation of the induced current into the polarization and the magnetization current. I.e., the overall response can be put in a single induced current. We therefore rewrite the equations in frequency space as:

$$
\nabla \times \mathbf{E}(\mathbf{r}, \omega) = i\omega \mathbf{B}(\mathbf{r}, \omega), \quad \frac{1}{\mu_0} \nabla \times \mathbf{B}(\mathbf{r}, \omega) = -i\omega \mathbf{E}(\mathbf{r}, \omega) + \mathbf{J}_{\text{ind}}(\mathbf{r}, \omega) + \mathbf{J}_{\text{ext}}(\mathbf{r}, \omega)
$$

(2.20)

$$
\varepsilon_0 \nabla \cdot \mathbf{E}(\mathbf{r}, \omega) = \rho_{\text{ind}}(\mathbf{r}, \omega) + \rho_{\text{ext}}(\mathbf{r}, \omega), \quad \nabla \cdot \mathbf{B}(\mathbf{r}, \omega) = 0,
$$

(2.21)

where the transition to frequency space is performed via Fourier transformation being defined as:

$$
\mathbf{E}(\mathbf{r}, \omega) = \int_{-\infty}^{\infty} \mathbf{E}(\mathbf{r}, t)e^{-i\omega t} dt.
$$

(2.22)

One formally defines

$$
\mathbf{D}(\mathbf{r}, \omega) = \varepsilon_0 \mathbf{E}(\mathbf{r}, \omega) - \frac{\mathbf{J}_{\text{ind}}(\mathbf{r}, \omega)}{i\omega}, \quad \mathbf{H}(\mathbf{r}, \omega) = \frac{\mathbf{B}(\mathbf{r}, \omega)}{\mu_0}.
$$

(2.23)

The overall response is driven by the electric field [108, 109] and we can write formally:

$$
\mathbf{J}(\mathbf{r}, \omega) = \int_V \bar{R}(\mathbf{r}, \mathbf{r}', \omega) \mathbf{E}(\mathbf{r}', \omega) dV'
$$

(2.24)
with the overall volume $V$ of the medium. The response tensor $\overline{R}(r, r', \omega)$ describes in a very abstract and general form the averaged response of the medium upon the electric field $E$. In this form even possible boundaries of the medium and even inhomogeneous media are described correctly. However, this form is as impracticable as general. In fact, such a representation is only evident in the context of microscopic fields, since it appears paradox to speak about an averaged, homogeneous response if the response tensor is still explicitly depending on $r$ and $r'$. Under the assumption of a homogeneous and ideally infinitely extended medium it simplifies to

$$J(r, \omega) = \int_V \overline{R}(r - r', \omega)E(r', \omega)dV'.$$ (2.25)

The response in now depending only on the difference $r - r'$, i.e. the response (induced current) is given by a convolution of the response tensor with the exciting electric field. Again it is advantageous to consider the physical space as being discretized on the microscopic or mesoscopic level, since the assumption above is obviously justified if only discrete lattice points $r$ are allowed for periodic media.

Assuming, that the response of the medium at a certain point depends only on the actual value of the electric field at that position, the response is said to be local. Different unit cells within the structure are then identical to those at the boundary. If, however, the response depends also on the environment, i.e. neighboring unit cells, no hard boundaries of the homogeneous medium exist. In the simplest case there exists a transition region, which is modeled, even if the structure is isotropic, as an anisotropic layer called Drude transition layer [71, 110, 111]. Such transition layers are important not only on a mesoscopic but also on a microscopic scale and were taken into account already in the early beginning of effective medium theories [112], although their influence for natural media is quite negligible. Some schemes aiming at the determination of effective parameters take these layers phenomenological into account [113]. Note, that within the discretized media picture the macroscopic fields are discretized on the lattice of the periodic structure, too.

Considering the response of a single complex entity it seems to be contradictory to assume, that the response does not depend on neighboring unit cells and not on the local field $E(r)$ alone. This conflict is resolved by dropping the concept that a non-local response suggests a dependency of the response on the environment. It is better understood as the dependency of the response not only on the field at the position $r$ but also on arbitrary derivatives of the field at that point. This perception, however, does not exclude the dependency on the environment, since the continuously differentiable fields and its derivatives are determined by the environment. With this modified understanding, which is justified more detailed later on, a consistent understanding seems to be in reach.

Some remarks concerning the concepts above are necessary. Two important limiting cases
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exist, which require the introduction of a non-local response. At first, and even if there is no interaction between neighboring unit cells, if the response depends on spatial derivatives of the field and, physically speaking, higher order multipole moments may become important. And at second, if the response is depending on the environment, whereas the single molecules or metaatoms might have only electric and magnetic dipole moments, as it is e.g. for periodic structure with lattice periods that are not negligibly small compared to the wavelength [71]. In any case the non-locality is necessarily related to the ratio of wavelength to unit cell size and averaging volume, respectively.

Returning to the general form of the response in Eq. (2.25) we perform a Fourier transformation with respect to space and end up with:

$$ J(k, \omega) = \tilde{R}(k, \omega) E(k, \omega) $$

(2.26)

where the tensor $\tilde{R}(k, \omega)$ is the spatial Fourier transform of $R(r, \omega)$. In fact, we arrived here at the most general response of a homogeneous medium with

$$ D(k, \omega) = \epsilon_0 E(k, \omega) - \frac{1}{i\omega} \tilde{R}(k, \omega) E(k, \omega) = \epsilon_0 \tilde{\varepsilon}(k, \omega) E(k, \omega), $$

(2.27)

where the tilde indicates the tensorial nature of the permittivity $\tilde{\varepsilon}(k, \omega)$. The Maxwell equations in Fourier space $(k, \omega)$ are then given by:

$$ k \times E(k, \omega) = \omega B(k, \omega), \quad k \cdot D(k, \omega) = 0, $$

(2.28)

$$ k \times H(k, \omega) = -\omega D(k, \omega), \quad k \cdot B(k, \omega) = 0. $$

(2.29)

Hence, we can write for the wave equation for $E$:

$$ k \times k \times E(k, \omega) - \frac{\omega^2}{c^2} \tilde{\varepsilon}(k, \omega) E(k, \omega) = 0. $$

(2.30)

The solution to this eigenvalue equation results in a relation $\omega(k)$ - the dispersion relation of plane waves.

This form is as appealing as impracticable, since only light propagation in a homogeneous, infinitely extended medium can be described, whereas nothing can be said about the boundaries. To handle the interface problem, it is necessary to return to real space via Fourier transformation and to derive adequate transition conditions for the fields at the interfaces. To perform the transition to real space without the convolution integral, the response $\tilde{R}(k, \omega)$ is expanded into a three-dimensional Taylor series at $k = 0$. While retaining expansion terms of the second order it reads as

$$ \tilde{R}(k, \omega) \approx \tilde{R}_{ij}(k = 0, \omega) + \frac{\partial \tilde{R}_{ij}(k, \omega)}{\partial k_k} \bigg|_{k = 0} k_k + \frac{1}{2} \frac{\partial^2 \tilde{R}_{ij}(k, \omega)}{\partial k_k \partial k_l} \bigg|_{k = 0} k_k k_l $$

(2.31)
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\[ = -i\omega [a_{ij}(\omega) + a_{ijk}(\omega)k_k + a_{ijkl}(\omega)k_kk_l], \] (2.32)

where the factor \(-i\omega\) was separated for convenience and summation over repeating indices is assumed.

Here, some remarks are necessary. At first, for arbitrary small particles the response is local and depends on the field at the position \(r\) only. Its response is entirely expressed by the first term of the expansion. As soon as the variation of the field across the averaging volume is no longer negligible, the response depends in a slightly refined approximation on the wavevector \(k\), too. This is represented by the second term of the sum in Eq. 2.32. For particles that are even larger compared to the wavelength higher terms of the series may contribute in general as well. But generally the particles are small compared to the wavelength, since the averaging volume has to be small to allow for the homogenization. Therefore, the expansion is meaningful at \(k = 0\) only. Indeed the truncation of the series corresponds to a spatial filtering analogous to the truncation of the multipole expansion as we will see later on when comparing both approaches.

At second, certain relations are obtained for the coefficients. Due to the interchangeability of the spatial derivatives for continuously differentiable functions, the indices \(k, l, \ldots\) indicating spatial derivatives can be interchanged arbitrarily. Also, from the Casimir-Onsager-relations for reciprocal media we have \(a_{ij} = a_{ji}, a_{ijk} = -a_{jik}\) and \(a_{ijkl} = a_{jikl}\) and analogously for higher order terms [94].

The approximate expression for \(\tilde{R}(k, \omega)\) can now be reinserted into the current (2.26):

\[ J_i(k, \omega) \approx -i\omega [a_{ij}(\omega)E_j(k, \omega) + a_{ijk}(\omega)k_kE_j(k, \omega) + a_{ijkl}(\omega)k_jk_kE_j(k, \omega)]. \] (2.33)

Via inverse Fourier-transformation into real space we have:

\[ J_i(r, \omega) \approx -i\omega [a_{ij}(\omega)E_j(r, \omega) + a_{ijk}(\omega)\partial_kE_j(r, \omega) + a_{ijkl}(\omega)\partial_l\partial_kE_j(r, \omega)]. \] (2.34)

Therefore, we get for \( \mathbf{D} \):

\[ D_i(r, \omega) = [\varepsilon_0\delta_{ij} + a_{ij}(\omega)]E_j(r, \omega) + a_{ijk}(\omega)\partial_kE_j(r, \omega) + a_{ijkl}(\omega)\partial_l\partial_kE_j(r, \omega). \] (2.35)

Together with

\[ \mathbf{H}(r, \omega) = \mu_0^{-1}\mathbf{B}(r, \omega) \] (2.36)

these equations represent the constitutive relations for spatially dispersive media up to the second order spatial dispersion.

Note that the dielectric displacement \( \mathbf{D} \) depends not only on the electric field \( \mathbf{E} \), but also on its derivatives. This drastically changes the boundary conditions for the fields at interfaces. If \( \mathbf{D} \) is not related locally to \( \mathbf{E} \) anymore, we cannot conclude via

\[ \nabla \times \mathbf{H}(r, \omega) = -i\omega\mathbf{D}(r, \omega) \] (2.37)
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on the continuity of the tangential components of \( \mathbf{H} \). Hence, depending on the truncation order of the series, i.e. the number of derivatives of the electric field, additional boundary conditions (ABC) are required [94]. Their introduction is discussed controversially in the literature [114–118] and favorably avoided, whenever possible. Circumventing ABC’s is achieved by exploiting the freedom of choice for the definition \( \mathbf{D} \) and \( \mathbf{H} \) as already expressed in Eq. 2.19.

At first we focus on the first derivatives in Eq. (2.35). We choose for \( Q \):

\[
Q_i = \frac{1}{4} \varepsilon_{jlm}(a_{ilm} - a_{iml} + a_{mli}) E_j
\]  

(2.38)

so that we get for \( \mathbf{D} \) and \( \mathbf{H} \):

\[
D_i = \varepsilon_0 \varepsilon_{ij} E_j + i \xi_{ij} B_j + a_{ijkl} \partial_l \partial_k E_j, \quad H_i = \mu_0^{-1} B_i + \xi_{ji} E_j
\]  

(2.39)

where \( \varepsilon_0 \varepsilon_{ij} = \varepsilon_0 \delta_{ij} + a_{ij} \) and \( \xi_{ij} = \frac{\pi}{4} \varepsilon_{jlm}(a_{ilm} - a_{iml} + a_{mli}) \) with \( \varepsilon_{jlm} \) being the Levi-Civita symbol. Note, that \( \tilde{\xi}(\omega) \) as well as \( a_{ijkl}(\omega) \) are not dimensionless.

Assuming that the second order derivatives can be neglected, we are at the following bianisotropic constitutive relations

\[
\mathbf{D}(r, \omega) = \varepsilon_0 \tilde{\varepsilon}(\omega) \mathbf{E}(r, \omega) + i \tilde{\xi}(\omega) \mathbf{B}(r, \omega), \quad \mathbf{H}(r, \omega) = \mu_0^{-1} \mathbf{B}(r, \omega) + i \tilde{\xi}^T(\omega) \mathbf{E}(r, \omega).
\]  

(2.40)

Importantly, by this transformation (2.38) not only the constitutive relations are changed but also the corresponding boundary conditions. The solution of the electromagnetic problem, however, remains the same, independent of the particular choice of constitutive relations. For media with spatial dispersion up to this first order, whose constitutive relations do not contain spatial derivatives explicitly, the boundary conditions are the standard ones, i.e. the continuity of the tangential \( \mathbf{E} \) and \( \mathbf{H} \) components and of the normal \( \mathbf{D} \) and \( \mathbf{B} \) components. In fact, achieving these simple boundary conditions is the reason for performing this transformation.

Media that are characterized by a non-vanishing parameter \( \tilde{\xi} \neq 0 \) (chirality parameter) are termed chiral media due to a certain geometrical property. For the sake of simplicity let us assume an isotropic medium where \( \tilde{\xi} = \xi \mathbb{I} \). If the medium is mirror-symmetric, its optical properties remain the same under reflection, i.e. the material parameters including \( \xi \) are even upon space inversion. Since \( \mathbf{D} \) and \( \mathbf{B} \) behave different upon inversion (one is even, the other is odd), we must have \( \xi = 0 \) [94]. Hence, for mirror-symmetric (achiral) media \( \xi = 0 \). Mirror-asymmetric media are called chiral. In fact, the definition of chirality is more restrictive. A medium is called chiral, if its mirror image is not super-imposable with the original structure by a proper rotation. I.e., in the general anisotropic case the first derivatives do not vanish for directions where the structure is not mirror-symmetric, although the overall structure might be achiral. That is for example the case for media, that
have at most two orthogonal mirror planes like such as the SRR [46, 119]. Only in isotropic media the lack of a mirror symmetry in a certain direction means that there is no mirror symmetry at all, rendering the structure essentially chiral.

Since the relations given above are purely algebraic, it is always possible to determine two of them, if the other two are given. More commonly one defines accordingly:

\[ \mathbf{D}(\mathbf{r}, \omega) = \varepsilon_0 \tilde{\varepsilon}(\omega) \mathbf{E}(\mathbf{r}, \omega) + i \frac{1}{c} \tilde{k}(\omega) \mathbf{H}(\mathbf{r}, \omega) \] (2.41)

\[ \mathbf{B}(\mathbf{r}, \omega) = \mu_0 \tilde{\mu}(\omega) \mathbf{H}(\mathbf{r}, \omega) - i \frac{1}{c} \tilde{\kappa}^T(\omega) \mathbf{E}(\mathbf{r}, \omega), \] (2.42)

where the tensor of magnetoelectric coupling \( \kappa(\omega) \) is dimensionless as well as \( \varepsilon(\omega) \) and \( \mu(\omega) \).

The terms containing the second order derivatives are much more difficult to handle and an unique decomposition is possible only in case of an isotropic medium [58, 94, 120]. One can show, that the only isotropic differential operators are given by \((\nabla \nabla \cdot)\) and \((\nabla \times \nabla \times)\). Therefore, we have for isotropic media the constitutive relations:

\[ \mathbf{D} = \varepsilon_0 \varepsilon \mathbf{E} + i \xi \mathbf{B} + \beta \nabla \nabla \cdot \mathbf{E} + \gamma \nabla \times \nabla \times \mathbf{E} \] (2.43)

\[ \mathbf{H} = \mu_0^{-1} \mathbf{B} + i \xi \mathbf{E}. \] (2.44)

Since \( \nabla \times \mathbf{E} = i \omega \mathbf{B} \) we can try to find another transformation \( \mathbf{Q} \), which allows to transfer the second order derivatives into \( \mathbf{H} \). This is accomplished by choosing

\[ \mathbf{Q} = -\gamma \nabla \times \mathbf{E} = -i \omega \gamma \mathbf{B}. \] (2.45)

Together with

\[ \mu(\omega) = \frac{1}{1 - \omega^2 \mu_0 \gamma(\omega)} \] (2.46)

we have:

\[ \mathbf{D} = \varepsilon_0 \varepsilon \mathbf{E} + i \xi \mathbf{B} + \beta \nabla \nabla \cdot \mathbf{E}, \quad \mathbf{H} = \mu_0^{-1} \mu^{-1} \mathbf{B} + i \xi \mathbf{E}. \] (2.47)

We can conclude that magnetic properties of reciprocal media are manifestations of second-order spatial dispersion. That is the important message for research on metamaterials.

Let us assume that the parameter \( \beta \) is negligible. This is the case, if the structures are designed such, that the induced currents resemble clearly defined circular paths. In this case the electric quadrupole moment is negligible compared to the magnetic dipole moment. Compare e.g. the multipole moments of the cut-wire-plates and split ring resonators [63, 69]. If \( \beta = 0 \), we arrive at the most general constitutive relations for isotropic, local media.

Since in most cases the structures do not posses cubic symmetry (generally speaking symmetries leading to isotropic properties in the quasi-static limit), it is necessary to elaborate the case of anisotropic media. Here, the second order derivatives cannot be decomposed
as simply as in the isotropic case. Only requirements on the expansion coefficients can be derived, such that the response can be described by local constitutive relations. To obtain local constitutive relations with an anisotropic artificial magnetic response, we require only that the following identity holds:

\[
a_{ijkl} \partial_k \partial_l E_j = \sum_{j=1}^{3} \sum_{k=1}^{3} \sum_{l=1}^{3} \hat{a}_{ijkl} \partial_k \partial_l E_j = (\nabla \times [\hat{\gamma} \nabla \times \mathbf{E}])_i \tag{2.48}
\]

where we have assumed, that the tensor \( \hat{\gamma} \) can be diagonalized. The sum on the left is truncated, since we have \( a_{ijkl}(\omega) = a_{ijkl}(\omega) \). Comparing the coefficients results in:

\[
\begin{align*}
\hat{a}_{xxx} &= \gamma_{yy}, & \hat{a}_{xxx} &= -\gamma_{yy}, & \hat{a}_{xyxy} &= \gamma_{zz}, & \hat{a}_{xxyx} &= -\gamma_{zz} \\
\hat{a}_{yzyz} &= \gamma_{xx}, & \hat{a}_{yzz} &= -\gamma_{xx}, & \hat{a}_{gyyx} &= \gamma_{zz}, & \hat{a}_{gyxx} &= -\gamma_{zz} \\
\hat{a}_{zyzy} &= \gamma_{xx}, & \hat{a}_{zyzy} &= -\gamma_{xx}, & \hat{a}_{zxy} &= \gamma_{yy}, & \hat{a}_{zzzz} &= -\gamma_{yy}
\end{align*}
\]

where the underline means, that these coefficients are necessarily identical to fulfill relation (2.48). Note that the coefficients fulfill the following important relations:

\[ a_{ijkl}(\omega) = a_{ijkl}(\omega) \quad \text{and} \quad a_{ijkl}(\omega) = a_{ijkl}(\omega). \]

For media without magneto-electric coupling we have:

\[
D_i = (\varepsilon_0 \delta_{ij} + a_{ij}) E_j + a_{ijkl} \partial_k \partial_l E_j = \varepsilon_0 \varepsilon_{ij} E_j + (\nabla \times [\hat{\gamma} \nabla \times \mathbf{E}])_i. \tag{2.50}
\]

We then choose

\[ Q = \hat{\gamma} \nabla \times \mathbf{E}. \tag{2.51} \]

to get

\[
D_i(r, \omega) = \varepsilon_0 \varepsilon_{ij}(\omega) E_j(r, \omega) \quad \text{and} \quad H_i(r, \omega) = \mu_0^{-1} B_i + \gamma_{ij}(\omega) B_j = \mu_0^{-1} \mu_{ij}^{-1}(\omega) B_j(r, \omega). \tag{2.52}
\]

We can conclude that a medium, which is homogenizable and which can be characterized by weak spatial dispersion, might be described by local constitutive relations under some restrictions \((\beta = 0)\). On the other hand, it is always possible to transform local bi-anisotropic constitutive relations (at optical frequencies, excluding intrinsic magnetism) into constitutive relations with only a single but generally complicated spatially dispersive permittivity \([\varepsilon_{ij}(k, \omega)]\) [75, 118].

Eventually, a comparison between the expansion within the multipole approach and the phenomenological approach is performed. At first, is seems that there is a discrepancy
between the equations in both approaches. We have shown above in the context of the phenomenological approach, that an artificial magnetic response, can exist, which manifests itself in second order spatial dispersion. I.e., the response is related to the second order derivatives of the electric field. Such an magnetic response is often accompanied by an electric quadrupolar response. On the contrary, if the equations of the multipole expansion are considered, the electric quadrupole density as well as the magnetic dipole density are related to first order derivatives. Also, the manifestations of chirality are related to first order derivatives in the phenomenological picture, whereas in [95] the authors note, that chirality appears within 'magnetic-dipole' - 'electric-quadrupole' order. Obviously, e.g. quadrupoles may contribute in terms of first order as well as in second order but generally also within higher order spatial dispersion. The reason for the apparent conflict arises from the modeling of the microscopic dynamic of the multipole densities. This is explained at the example of an electric quadrupole. The primitive quadrupole moment $q_{ij}$ is defined as [95]:

$$q_{ij} = \int_V \rho(r)x_ix_j dV,$$

(2.53)

where $\rho(r)$ is the microscopic charge density. This density might depend on the actual value of the field at the position $r$, but also on arbitrary derivatives of the field, i.e.

$$\rho(r) = \rho(r(E, \nabla E, ...)).$$

(2.54)

Hence, the quadrupole moment will depend on the field as well as on its derivatives, too. The quadrupole moment appears in the expansion within the phenomenological picture in all terms with at least a single spatial derivative. A simple example can be found in [64]. There, the density depends on the gradient of the field and therefore the effective permittivity depends on the second derivatives.

As a more general conclusion, we can state, that the difference between both approaches finally lies in the ordering of the terms entering the constitutive relations. Whereas in the multipole approach the terms are sorted according to their physical appearance, i.e. the multipole moments, in the phenomenological approach they are sorted according to their impact in terms of derivatives. Hence, a direct comparison is only possible for a particular structure.

2.3 Chapter summary and concluding remarks

In the preceding chapter the derivation of the macroscopic Maxwell equations for homogeneous media was recapitulated. Emphasis was put on the non-uniqueness of the definition of the material fields $\mathbf{D}$ and $\mathbf{H}$. This non-uniqueness can be used to obtain a customized
form of the Maxwell equations, i.e. of the constitutive relations, leading to a simple form of the boundary conditions. Furthermore it was shown, that a complex, spatially dispersive material response can lead to an artificial magnetic response - the main driving force of metamaterials today.

To conclude on the applicability of the averaging and the expansion it is necessary to compare their predictions to the actual response. Hence, one has to consider each metamaterial of interest individually, whether the response can be described by homogeneous equations and effective material parameters or not. The discussion was expediently restricted to local effective material parameters. If the considered media cannot be described by these local effective parameters, it is better to refuse from using an effective homogeneous description. It is more appropriate to use the general framework of periodic media, i.e. to drop the assumption of a homogeneous medium and to work within an inhomogeneous description with all its subtleties. Describing the medium’s response with constitutive relations beyond the local ones leads to a cumbersome increase of effective tensorial parameters and the issue of additional boundary conditions remains, rendering such a description inefficient.

The constitutive relations for local effective materials derived above will be compared in the following chapters with the actual response of the certain systems and it is shown under which circumstances such an effective description can be applied.
3 The S-parameter retrieval

In the previous chapter the description of MMs in terms of local material parameters was motivated and possible constitutive relations were derived. The question remains, how to determine these material parameters for a particular MM. There exists a variety of methods dedicated to their calculation ranging from quasi-static [60] and integral methods [74–79] to those we will focus on here, namely the so called S-parameter retrieval (S-PR). By S-PR we want to understand the determination of effective material parameters form the complex reflection and transmission coefficients $R$ and $T$ of a slab with finite thickness. The basic idea is quite simple. Analytical expressions for the complex reflection and transmission coefficients are calculated for a slab of a medium obeying certain constitutive relations. Then these expressions are inverted to determine the material parameters. Depending on the assumed constitutive relations several pairs of $R$ and $T$ are in general necessary to obtain the complete set of material parameters. For example, for local isotropic media and also for local bi-isotropic media only a single pair of $R$ and $T$ is necessary, as will be shown in section 3.1 and 3.2. In its initial proposal by Nicholson, Ross and Weir [80,81] and later on by D.R. Smith et al. [82] the retrieval was established for normal incidence and scalar values of the effective permittivity and permeability. The extension to oblique incidence [88] and chiral structures was first reported by us [121] and D. H. Kwon [122], respectively. Furthermore, extensions to bianisotropic systems were proposed by Chen [123] and Kriegler [124], which are in particular suitable for the effective description of systems containing split ring resonators. Also versions taking into account surface layers [113], different terminations of the system [90], procedures applicable to half-spaces [125] and so called wave propagation methods [126, 127] were put forward. Here, however, the focus is on the retrieval from $R$ and $T$ at finite systems. The meaning of the reduction of $R$ and $T$ to a few parameters describing the physics of the basic light matter interaction is quite obvious highly appreciated, since $R$ and $T$ are depending even for a fixed frequency still on the polarization and the propagation direction, the shape of the structure and its size.

In the following sections expressions for the retrieval of the material parameters for anisotropic media with diagonal permittivity and permeability tensors for normal as well as oblique incident plane waves are derived for specific illumination directions. An analogous procedure to obtain the material parameters of an bi-isotropic slab system is elaborated
afterwards. Both systems are governed by local constitutive relations, i.e. the retrieval of effective material parameters will be restricted to those of a local medium. Furthermore, the retrieval of effective parameters at oblique incidence will provide a powerful tool to probe for the locality of the system under consideration. Namely, if the wave parameters $k$ and $\xi$, which are properties of the wave propagating inside the structure, cannot be reduced uniquely to the simpler set of material parameters, the slab system cannot be considered as a local medium.

After having elucidated the retrieval procedure of effective material parameters, the retrieval procedure is discussed from a periodic medium perspective in section 3.3. The reflection and transmission coefficients for periodically arranged unit cells, each consisting of an arbitrary number of stratified layers, are derived. It will be shown that the effective wave parameters $k$ and $\xi$ as retrieved from $R$ and $T$ are well defined for arbitrary symmetric systems. Hence, the retrieval of wave parameters at stratified media is proven to be essentially meaningful, whereas effective material parameters need not to be assigned in general. That scheme is then extended to the more important case of three-dimensional structures. It is equally shown that the wave parameters are usually well defined and the range of applicability of the retrieval to three-dimensional systems is discussed. The retrieved parameters are proven to be generally convergent for lossy systems with an increasing thickness of the structure. Their analogues with respect to the periodic medium perspective are identified. In particular the issue of the convergence of the effective parameters as a function of the thickness of the considered layer plays an important role for their physical interpretation. This necessarily asks for a discussion of the meaning of effective parameters depending on the thickness of the considered slab. In this summarizing section we also formulate some take home messages. They may serve as more basic guidelines to discuss the physics of effective properties in such systems.

### 3.1 The S-parameter retrieval for anisotropic metamaterials

In this subsection the complex reflection and transmission coefficients $R$ and $T$ for a slab of an biaxial anisotropic material are briefly derived and it is shown how to obtain the wave and eventually the material parameters by inversion of the analytic expressions for $R$ and $T$. In particular the choice of the correct signs for the wave parameters and issues related to the interpretation of the effective parameters are discussed in detail.

Starting by the assumption of a medium, that possesses three orthogonal mirror planes, each of them coinciding with two principal coordinate axes, we are dealing with the most
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The general local constitutive relations

\[ D_i(r, \omega) = \varepsilon_0 \varepsilon_{ij}(\omega) E_j(r, \omega), \quad B_i(r, \omega) = \mu_0 \mu_{ij}(\omega) H_j(r, \omega) \]  

(3.1)

with the electric field \( E \), the magnetic field \( H \), the electric displacement \( D \) and the magnetic induction \( B \). For this geometry the permittivity tensor \( \varepsilon_{ij}(\omega) = \varepsilon_i(\omega) \delta_{ij} \) and the permeability tensor \( \mu_{ij}(\omega) = \mu_i(\omega) \delta_{ij} \) are diagonal, due to the alignment of the crystal axis with the principal coordinate system. In the following the frequency dependency as well as the spatial dependency of the fields and material parameters is suppressed but kept in mind. Such an anisotropic medium is in general biaxial without a so called ordinary polarized wave. The eigenmodes are linearly polarized orthogonal plane waves with different propagation vector \( k \) (see e.g. [97, 128]). For the general case of light propagation in an arbitrary direction the reflection and transmission problem is solved by the so called 4x4 formalism (see e.g. [128,129]).

However, here the focus is on calculating \( R \) and \( T \) at a finite slab of such medium for the case of light propagation with \( k \) being parallel to one of the mirror planes. This dramatically simplifies the calculation and even more important the inversion. The geometry is shown in Fig. 3.1. Without lost of generality the slab is assumed to be infinitely extended in the

\[ x-y \]-direction with a finite thickness \( d \) in the \( z \)-direction. Furthermore it is assumed to be embedded between two isotropic half-space named substrate (index \( s \)) and cladding (index \( c \)). Then the wavevector \( k \) can be separated into a tangential part \( k_t \in \{k_x, k_y\} \) and the propagation constant \( k_z \), where \( k_t = \text{const.} \) in all domains. The eigenmodes of the overall system can be separated into those, which are perpendicularly polarized to the plane of incidence (TE) and those which are parallel polarized (TM) with their electric field. In that case light that is TE(TM)-polarized maintains its polarization state in transmission as well

![Figure 3.1: (a) Schematic view of the geometry with the four principal directions for the retrieval at the example of the single fishnet layer. The halfspace above the MMs slab \((z < 0)\) is called substrate. The halfspace below \((z > d)\) is called cladding. (b) Unit cell of the fishnet with \( P_x = P_y = 600 \text{ nm} \), \( W_x = 284 \text{ nm} \), \( W_y = 500 \text{ nm} \) embedded in air as used for the calculations in chapter 4. The thickness of the silver layer is \( d_{Ag} = 45 \text{ nm} \) and the thickness of the intermediate MgF\(_2\) \((n = 1.38)\) layer is \( d = 30 \text{ nm} \)](image-url)
as in reflection. Hence, the calculation of \( R \) and \( T \) at the anisotropic slab is almost identical to the calculation of \( R \) and \( T \) at its isotropic counterpart. This allows to use the simpler 2x2 formalism. Such a simplification seems to be unjustified, but it is completely sufficient for our purposes, namely retrieving the effective material tensors. Already from four pairs of \( R \) and \( T \) the complete set of tensors elements of \( \varepsilon_{ij} \) and \( \mu_{ij} \) can be determined as we will see later on. Finally the treatment of isotropic and anisotropic slabs is completely analogous since the \( R-T \)-problem is entirely determined by the propagation constant \( k_z \) inside the film/slab (index f) and the ratio of the continuous tangential field components given by the tangential impedance \( Z_t = E_t / H_t \). These two quantities are the basic wave parameters of the system.

That finding has important consequences, when the \( R-T \)-problem is discussed for symmetric unit cells of stratified media as shown in 3.3. By introducing polarization dependent abbreviations it is possible to treat both, TE and TM polarization, simultaneously. The reflection and transmission coefficients for propagation in \( z \)-direction are given by

\[
T = \frac{2\xi_s \xi_t A}{\xi_t (\xi_s + \xi_c) \cos(kd) - i(\xi_t^2 + \xi_s \xi_c) \sin(kd)}
\]

\[
R = \frac{\xi_t (\xi_s - \xi_c) \cos(kd) + i(\xi_t^2 - \xi_s \xi_c) \sin(kd)}{\xi_t (\xi_s + \xi_c) \cos(kd) - i(\xi_t^2 + \xi_s \xi_c) \sin(kd)}
\]

where \( k = k_z \) is the normal component of the propagation constant inside the film and \( \xi_i \) is, depending on the polarization, proportional to the tangential impedance or its inverse, respectively. Note that these expressions for \( R \) and \( T \) are generally valid not only for both polarizations but for normal as well as oblique incidence. The introduced polarization dependent abbreviations are given by

\[
A_{TE} = 1, \quad A_{TM} = \sqrt{\varepsilon^s \mu^f / \varepsilon^f \mu^s}, \quad \xi_i = \alpha_i^f k_z^i, \quad k = k_z^f, \quad k_z^f = \sqrt{\omega^2 c^2 \beta_i^f - \gamma_i^f k_t^2}
\]

and are connected to the material parameters by the following substitution table. The isotropic cladding and the substrate are characterized in their properties by \( \varepsilon_{ij}^c = \delta_{ii} \) and

<table>
<thead>
<tr>
<th></th>
<th>TE</th>
<th>TM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( k_z = 0 )</td>
<td>( k_y = 0 )</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>( 1/\mu_y )</td>
<td>( 1/\mu_x )</td>
</tr>
<tr>
<td>( \beta )</td>
<td>( \varepsilon_x \mu_y )</td>
<td>( \varepsilon_y \mu_x )</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>( \mu_y / \mu_z )</td>
<td>( \mu_x / \mu_z )</td>
</tr>
</tbody>
</table>

Table 3.1: Substitution table for the relevant coefficients depending on the polarization and the incidence plane.
\( \mu_{ij}^{s,c} = \mu^{s,c} \delta_{ii} \) and hence \( \gamma^{s,c} = 1 \). The equations for \( R \) and \( T \) are given in this compact form because it conveniently allows to invert of \( R \) and \( T \) to obtain \( k \) and \( \xi = \xi_f \). Then we have

\[
kd = \pm \arccos \left( \frac{\xi_d(1 - R^2) + \xi_c(T/A)^2}{(T/A)[\xi_d(1 - R) + \xi_c(1 + R)]} \right) + 2m\pi
\]

with \( m \in \mathbb{Z} \) and

\[
\xi = \pm \sqrt{\frac{\xi_d^2(R - 1)^2 - \xi_c^2(T/A)^2}{(R + 1)^2 - (T/A)^2}}.
\]

The two complex quantities \( R \) and \( T \) are now replaced by \( k \) and \( \xi \). Upon inversion some degrees of freedom emerge due to the periodic functions while inverting the trigonometric functions and choosing the proper sign for the square root. However, there exists only a single physical solution. At first the sign of \( k \) can be fixed by imposing the constraint of passivity, i.e. we do not allow for exponentially growing waves if the materials the unit cell is made of are all intrinsic passive \[82\]. Hence, the imaginary part of \( k \) has to be positive for the chosen coordinate system. In fact, this ultimately fixes also the sign of \( \xi \), since only by simultaneously changing the signs of \( k \) and \( \xi \), \( R \) and \( T \) remain unaltered (see Eqs. 3.2 and 3.3). However, as will be shown later, also the sign of \( \xi \) can be fixed by physical constraints independent of \( k \), if \( \xi \) is well defined. At second, due to the periodicity of the trigonometric functions, the value of \( m \) needs to be fixed. That is indeed more subtle and difficult to disclose experimentally. As \( kd \) is the phase advance upon single transmission inside the slab, it has to vanish for \( d \to 0 \) or \( k \to 0 \). Since the phase advance can be larger than \( \pi \), it is generally not possible to conclude on the value of \( m \) by only taking a single functional layer. The best method, which is unfortunately not applicable in experiments, is to scale down the unit cell size in propagation direction, i.e. maintaining the transversal geometry while decreasing the thickness of all individual layers in propagation direction continuously. For an infinitesimal thin slab the phase advance has to be zero and hence \( m = 0 \). The value of \( m \) for the thickness of interest can then be adjusted by increasing the structure to the original size while enforcing a continuous phase advance. Any discontinuity that would occur in this scaling process can be compensated by adjusting the branch number \( m \). The more practicable method is to increase the wavelength towards infinity, hence reaching \( k_0 \to 0 \) and therefore \( kd \to 0 \). Again by assuming for the largest wavelength \( m = 0 \), the real part of \( k \) can be chosen continuously. But that limit is often hard to reach for example for metallic structures having a strong dispersion for larger wavelength, too. Of course for non-dispersive systems scaling down the size is equivalent to an increase of the wavelength.

As already said before, the sign of \( \xi \) is fixed by the sign of \( k \) in general. However, lets have a closer look at that quantity. Lets assume a fixed propagation direction with \( k_y = 0 \). Depending on the polarization we have with \( \xi_i = \alpha_i^ik_{zi}^i \)

\[
\text{TE: } \xi_i = \frac{k_{zi}^i}{\mu_y^i} = \frac{\omega}{c} \frac{1}{Z_{i,t}^{xy}}, \quad \text{TM: } \xi_i = \frac{k_{zi}^i}{\varepsilon_y^i} = \frac{\omega}{c} Z_{i,t}^{yx}
\]

(3.7)
where \( Z_{i,t}^{kl} = \frac{E_k}{H_l} \) is the tangential impedance in medium \( i \in \{ s, c, f \} \) determined by the tangential components \( E_k \) and \( H_l \). Let us briefly prove that. Consider a plane wave in TE-polarization \( (E = E_y e_y) \). The tangential magnetic field \( H_x \) of that plane wave is then determined by the curl equation

\[
\nabla \times E = i k \times E = i \omega \mu_0 \begin{pmatrix} \mu_x H_x \\ 0 \\ \mu_z H_z \end{pmatrix},
\]

so the ratio of the tangential field components \( H_x \) is pointing into the negative \( x \)-direction) is given by

\[
\frac{E_y}{-H_x} = \frac{\omega \mu_0 \mu_x}{k_z} = \frac{k_0 \mu_x}{k_z} \sqrt{\varepsilon_0} = k_0 Z_0 \frac{1}{\xi} = Z_{xy}^t Z_0.
\]

Hence, for TE-polarization \( \xi \) gives the inverse of the relative tangential impedance \( Z_t \) times the vacuum wavenumber \( k_0 \). For TM-polarization the calculation is done analogously. This relation holds for normal as well as for oblique incidence. In particular at normal incidence we have

\[
\text{TE: } \xi = \frac{\omega}{c} \frac{\sqrt{\varepsilon_y \mu_y}}{\mu_y} = \frac{\omega}{c} \frac{1}{Z_{xy}^t}, \quad \text{TM: } \xi = \frac{\omega}{c} \frac{\sqrt{\varepsilon_y \mu_x}}{\varepsilon_y} = \frac{\omega}{c} Z_{yx}^t.
\]

The superscripts \( (k, l) \), that indicate the polarization, will be suppressed in the following. Here a second constraint can be applied. For passive media the Poynting vector being proportional to the real part of the impedance has to be positive [82]. Hence, the sign of \( \xi \) can be chosen such, that the real part is positive. However, as said before the sign of \( \xi \) is fixed anyway and for truly local media the real part is then positive already by the constraint of passivity on the imaginary part of \( k \). One practical note might be in order. Though the sign of \( \xi \) is fixed by the sign of \( k \), it is unknown. Therefore, this second constraint is of practical importance. The best way to fix the sign of \( \xi \) is to adjust it so that the values of \( R \) and \( T \) calculated by the retrieved values of \( k \) and \( \xi \) coincide with the original ones.

At this stage the parameters \( k \) and \( \xi \) are completely determined. Those two parameters are an equivalent representation of the reflection and the transmission coefficients of a certain slab. As both are describing the properties of the wave propagating inside the structure, they are named wave parameters. Both can, however, depend on the direction of light propagation, i.e. they are functions of the frequency and the angle of incidence. If the assumption of a local medium is valid, the number of coefficients can be reduced to the six angle independent tensor elements \( \varepsilon_{ij}(\omega) \) and \( \mu_{ij}(\omega) \). This can be done quite easily. At first, the parameter \( \alpha \) is given by the ratio \( \alpha = \xi / k \). Depending on the polarization \( \alpha \) is the inverse of a local parameter. Therefore, \( \alpha \) is supposed to be independent on the angle of incidence. This finding provides a very powerful tool, since the investigation of the angular dependency provides the possibility to probe for the locality of the system. Only if \( \alpha \) is independent on
the angle of incidence, local material parameters might be assigned. Otherwise, either more complex, nonlocal constitutive relations should be used, which properly take into account the non-locality of the system (that results in different analytical expressions for $R$ and $T$). Or the retrieval should be restricted to the wave parameters, that might be well defined anyway. (The greater generality of the wave parameters retrieved from the expressions of $R$ and $T$ above, will be shown in section 3.3.) At second, assuming that $\alpha$ is a function of the frequency only, the value of $\beta$ can be determined from $k$ at normal incidence and then from oblique incidence the value of $\gamma$. By using table 3.1 the elements of the material tensors are determined. Of course all of them have to be functions of the frequency only to support the assumption of locality. Eventually, if the retrieved parameters depend on the angle of incidence, the assumption of locality has to be dropped. Then, the system is better described as an essentially inhomogeneous system, maybe in terms of angle dependent wave parameters. Note that the reduction to angle dependent wave parameters is still useful when their values do not depend on the number of functional layers (see section 3.3). The issue of thickness dependent parameters will be discussed below.

A few comments on the retrieval algorithm are necessary. At normal incidence, only four of the tensor elements can be probed, namely the $x$ and $y$ components of the effective parameters. At normal incidence any arbitrarily polarized light can be decomposed in two orthogonal polarizations that are parallel to the $x$- or $y$-axis. Hence, only two measurements are linearly independent and every tensor component can be probed only once. From such a measurement one cannot conclude on locality at all. From a single measurement it is not possible to conclude on the applicability of the retrieval. That’s the reason why the assignment of effective material parameters by the S-PR was done for such a long time without being questioned. Effective material parameters were assigned at normal incidence only before we proposed a method to investigate the angular dependency. The locality of the material parameters is essential for the applicability of the retrieval of effective material parameters. Presumed that the parameters are local, an additional measurement of the complex $R$ and $T$ coefficients at oblique incidence is necessary to probe for the normal components of the material tensors. Only at oblique incidence $\gamma$ can be resolved, whereas $\alpha$ and $\beta$ are identical to normal incidence. To resolve all six tensor elements four pairs of complex $R$ and $T$ are necessary, namely for TE and TM and both at two different angles of incidence.

Finally, the applicability of the retrieval from a more abstract point of view is discussed. The retrieval of the parameters $k$ and $\xi$ is applicable to any system that is maintaining the polarization of the incidence light. This is true for light propagating parallel to a mirror plane of any structure. All information about the scattered far field is captured in $R$ and $T$ as soon as only a zeroth propagating order exists, i.e. the system has to be subwavelength in
lateral direction. In that case \( k \) and \( \xi \), entering the equations of \( R \) and \( T \) independently, are a well defined representation of the complex scattering coefficients. Since \( k \) and \( \xi \) are generally independent functions with respect to the angle of incidence, there is no contradiction in expressing \( R \) and \( T \) by the wave parameters \( k \) and \( \xi \). But these values cannot be identified with physical quantities in general. They are simply another representation of \( R \) and \( T \) for a specific illumination scenario at a specific slab system. However, contradictions may arise when material parameters are assigned, which are required to be constant with the angle of incidence. The assignment of effective material parameters is generally much more demanding. So the set of media, where effective wave parameters are applicable contains the set of local media. Even if wave parameters can be assigned uniquely, local material parameters are not generally assignable.

3.2 The S-parameter retrieval for chiral metamaterials

In this subsection the complex reflection and transmission coefficients for a slab of an isotropic chiral medium are derived [121]. Then the inversion to determine, in particular, the chirality parameter \( \kappa(\omega) \), which accounts for the optical activity of a chiral medium, is performed. Such an isotropic chiral medium is termed Pasteur-medium [130] and obeys constitutive relations of the form

\[
\mathbf{D}(\mathbf{r}, \omega) = \varepsilon_0 \varepsilon(\omega) \mathbf{E}(\mathbf{r}, \omega) - i \frac{\kappa(\omega)}{c} \mathbf{H}(\mathbf{r}, \omega), \quad \mathbf{B}(\mathbf{r}, \omega) = \mu_0 \mu(\omega) \mathbf{H}(\mathbf{r}, \omega) + i \frac{\kappa(\omega)}{c} \mathbf{E}(\mathbf{r}, \omega) \quad (3.11)
\]

with the permittivity \( \varepsilon(\omega) \), the permeability \( \mu(\omega) \) and the chirality parameter \( \kappa(\omega) \). The frequency dependency will be suppressed in the following. As the medium is isotropic one can choose \( k = k e_z \) without lost of generality. The eigenpolarisations of such are medium are left and right circularly polarized plane waves with the following propagation constants

\[
\mathbf{E}_+ = (1, +i, 0) : \quad k_+^\pm = \frac{c}{\varepsilon}(\pm \sqrt{\varepsilon \mu} - \kappa) \quad (3.12)
\]
\[
\mathbf{E}_- = (1, -i, 0) : \quad k_-^\pm = \frac{c}{\varepsilon}(\pm \sqrt{\varepsilon \mu} + \kappa) \quad (3.13)
\]

where the lower index sign designates the eigenstate and the upper \( \pm \) sign accounts for forward and backward propagation. As a very important property of such a medium, a particular eigenwave (index + or -) propagating in opposing directions has a different propagation constant and a different rotation direction. I.e., upon reflection right circularly polarized light (rcp) changes to left circularly polarized light (lcp) and vice versa, where the outer medium is assumed to be bi-isotropic in general. This becomes more obvious, when the boundary conditions are considered. As all fields \( (\mathbf{E}, \mathbf{D}, \mathbf{B}, \mathbf{H}) \) are finite, we can conclude from Maxwell’s curl equations that the ordinary boundary conditions can be applied, i.e. the continuity of the tangential \( \mathbf{E}_t \) and \( \mathbf{H}_t \) fields. As we are only considering normal incidence,
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the entire \( \mathbf{E} \) and \( \mathbf{H} \) fields are continuous. Due to the isotropy, any component of e.g. the electric field is affected indistinguishable upon reflection. Hence, the polarization state is maintained and no cross-coupling occurs between the eigenstates at the boundary between two generally bi-isotropic media. As an example consider \( \mathbf{E}_+ \)-polarized light impinging on an interface. The reflected field is then given by

\[
\mathbf{E}^R(z, t) = R\mathbf{E}_+ e^{ik_+ z} e^{-i\omega t} \tag{3.14}
\]

with the complex scalar reflection coefficient \( R \). Lets now rotate the coordinate system by 180 degrees with respect to the \( x \)-axis yielding a forward propagating wave (\( y \rightarrow -y, z \rightarrow -z \)). Then the reflected field is given by

\[
\mathbf{E}^R(-z, t) = R\mathbf{E}_- e^{ik_+ z} e^{-i\omega t} \tag{3.15}
\]

with \( k_+ = -k_- \). I.e., the reflected \( \mathbf{E}_+ \)-wave as seen from the backside is a forward propagating \( \mathbf{E}_- \)-wave. From these considerations we can already conclude that the additional phase resulting from \( \kappa \) accumulated in transmission, is compensated upon reflection. Therefore, an isotropic chiral medium changes the polarization state of linearly polarized light only in transmission but not in reflection. This will be shown in the next paragraph by direct calculation.

As already said before, the calculation of \( R \) and \( T \) can be done for both eigenstates independently since they do not couple. Hence, both polarizations can be treated simultaneously. To calculate \( R \) and \( T \) we need the continuity of both the electric and the magnetic field. The magnetic field is determined at first. From the curl equation we get

\[
\nabla \times \mathbf{E} = \begin{pmatrix} -\partial_z E_y \\ \partial_z E_x - \mu_0 \mu \begin{pmatrix} H_x \\ H_y \\ 0 \end{pmatrix} + \frac{i\kappa}{c} \begin{pmatrix} E_x \\ E_y \\ 0 \end{pmatrix} \end{pmatrix} \tag{3.16}
\]

Rearranging the terms and expressing the \( \mathbf{E} \)-fields and the \( \mathbf{H} \)-fields in terms of the eigenstates \( \mathbf{E} = (1, \pm i, 0)^T \mathbf{E}_\pm = \mathbf{E}_\pm \mathbf{e}_\pm \), \( \mathbf{H} = (\pm i, 1, 0)^T \mathbf{H}_\pm = \mathbf{H}_\pm \mathbf{h}_\pm \) we get

\[
\begin{pmatrix} \pm i\partial_z + \omega^2 \\ \partial_z \pm i\omega \kappa/c \end{pmatrix} E_\pm = i\omega \mu_0 \mu \begin{pmatrix} H_x \\ H_y \\ 0 \end{pmatrix} = i\omega \mu_0 \mu \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \mathbf{H}_\pm \tag{3.17}
\]

Of course, both equations are the same due to the isotropy. So we get for \( \mathbf{H}_\pm \)

\[
\mathbf{H}_\pm = \frac{1}{i\omega} \left( \partial_z \pm i\omega \kappa/c \right) \mathbf{E}_\pm / \mu_0 \mu. \tag{3.18}
\]

Inserting an ansatz for the electric field of such a forward propagating plane wave we obtain with the help of the Eq. (3.13) for the \( \mathbf{H}_\pm \) field

\[
E_\pm = E_0 e^{ik \pm z}, \quad H_\pm = \frac{1}{\omega} \left( k_\pm \pm \omega \kappa/c \right) \frac{E_0}{\mu_0 \mu} e^{ik \pm z} = \frac{E_\pm}{Z_0 Z} \tag{3.19}
\]
with the vacuum impedance $Z_0 = \sqrt{\mu_0/\varepsilon_0}$ and the impedance $Z = \sqrt{\mu/\varepsilon}$. Interestingly, the ratio of the electric and magnetic field is generally independent of $\kappa$ and given by the common impedance definition. For backward propagating fields one obtains in complete analogy $H_\pm = -E_\pm/(Z_0Z)$. The equations for the $R$-$T$-problem are now easily written down.

The bi-isotropic slab of thickness $D$, which is called film (index f), is assumed to be embedded in bi-isotropic half spaces named substrate (index s) and cladding (index c). We then choose the following ansatz for the electric field in the substrate

$$E_s = E^I_\pm e^{ik_\pm^+z}e_\pm + E^R_\pm e^{ik_\pm^-z}e_\pm,$$  \hspace{1cm} (3.20)

in the film

$$E_f = E^A_\pm e^{ik_\pm^+z}e_\pm + E^B_\pm e^{ik_\pm^-z}e_\pm$$  \hspace{1cm} (3.21)

and in the cladding

$$E_c = E^T_\pm e^{ik_\pm^+(z-D)}e_\pm.$$  \hspace{1cm} (3.22)

The continuity of the tangential electric and magnetic fields give the following system of equation

$$E^I_\pm + E^R_\pm = E^A_\pm + E^B_\pm$$  \hspace{1cm} (3.23)

$$\frac{1}{Z_s} (E^I_\pm - E^R_\pm) = \frac{1}{Z_f} (E^A_\pm - E^B_\pm)$$  \hspace{1cm} (3.24)

$$E^A_\pm e^{ik_\pm^+D} + E^B_\pm e^{ik_\pm^-D} = E^T_\pm$$  \hspace{1cm} (3.25)

$$\frac{1}{Z_f} \left( E^A_\pm e^{ik_\pm^+D} - E^B_\pm e^{ik_\pm^-D} \right) = \frac{E^T_\pm}{Z_c}.$$  \hspace{1cm} (3.26)

Now, that only the propagation constants of the film are involved, these quantities are replaced by

$$k_{\pm}^I = k \mp k_0\kappa, \hspace{0.5cm} k_{\pm}^R = -k \mp k_0\kappa$$  \hspace{1cm} (3.27)

with $k = k_0\sqrt{\varepsilon\mu}$ and the free space wavenumber $k_0 = \omega/c$. That yields for the last two equations

$$\left( E^A_\pm e^{ikD} + E^B_\pm e^{-ikD} \right) = E^T_\pm e^{\pm ik_0\kappa D}$$  \hspace{1cm} (3.28)

$$\frac{1}{Z_f} \left( E^A_\pm e^{ikD} - E^B_\pm e^{-ikD} \right) = \frac{E^T_\pm}{Z_c} e^{\pm ik_0\kappa D}.$$  \hspace{1cm} (3.29)

Obviously, the substitution $T = T_\pm e^{\pm ik_0\kappa D} = E^T_\pm/E^I_\pm e^{\pm ik_0\kappa D}$ and $R = R_\pm = E^R_\pm/E^I_\pm$ results in equations for $R$ and $T$ completely free of the chirality parameter $\kappa$. I.e., the equations and hence their solution is identical to the equations for an ordinary isotropic slab with permittivity $\varepsilon$ and permeability $\mu$ [see Eqs. (3.2),(3.3)]. As stated before, the chirality
affects the polarization state only in transmission, whereas in reflection the polarization state is preserved. The retrieval of the effective permeability and the effective permittivity can be accomplished by the procedure given section 3.1, as soon as $R$ and $T$ are known. Note that the measurable quantities are $R_\pm$ and $T_\pm$. The knowledge of the chirality parameter is a prerequisite for the retrieval of $\varepsilon$ and $\mu$. Therefore, the retrieval of $\kappa(\omega)$ is derived in the following.

Consider the transmission for linearly polarized, the common polarization used in experiments and simulations. Due to the isotropy and without lost of generality, it can be assumed that the incident electric field $E^I$ is $x$-polarized and decomposed into the eigenstates

$$E^I = \frac{1}{2} \left[ (1, i, 0)^T + (1, -i, 0)^T \right] = (1, 0, 0)^T.$$  \hfill (3.30)

The transmitted field $E^T$ is then given by

$$E^T = \frac{T_+}{2} e_+ + \frac{T_-}{2} e_- = \frac{T}{2} \left[ \begin{pmatrix} 1 \\ i \\ 0 \end{pmatrix} e^{-ik_0D} + \begin{pmatrix} 1 \\ -i \\ 0 \end{pmatrix} e^{ik_0D} \right] = T \begin{pmatrix} \cos(k_0\kappa D) \\ -\sin(k_0\kappa D) \\ 0 \end{pmatrix} = \begin{pmatrix} T_x \\ T_y \\ 0 \end{pmatrix}. \hfill (3.31)$$

For real valued $\kappa$ the transmitted field is simply rotated by the angle $-k_0\kappa D$ with respect to the $x$-axis. As soon as $T_x$ and $T_y$ are determined for the $x$-polarized incident light, $\kappa$ is determined as

$$\kappa = -\frac{1}{k_0D} \arctan \left( \frac{T_y}{T_x} \right). \hfill (3.32)$$

For lossy materials the chirality parameter is complex valued in general $\kappa = \kappa' + i\kappa''$ and the transmitted light is elliptically polarized. In the system of the principal axis the equation for the polarization ellipse is $\xi^2/\alpha^2 + \eta^2/\beta^2 = 1$. The real part $\kappa'$ describes the rotation angle $\phi$ of the ellipse which can be easily shown by algebraic manipulation. The imaginary part $\kappa''$ determines the ratio between the small and the large axis of the ellipse $\alpha/\beta = \tanh [k_0\kappa''D]$; i.e. the imaginary part $\kappa''$ determines the ellipticity of the polarization state. It is therefore responsible for the effect of circular dichroism. Obviously, $\kappa'$ and $\kappa''$ are connected by a Kramers-Kronig relation since $\kappa(\omega)$ has to be a meromorphic function \cite{131}. Therefore, dispersive circular dichroism can not occur without a polarization rotation resulting from a non-vanishing real part $\kappa'$. For large absolute values of $\kappa''$ the tanh-function tends to be $\pm 1$, i.e. either lcp-waves or rcp-waves are transmitted. For vanishing $\kappa''$ the polarization remains linear. There are no constraints on the value of $\kappa$ except that $\Im(k^\pm)$ has to remain positive for the reason of passivity

$$\Im(k^\pm) = \Im(\sqrt{\varepsilon\mu} \pm \kappa) > 0.$$  \hfill (3.33)

Once $\kappa$ is determined, $T$ can be calculated as

$$T = \frac{T_x}{\cos(k_0\kappa D)} = -\frac{T_y}{\sin(k_0\kappa D)}. \hfill (3.34)$$
and by $R = R_\pm$ and $T$ the values $k$ and $\xi$. As the retrieval procedure is only proposed for normal incidence, one cannot conclude on the validity of effective material parameters $\varepsilon$ and $\mu$ here if determined from $k$ and $\xi$. However, the strength of the proposed retrieval lies in the determination of $\kappa(\omega)$, which provides a measure for the capability of the medium to rotate the polarization of light in transmission, and of the propagation constant $k$, which is again meaningful anyway.

Finally the applicability of the retrieval for chiral media is discussed from a more abstract point of view. All reciprocal sub-wavelength systems that have an fourfold rotational symmetry with respect to the propagation direction are polarization independent. A rotation of the polarization state occurs only in transmission and not in reflection as it is the case for Pasteur media. Hence, the value of $\kappa$ can be retrieved from the transmission only. As the transmission in different directions is identical for reciprocal systems the value of $\kappa$ can be retrieved uniquely without any contradiction, providing us with a direct measure for the polarization rotation. For the retrieval of $k$ and $\xi$ we have to enforce additionally that the system is symmetric with respect to propagation in opposing directions. Under these assumptions the optical response contained in $R$ and $T$ can be properly translated into the set $(k, \xi, \kappa)$ or $(\varepsilon, \mu, \kappa)$, respectively. Note, that these parameters are wave parameters in general and are only valid for a particular system and illumination scheme.

3.3 The S-parameter retrieval from a periodic medium perspective

Although MMs are conceptionally composed of small metaatoms that are in general arranged in an arbitrary fashion, they are mostly fabricated and even more important theoretically modeled as periodic systems. Hence, they can be understood as metallo-dielectric photonic crystals [132]. Although the concepts of photonic crystals are most important for structures with typical unit cell sizes in the order of the wavelength, they are generally valid on an arbitrary scale. As soon as a MM is operated in the quasi-static limit, the optical response can certainly be modeled by effective medium theories; rendering the description in terms of photonic crystals to be exaggerated. However, the quasi-static limit is most often not applicable to MMs and hence a general description in terms of a periodic medium is necessary to determine the optical properties exactly. It is therefore necessary to familiarize with the concept of Bloch modes (BMs) and to elucidate the transition from the photonic crystal to the effective medium regime. In this subsection the S-PR is recapitulated from a photonic crystal’s point of view, i.e. the equations for the transmission and reflection at a finite photonic crystal slab are derived. This will provide a better understanding of the retrieved
wave parameters, elucidates the issue of the convergence of the parameters with increasing thickness of the system and finally determines the limits of the applicability of the S-PR [83].

The considerations are divided into two parts. In the first part, one-dimensional photonic crystal slabs made of stratified layers are discussed [128]. This will be proven to be the realm of the S-PR providing a clear picture for the interpretation of the retrieved effective parameters. In the second part, three-dimensional systems and their peculiarities are discussed. It will be shown, that the retrieval can be applied as soon as the three-dimensional system becomes equivalent to an one-dimensional one.

The periodic arrangement tremendously simplifies the numerical computation of the optical response of the system since for periodic systems the Bloch theorem can be applied. For periodic systems \( \varepsilon(r + R) = \varepsilon(r) \) with \( R \in \mathbb{G} \) holds, where \( \mathbb{G} \) is the set of lattice vectors. According to the Bloch-theorem the electromagnetic field in such a system can be expressed as

\[
E(r) = e_K(r) e^{iK \cdot r}, \quad \text{with} \quad e_K(r + R) = e_K(r),
\]

\[
H(r) = h_K(r) e^{iK \cdot r}, \quad \text{with} \quad h_K(r + R) = h_K(r),
\]

where \( K \) is the generally complex Bloch-wavevector and \( e_K(r), h_K(r) \) are the Bloch-amplitudes. Therefore, the calculation of the electromagnetic field in a periodic structure can be reduced to the determination of the Bloch-wavevector \( K \) and the calculation of the Bloch-amplitudes in a single unit cell.

### 3.3.1 One-dimensional periodic systems

At first it will be proven, that an arbitrary but symmetric sequence of layers can be replaced by a single equivalent homogeneous layer. Here the mirror symmetry with respect to the center of the unit cell, the elements comprising the sequence, is of major importance. The calculations are restricted to the case of TE-polarized fields without lost of generality. The case of TM-polarization can be treated analogously. The eigenmodes of such a periodic medium are BMs of the form:

\[
E(r, \omega) = E_y^\pm(z, \omega) e^{i(k_x x - \omega t)} e_y = e_\pm(z, \omega) e^{\pm iK z} e^{i(k_x x - \omega t)} e_y
\]

where \( K = k_z \) is the normal component and \( k_x \) the tangential component of the wavevector. The \( \pm \) sign indicates forward and backward propagating modes, respectively, and \( e_\pm(z + n\Lambda) = e_\pm(z) \) with the period \( \Lambda \) and \( n \in \mathbb{Z} \). The frequency dependence is again suppressed in the following. In the case of a symmetric unit cell, forward propagating modes in positive \( z \)-direction are identical to backward propagating modes in negative \( z \)-direction, i.e.

\[
E_y^+(z) = E_y^-(z) \quad \text{and hence} \quad e_+(z) = e_-(z).
\]
Therefore, we have
\[ \partial_z E_y^\pm(z) = \pm \partial_z E_y^+(z) \quad \text{and} \quad e_+(0) = e_+(d) = e_-(0) = e_-(d). \tag{3.39} \]

The tangential component \( H_x(r, \omega) = H_x^\pm(z)e^{i(k_x x - \omega t)} \) of the corresponding magnetic field is then given by
\[ H_x^\pm(z) = -\frac{i}{\omega \mu_0} \partial_z E_y^\pm(z) = h_\pm(z)e^{\pm iKz} = \mp \frac{i}{\omega \mu_0} \partial_z E_y^+(z) \quad \text{with} \quad h_\pm(0) = h_\pm(d). \tag{3.40} \]

These relations are very important, because it follows that the ratios \( E_y^+(n\Lambda)/H_x^+(n\Lambda) = Z_t \) and \( E_y^-(n\Lambda)/H_x^-(n\Lambda) = -Z_t \), i.e. the ratios of magnetic and electric field of both Blochmodes, are identical at the boundary of the unit cells with respect to their modulus. The quantity \( Z_t \) is introduced here as the tangential impedance connecting the continuous tangential components of the fields. The subscript \( t \) will be suppressed for convenience. As soon as an inversion symmetry exists, it becomes obvious that forward and backward propagating modes are indistinguishable. Exactly this property is fulfilled also by a homogeneous layer. Any symmetric unit cell, like any homogeneous layer is characterized by a single impedance. However, the ratio of the fields is only identical at the boundaries of the symmetric unit cell. Any periodic sequence of symmetric unit cells can be defined by a second sequence resulting in the same periodic system [see Fig. 3.2 (b)].

In general, this unit cell is characterized by a different impedance. Both impedances converge towards each other, if the amplitude of the BMs reach constant, \( z \)-independent values. This happens exactly in the quasi-static limit, where the definition of the unit cell

![Figure 3.2: (a) Schematic drawing of the photonic crystal slab (film f), embedded between substrate (s) and cladding (c) halfspace. The film consists of an arbitrary number of unit cells with period \( \Lambda \) in propagation direction. Each unit cell may consist either of stratified media or layers, which are again periodic in tangential directions. Such a tangential period is assumed to be subwavelength compared to the embedding medium. (b) Sequence of symmetric unit cells, with the two symmetric realizations of the unit cell. The infinite medium composed of either unit cell is indistinguishable. For finite realizations of such a medium, the chosen unit cell is, however, of great importance since the surface termination determines the impedance and hence the coupling properties.](image)
becomes arbitrary. The tangential components of the BMs converge then to simple plane waves.

In general, the number of impedances necessary to solve the reflection/transmission problem at a finite system is of no importance since they are assumed to be known. For one-dimensional systems the number of impedances is limited to two. However, for the inversion of the problem we have to restrict to a single impedance if only a single set \((R, T)\) is known.

If one has two different impedances for forward and backward propagating modes, respectively, both can be determined by solving the reflection problem at a semi-infinite half-space for both directions, i.e. surface terminations, as we will see below. In each case an incident plane wave can couple only to the corresponding forward or backward propagating mode.

### 3.3.1.1 The symmetric 1D slab

Now, the equations for the reflection/transmission problem at a finite sequence of symmetric unit cells are derived. For the sake of simplicity the system is assumed to be embedded into vacuum. Then three distinct regions exist, namely substrate (index s), film (index f) and cladding (index c) [see Fig. 3.2 (a)]. The field in the substrate is given by

\[
E_{s,y}(x, z) = e^{ik_s x} (e^{ik_s z} + Re^{-ik_s z}), \quad H_{s,x}(x, z) = \frac{k_z}{\omega \mu_0} e^{ik_s z} (e^{ik_s z} - Re^{-ik_s z})
\]  

(3.41)

with \(k_x^2 + k_z^2 = \omega^2/c^2\). The field in the cladding is given by

\[
E_{c,y}(x, z) = Te^{ik_s x} e^{ik_s (z-D)}, \quad H_{c,x}(x, z) = \frac{k_z}{\omega \mu_0} Te^{ik_s x} e^{ik_s (z-D)}.
\]  

(3.42)

The field in the film (n-fold sequence of layers with period \(\Lambda\)) is given by

\[
E_{f,y}(x, z) = e^{ik_s x} (AE^+(z) + BE^-(z)), \quad H_{f,x}(x, z) = e^{ik_s x} (AH^+(z) + BH^-(z))
\]  

(3.43)

where the subscripts f, x and y at the scalar quantities \(E^\pm\) and \(H^\pm\) are suppressed for convenience. The continuity of the tangential fields requires:

\[
AE^+(0) + BE^-(0) = 1 + R
\]  

(3.44)

\[
AE^+(D) + BE^-(D) = AE^+(0)e^{iK\Lambda} + BE^-(0)e^{-iK\Lambda} = T
\]  

(3.45)

\[
AH^+(0) + BH^-(0) = AZ^{-1}_t E^+(0) - BZ^{-1}_t E^-(0) = Z_s^{-1}(1 - R)
\]  

(3.46)

\[
AH^+(D) + BH^-(D) = AH^+(0)e^{iK\Lambda} + BH^-(0)e^{-iK\Lambda}
\]  

\[
= AZ^{-1}_t E^+(0)e^{iK\Lambda} - BZ^{-1}_t E^-(0)e^{-iK\Lambda} = Z_c^{-1}T
\]  

(3.47)

where the properties of the BMs for symmetric unit cells are used. Without lost of generality, the BMs are assumed to be normalized according to \(E^\pm(0) = 1\). With \(n\Lambda = D\) following
The S-parameter retrieval system of equations is obtained:

\[ A + B = 1 + R \]  
\[ A e^{iK_D} + B e^{-iK_D} = T \]  
\[ Z_f^{-1}(A - B) = Z_s^{-1}(1 - R) \]  
\[ Z_f^{-1}(A e^{iK_D} - B e^{-iK_D}) = Z_c^{-1}T. \]

Solving for the reflection \( R \) and the transmission \( T \) leads to

\[ T = \frac{2Z_cZ_f}{Z_f(Z_c + Z_s) \cos(KD) - i(Z_sZ_c + Z_f^2) \sin(KD)} \]  
\[ R = \frac{Z_f(Z_c - Z_s) \cos(KD) + i(Z_sZ_c - Z_f^2) \sin(KD)}{Z_f(Z_c + Z_s) \cos(KD) - i(Z_sZ_c + Z_f^2) \sin(KD)} \]

These equations are exactly identical to the equations (3.2) and (3.3) of the \( R-T \)-problem of a homogeneous layer with the thickness \( D \), the tangential impedance \( Z_f \) and the propagation constant \( K \) at an arbitrary angle of incidence for TE-polarization. Hence, we found in particular the relation between the quantities determined within the S-PR and the corresponding quantities in the photonic crystals picture. The value of \( k \) as retrieved by inversion of \( R \) and \( T \) is identical to the value of \( K \) and depending on the polarization \( \xi/k_0 \) is identical to \( Z_f \) or its inverse, respectively. That implies that the S-PR is indeed meaningful to determine the propagation constant and the tangential impedance at symmetric slab systems at any angle of incidence. Therefore, any symmetric one-dimensional system can be replaced by a single equivalent homogeneous layer.

Problems will arise only, if effective material parameters are assigned additionally, since further restrictions have to be imposed on the form of the dispersion relation as well as on the impedance as discussed in section 3.1. Let us therefore elucidate the case when the impedance is identified with its homogeneous analogue. For the case of TE-polarization considered here and assuming non-magnetic media, the impedance is supposed to obey

\[ Z_f = \frac{\omega\mu_0}{K} \]  

This is in general not valid as will be shown in the following. The magnetic field of the forward propagating mode is given by

\[ H^+_x(x, z) = -\frac{i}{\omega\mu_0} \partial_z E^+(x, z) = -\frac{i}{\omega\mu_0} [iKe_+(z) + \partial_z e_+(z)] e^{ik_x x} e^{ik_z z} \]

\[ = \frac{K}{\omega\mu_0} e_+(z) \left( 1 - i \frac{\partial_z e_+(z)}{Ke_+(z)} \right) e^{ik_x x} e^{ik_z z} \]  

The tangential impedance at the boundary is

\[ Z_f = \frac{E_y^+(0)}{H^+_x(0)} = \frac{\omega\mu_0}{K} \left( 1 - i \frac{\partial_z e_+(0)}{Ke_+(0)} \right)^{-1}. \]
The tangential impedance is obviously equal to its homogeneous analogue, if the variation of the amplitude is negligible compared to the variation of the Bloch phase. Both impedances are exactly identical as soon as the amplitude is constant $e_\pm(z) = 1$, i.e. in the limit of a plane wave. In that case the ratio between the magnetic and the electric field is independent of the spatial coordinate $z$. That is, in fact, the limit of an homogeneous slab. The deviation, however, can be compensated by assuming a potential magnetic response of the system. Then the tangential impedance is given by

$$Z_t = \frac{\omega \mu_0 \mu_x}{K}$$

and we have

$$\mu_x = \left( 1 - i \frac{\partial_x e_+(0)}{Ke_+(0)} \right)^{-1}. \quad (3.59)$$

I.e., the non-homogeneity of the slab system is translated into an artificial magnetic response, which is now occurring although only non-magnetic materials are considered for the slab system. If the unit cell is chosen in its second symmetric configuration (see Fig. 3.2), the impedance is changing due to a change of the ratio of the electric and magnetic part of BM and hence a different value for the permeability

$$\mu_x = \left( 1 - i \frac{\partial_x e_+ (\Lambda/2)}{Ke_+(\Lambda/2)} \right)^{-1}. \quad (3.60)$$

is obtained. If the impedance is not independent on the termination (chosen unit cell), i.e. if $\partial_x e_+(z)$ is not vanishing, an assignment of unique effective material parameters is not possible.

### 3.3.1.2 The asymmetric 1D slab

The problem becomes more obvious, if non-symmetric unit cells (slab systems) are considered. The impedances of forward and backward propagating modes defined at the boundary of the unit cells or the slab, respectively, are different in general. If these impedances are known, the $R/T$ problem is solvable of course. An inversion of the equations from a single set $(R,T)$ is not possible, since three complex quantities, namely the two impedances and the propagation constant have to be retrieved. Consider the equations for the boundary conditions at a system of asymmetric unit cells and define

$$E_x^+(n\Lambda)/H_x^+(n\Lambda) = \pm Z^x \quad (3.61)$$

in accordance with the definitions above. With $E^\pm(0) = 1$

$$A + B = 1 + R \quad (3.62)$$

$$Ae^{iKn\Lambda} + Be^{-iKn\Lambda} = T \quad (3.63)$$

$$A(Z^+_{ti})^{-1} - B(Z^-_{ti})^{-1} = Z_{ti}^{-1}(1 - R) \quad (3.64)$$

$$A(Z^+_{ti})^{-1}e^{iKn\Lambda} - B(Z^-_{ti})^{-1}e^{-iKn\Lambda} = Z_c^{-1}T \quad (3.65)$$
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is obtained. Reflection and transmission at an asymmetric slab system are then determined by the three quantities $K, Z_t^+, Z_t^-$. These four linearly independent equations contain seven unknowns $A, B, R, T, K, Z_t^+, Z_t^-$. The coefficients $A$ and $B$ are generally unknown. Contrarily the quantities $K, Z_t^+, Z_t^-$ are generally predictable by calculation and $R$ and $T$ are predictable by calculation or measurement. It is not possible to solve the system only by knowledge of $R$ and $T$.

It is possible, however, to determine the 3 quantities in different ways. On the one hand the system can be operated from the backside. We then have for the system of equations

$$A' + B' = T'$$  \hspace{1cm} (3.66)

$$A'e^{iKn\Lambda} + B'e^{-iKn\Lambda} = 1 + R'$$  \hspace{1cm} (3.67)

$$A'(Z_t^+)^{-1} - B'(Z_t^-)^{-1} = -Z_s^{-1}T'$$  \hspace{1cm} (3.68)

$$A'(Z_t^+)^{-1}e^{iKn\Lambda} - B'(Z_t^-)^{-1}e^{-iKn\Lambda} = -Z_c^{-1}(1 - R').$$  \hspace{1cm} (3.69)

With $Z_c = Z_s = Z$ and $Z_t^\pm = Z^\pm$ we get the following solutions for the ratios

$$\frac{T}{T'} = 1, \quad \frac{R}{R'} = \frac{Z^+ - Z}{Z^+ + Z} \frac{Z^- + Z}{Z^- - Z}.$$  \hspace{1cm} (3.70)

The transmission from both sides is obviously equal as required for reciprocal systems. Contrarily the reflection is different for different sides. Hence, an additional determination of $R'$ allows for solving $Z^+, Z^-$ and $K$.

On the other hand, the reflection at an semi-infinite half-space can be determined for both surface terminations. With $B, A', n\Lambda = 0$ we have

$$R = \frac{Z^+ - Z}{Z^+ + Z}, \quad R' = \frac{Z^- - Z}{Z^- + Z}.$$  \hspace{1cm} (3.71)

Together with the propagation constant $K$ the three quantities describing the system are determined. Obviously, for symmetric unit cells $R = R'$ and hence $Z^+ = Z^-$. These equations for the reflection are of major practical relevance. Consider, e.g., a strongly absorptive slab system where multiple reflection between the entrance and output facet can be neglected. In that case the reflection at the finite system is equal to that of the semi-infinite one. Then the impedance is completely defined by reflection and vice versa.

3.3.1.3 The case of strong absorption

Since the case of strong absorption occurs frequently, it is elaborated here for a slab system of generally asymmetric unit cells in greater detail. The issues discussed here will appear in three dimension again, even for symmetric systems. We will in particular discuss the results of the PR for symmetric systems if applied for asymmetric ones. The neglect of multiple
3. The S-parameter retrieval

Figure 3.3: Schematic drawing of the scattering at a strongly absorptive photonic crystal slab. Due to the strong absorption, multiple reflection between the front and rear interface can be neglected and hence the transmission can be decomposed into three independent processes - scattering at both interfaces and the propagation in between. The coefficients $i_{1,2}$, $r_{1,2}$ and $t_{1,2}$ are the respective incident, reflected and transmitted amplitudes similar to the common Fabry-Perot formulas [128].

reflection implies, that the transmission $T$ is given as the product of propagation $e^{iKD}$ and transmission at the first and second surface $t_1$ and $t_2$ (see Fig. 3.3). The reflection at these surfaces are given by $r_1$ and $r_2$ and by assuming $r_2 e^{iKD} \approx 0$ we have $R = r_1$ for the overall reflection. Analogously to the calculations above we have:

$$t_1 = \frac{2Z^+}{Z^+ + Z}, \quad t_2 = \frac{Z(Z^+ + Z^-)}{Z^+(Z + Z^-)}, \quad T = t_1 t_2 e^{iKD} = \left(1 - R^2\right) e^{iKD} \quad (3.72)$$

and

$$R = r_1 = \frac{Z^+ - Z}{Z^+ + Z}, \quad r_2 = \frac{Z^-(Z - Z^+)}{Z^+(Z + Z^-)}. \quad (3.73)$$

If the retrieval for symmetric slab systems is now unthoughtful used for asymmetric ones, the obtained effective impedance will converge towards those of the forward propagating BM $Z^+$, as soon as multiple reflection can be neglected. Both equations will become equal. The calculation of the effective wave parameters for strongly absorptive systems results in

$$k_{\text{eff}} = \frac{1}{iD} \ln \left(\frac{T}{1 - R^2}\right) = K + \frac{1}{iD} \ln \left(\frac{t_2}{\tilde{t}_2}\right), \quad Z_{\text{eff}} = Z^+ \quad (3.74)$$

with the $\tilde{t}_2$ being the transmission through the second interface in the case of $Z^- = Z^+$. I.e., the effective $k$ is also converging towards the propagation constant $K$ of the BM for an increasing thickness $D$. Hence, the application of the retrieval leads to quantities converging towards the expected ones. However, that limiting case is in a certain sense only of academic interest, as at first strong absorption is necessary and at second the parameters, if converged, only allow to describe even thicker systems correctly. Note that a different choice of the unit cell leads to the same propagation constant but a different impedance in general.

If the system is free of absorption, the application of the retrieval for symmetric systems to asymmetric slab systems does not converge at all, but leads to a solution periodic in
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$D$, completely free of any physical meaning. This can be easily proven by reinserting the equations for $R$ and $T$ for the asymmetric system into the equations for $Z_{\text{eff}}$ and $k_{\text{eff}}$ of a symmetric system.

3.3.2 Three-dimensional periodic systems

In the case of three-dimensional periodic structures, the analysis gets much more complicated as the field inside the structure is generally determined by a larger set of BMs instead of a single one [133]. In general, an incoming plane wave can couple to several BMs that have to be considered to describe the propagation of light through the periodic structure correctly. For convenience and without lost of generality we focus here on the case of normal incidence, where the MM is embedded in air. The field inside the periodic structure is then given as a superposition of BMs

$$E(x, y, z) = \sum_l \alpha_+l e_+(x, y, z) e^{iK_+lz} + \alpha_-l e_-(x, y, z) e^{iK_-lz}$$

(3.75)

with the Bloch amplitudes $e_{\pm l}(x, y, z)$, the coefficients $\alpha_\pm l$ and the Bloch propagation constants $K_\pm l$. The corresponding magnetic field reads as

$$H(x, y, z) = \sum_l \alpha_+l h_+(x, y, z) e^{iK_+lz} + \alpha_-l h_-(x, y, z) e^{iK_-lz}$$

(3.76)

The forward as well as the backward propagating BMs are assumed to be ordered in terms of the imaginary part of their propagation constant, i.e. $\Im(K_{\pm0}) \leq \Im(K_{\pm1}) \leq \ldots$.

At first the problem of coupling light from a homogeneous half space to a three-dimensional periodic structure, which is extended infinitely in the second half space, is considered. The incident plane wave is $y$-polarized, with the $y$-$z$-plane being a plane of mirror symmetry for the overall structure. In that case the reflected light is also $y$-polarized. The equations of continuity of the tangential fields at $z = 0$ are given by

$$E_y^I + \sum_{nm} E_y^{R_{yx, mn}} e^{i(K_{yx, mx}+K_{yx, my})} = \left( \sum_l \tau_+l e_+(x, y) \right) \cdot e_y = E_y^T(x, y)$$

(3.77)

$$H_z^I + \sum_{nm} H_{zx, mn} e^{i(K_{zx, mx}+K_{zx, my})} = \left( \sum_l \tau_+l h_+(x, y) \right) \cdot e_x = H_z^T(x, y)$$

(3.78)

$$\sum_{nm} E_x^{R_{yx, mn}} e^{i(K_{yx, mx}+K_{yx, my})} = \left( \sum_l \tau_+l e_+(x, y) \right) \cdot e_x = E_x^T(x, y)$$

(3.79)

$$\sum_{nm} H_y^{R_{yx, mn}} e^{i(K_{yx, mx}+K_{yx, my})} = \left( \sum_l \tau_+l h_+(x, y) \right) \cdot e_y = H_y^T(x, y),$$

(3.80)

where the superscripts denote the incident ($I$), the reflected ($R$) and the transmitted ($T$) field components. Since we are interested in the far-field response only, i.e. the zeroth diffraction
order, it is sufficient to consider the cell averaged quantities

\[ E^I_y + E^R_y,00 = \langle E^T_y(x,y) \rangle \]  \hspace{1cm} (3.81)
\[ H^I_x + H^R_x,00 = \langle H^T_x(x,y) \rangle \]  \hspace{1cm} (3.82)
\[ 0 = \langle E^T_y(x,y) \rangle \]  \hspace{1cm} (3.83)
\[ 0 = \langle H^T_y(x,y) \rangle \]  \hspace{1cm} (3.84)

where \( \langle f \rangle = \Lambda_x^{-1} \Lambda_y^{-1} \int \int f(x,y) \, dx \, dy \) with the periods \( \Lambda_x, \Lambda_y \) in \( x \)- and \( y \)-direction, respectively. The averaged reflected \( E_x \) and \( H_y \) components are vanishing in the sub-wavelength domain due to the assumed mirror symmetry. Again, the tangential impedance \( Z_t \) can be introduced as

\[ Z_t = \frac{\langle E^T_y(x,y) \rangle}{\langle H^T_x(x,y) \rangle}. \]  \hspace{1cm} (3.85)

The subscript \( t \) will be suppressed for convenience. By additional use of the relations

\[ T = \frac{\langle E^T_y(x,y) \rangle}{E^I_y}, \quad R = \frac{E^R_y,00}{E^I_y}, \quad Z_0 = \frac{E^I_y}{H^I_x} \quad \text{and} \quad Z_0 = -\frac{E^R_y,00}{H^I_x,00} \]  \hspace{1cm} (3.86)

we obtain

\[ 1 + R = T \]  \hspace{1cm} (3.87)
\[ Z(1 - R) = Z_0 T. \]  \hspace{1cm} (3.88)

Hence, the zeroth order reflection at the half space is determined by the tangential impedance \( Z \) only

\[ R = \frac{Z - Z_0}{Z + Z_0}. \]  \hspace{1cm} (3.89)

That impedance is, however, defined by a sum of BMs weighted with an individual excitation amplitude rather than a single one

\[ Z = \frac{\sum \tau_i e_i(x,y)}{\sum \tau_i h_i(x,y)}. \]  \hspace{1cm} (3.90)

Only in case of the single BM approximation, i.e. \( \sum \tau_i e_i \approx \tau_{+0} e_{+0} \), we have

\[ Z = \frac{\langle e_{+0}(x,y) \rangle}{\langle h_{+0}(x,y) \rangle}. \]  \hspace{1cm} (3.91)

Once the complex reflection coefficient at a half space is known, the tangential impedance can be determined. Nevertheless, from such a measurement it is not possible to conclude on the validity of the single BM approximation and hence it has to be assumed that \( R \) is given by the sum of several BMs in general.

In a next step, the reflection and transmission problem at a finite slab of the periodic structure is determined. Let us at first assume, that the single BM approximation is valid. In that
case the finite system behaves exactly like an effective homogeneous slab with the impedance \( Z \) and the propagation constant \( K_0 (K_{00}) \) in perfect analogy to the one-dimensional case. The equations for the reflection and transmission coefficient are identical to the ones for the 1D case and are not repeated here. If the retrieval leads to results for \( k \) and \( \xi \) which are independent of the thickness of the system, we have to conclude that the single BM approximation is valid and the three-dimensional structure can be replaced by an one-dimensional one properly with \( k = K_0 \) and \( \xi/k_0 = Z \) (or \( \xi/k_0 = Z^{-1} \), respectively). However, the single BM approximation is very demanding and for realistic structures seldom justified. But as soon as multiple BMs are contributing to the overall reflection and transmission, it is cumbersome to provide analytical expressions. It is, however, possible to prove that the results of the PR are converging under the assumption of rather strong absorption. If the thickness \( D \) of the system under consideration is increasing, multiple reflections become negligible. Then the determination of the overall reflection and the transmission can be decomposed into three distinct processes, namely transmission \( t_1 \) and reflection \( r_1 \) at the front interface at \( z = 0 \), propagation of the field through the structure over the distance \( D \) and transmission \( t_2 \) and reflection \( r_2 \) at the rear interface at \( z = D \) (see Fig. 3.3). Let us consider these processes separately.

1. **The front interface**
   The front interface is governed by Eqs. (3.77)-(3.91) with \( Z_1 = Z \).

2. **The propagation through the structure**
   We have to assume that multiple BMs are excited at the front facet and hence the field inside the structure is given by a superposition of forward propagating BMs
   \[
   E^T(x, y, z) = \sum_l \tau_{+l} e_{+l}(x, y, z) e^{iK_{+l}z}, \quad H(x, y, z) = \sum_l \tau_{+l} h_{+l}(x, y, z) e^{iK_{+l}z}. \tag{3.92}
   \]
   The assumption of an optically thick structure also implies that at the rear facet only the BM with the smallest imaginary part of the propagation constant is contributing to the total field, i.e.
   \[
   \sum_l \tau_{+l} e_{+l}(x, y, D) e^{iK_{+l}D} \approx \tau_{+0} e_{+0}(x, y, D) e^{iK_{+0}D}. \tag{3.93}
   \]

3. **The rear interface**
   Although at the rear interface we have only the zeroth order BM contributing to the incident field, we have to assume that the reflected field again consists of a superposition of all BMs in general. We therefore have
   \[
   e_{+0}(x, y) + \sum_l \rho_{-l} e_{-l}(x, y) = \sum_{nm} E^{T}_{y, mn} e^{i(K_{x,m}x + K_{y,m}y)} \tag{3.94}
   \]
   \[
   h_{+0}(x, y) + \sum_l \rho_{-l} h_{-l}(x, y) = \sum_{nm} H^{T}_{x, mn} e^{i(K_{x,m}x + K_{y,m}y)}. \tag{3.95}
   \]
Performing again an averaging over the interface we have
\[
\langle e_{+0}(x, y) \rangle + \left( \sum_l \rho_{-l} e_{-l}(x, y) \right) = E_{y,00}^T
\]
\[
\langle h_{+0}(x, y) \rangle + \left( \sum_l \rho_{-l} h_{-l}(x, y) \right) = H_{x,00}^T.
\]

By introducing the following abbreviations
\[
Z_{+0} = \frac{\langle e_{+0}(x, y) \rangle}{\langle h_{+0}(x, y) \rangle}, \quad Z_2 = -\frac{\langle \sum_l \rho_{-l} e_{-l}(x, y) \rangle}{\langle \sum_l \rho_{-l} h_{-l}(x, y) \rangle}, \quad Z_0 = \frac{E_{y,00}^T}{H_{x,00}^T}
\]

\[
r_2 = \frac{\langle \sum_l \rho_{-l} e_{-l}(x, y) \rangle}{\langle e_{+0}(x, y) \rangle} \quad \text{and} \quad t_2 = \frac{E_{y,00}^T}{\langle e_{+0}(x, y) \rangle}
\]
where \(Z_{+0}\) is the tangential impedance of the zeroth order BM, \(Z_2\) is the tangential impedance of the field reflected at the second (rear) interface and \(Z_0\) is the vacuum impedance, we eventually obtain

\[
1 + r_2 = t_2
\]
\[
Z_{+0}^{-1} - r_2 Z_2^{-1} = Z_0^{-1} t_2.
\]

The solution is trivial and the only interesting quantity \(t_2\) amounts to

\[
t_2 = \frac{Z_0(Z_{+0} + Z_2)}{Z_{+0}(Z_0 + Z_2)}.
\]

If light is only reflected from the zeroth order mode in the same backward propagating one, we have \(Z_{+0}^{-1} = Z_2^{-1}\) and hence \(t_2 = \frac{Z_0}{Z_0 + Z_2}\) as expected for a single mode medium.

The overall reflection \(R\) and transmission \(T\) amount to

\[
R = r_1 = \frac{Z_1 - Z_0}{Z_1 + Z_0} \quad \text{and} \quad T = \tau_{+0} \frac{Z_0(Z_{+0} + Z_2)}{Z_{+0}(Z_0 + Z_2)} e^{iK_{+0}D} = \text{const.} e^{iK_{+0}D}.
\]

These are very similar compared to the equations (3.72) and (3.73) for an asymmetric system of layers. Hence, we can conclude that the retrieval firstly converges and secondly \(\xi/k_0\) converges to the impedance (or its inverse ,respectively) of the first interface and \(k\) converges to the propagation constant \(K_l\) with the smallest imaginary part. Note that the impedance of the first interface is in general rather determined by a certain number of BMs than by the zeroth order mode only. However from the knowledge of the general convergence of the retrieval for absorptive systems and the instantaneous convergence for the single BM approximation we can conclude that the faster the retrieval is converging the better is the single BM approximation. The converged values are usually called the bulk parameters of the structure. Note that for three-dimensional system any substrate can induce an undesired bianisotropy [134] changing the effective properties of the metamaterial [135], in general. In general and if the single BM approximation is not perfectly valid, the system has then to be treated as an asymmetric one even if the MMs structure itself is symmetric.
3.4 Chapter summary and concluding remarks

In the previous subsections we have at first shown how to determine effective wave parameters, i.e. parameters the light propagation in and interaction with the bulk MM. They have been retrieved by inversion of the complex reflection and transmission coefficients. Subsequently, we have shown how to obtain effective material parameters from the wave parameters and discussed in particular the constraints on the wave parameters to allow for their reduction to the smaller set of material parameters. For local anisotropic media the reduction basically requires a linear dependency of the wave parameters. If they are linearly independent, material parameters cannot be assigned, since contradictory results would be retrieved for different illumination scenarios. This makes the inaccuracy of a description in terms of material parameters obvious. So the retrieval of wave parameters is a prerequisite for obtaining material parameters.

The retrieval is then discussed in the context of BMs, which are the normal modes of a periodic medium. By considering layers of stratified media, i.e. one-dimensional photonic crystals, the S-PR was shown to be perfectly suited for obtaining the wave parameters of symmetric systems. The principal property of the system allowing for the application of the PR procedure is the occurrence of only a single BM that dominates light propagation inside the bulk material. Independent on the thickness of the symmetric system, the S-PR determines correctly the propagation constant of the BM. The second parameter, the impedance, is defined by the tangential components of the Bloch amplitudes at the boundary. Both parameters are not subject to any convergence issues but can always be unambiguously determined. That basically proves that any symmetric slab system can properly be replaced by a homogeneous layer with the same propagation constant and the same impedance both at normal as well as at oblique incidence. These wave parameters need not to be reduced to material parameters in general as there were no restrictions made on the size of the systems at all. An arbitrary symmetric system obviously cannot be described by local constitutive relations. However, as soon as the unit cells become very small compared to the wavelength, i.e. in the quasi-static limit, the tangential components of the Bloch amplitudes reach constant values across the unit cell in longitudinal direction. The tangential impedance becomes independent on the termination of the system and it eventually becomes proportional to the propagation constant. In that limit the slab system can be described by local material parameters.

In the last subsection we then shed some light on the more important case of three-dimensional systems. The more interesting the investigation of such systems is, the more difficult it is, too. In general, a larger number of BMs determines the response of the system rather than a single one. As soon as only a single BM determines the optical response, the
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system is obviously equivalent to an one-dimensional one, with the same conclusion to be drawn as above. If multiple BMs are excited, the convergence of the S-PR cannot be guaranteed at all. However, for the important case of lossy systems, we have shown that the S-PR indeed converges. Namely, the propagation constant converges towards the Bloch propagation constant of the lowest damped BM and the impedance to the tangential impedance of the first interface. In general, lossy systems are somewhere in between these limiting cases of the occurrence of only a single BM and the convergence due to losses, i.e. a decreasing influence of higher order BMs. The faster the convergence with an increasing thickness, the better the single BM approximation. Strictly speaking, only in case of instantaneous convergence it is worth to discuss about the reduction of the wave parameters to local material parameters at all.

Here, some remarks from a more physical point of view are necessary. It seems to be reasonable to assume that a single layer of metaatoms behaves differently than the bulk material. The metaatoms which are surrounded by other metaatoms experience a different environment leading to a different response. Then the parameters obtained for different thicknesses are supposed to converge to their bulk values as soon as the influence of the surface becomes negligible compared to the overall size of the structure. The bulk response may then be properly described by the zeroth order BM and the higher order BMs take into account all surface effects. In that context one might expect, that the response of the system is properly described by effective material parameters, which simply depend on the thickness of the system.

However, the S-PR for anisotropic materials, as introduced here, is capable of retrieving such parameters and, more importantly, allows to conclude on the validity of local effective parameters by investigating their angular dependency, since local effective parameters cannot depend on the angle of incidence at all. If, by any means, local effective material parameters can be introduced, they can be determined by the proposed S-PR.

Interestingly, to conclude on the locality of the system it is sufficient to consider the dispersion relation of the dominating BM. The bulk response of any material is certainly determined by the lowest damped, i.e. by the zeroth order BM. The propagation constant of that mode can be determined either by the S-PR for increasing thickness of the system or by other suitable methods (typically by solving the eigenvalue problem). The assumption of local constitutive relations necessarily restricts the form of the dispersion relation to ellipsoids (at least for media with 3 orthogonal mirror planes). If the dispersion relation of that zeroth order BM cannot be described by ellipse equations, the assumption of locality has to be dropped. That will be used later in section 4.4.
4 Investigation of left-handed metamaterial structures

In the present chapter the theoretical concepts introduced in chapter [2] and [3] are applied to different metamaterial (MM) structures. In particular, the developed S-parameter retrieval is used to characterize the optical response of left handed (also called negative index) metamaterials [136]. A medium is called left-handed, if the Poynting vector \( S = \Re[\mathbf{E}] \times \Re[\mathbf{H}] \) is antiparallel to the wavevector \( k \). Roughly speaking, this is equivalent to the requirement of \( \Re[k] < 0 \) and hence \( n < 0 \). After elucidating the working principles of MMs showing the left-handed behavior or a negative refractive index, respectively, structures with increasing symmetry are investigated. Eventually a specific isotropic design of a negative index MM is discussed. Applying the theoretical concepts to specific examples will considerably enhance the understanding of the applied methods and in particular their restrictions.

For the numerical characterisation of all systems investigated here we used a non-commercial implementation of the Fourier Modal Method [137–143] and tabulated data for the permittivity of the metals [144], if not stated differently.

4.1 The working principles of left-handed metamaterial

The main driving force for the investigation of MMs is an artificial magnetic response of manmade structures in frequency domains where natural available materials do not posses an intrinsic magnetic response. Once such an artificial magnetic response of considerable strength is achieved, materials may be constructed that posses a negative refractive index in a certain frequency range by combining the magnetic constituents with elements that have an negative, typically metal-like, effective permittivity. Let us therefore have a closer look at elements (metaatoms) that show a magnetic dipolar response which is induced solely by the electric field. Since magnetic dipoles are associated with current loops we have to look for structures, where oscillating currents can be induced. Quite obviously a metallic ring-like structure may support such current distributions (see Fig. 4.1). However, if the ring is closed the current cannot be resonant and hence the induced magnetic dipole moment will be too small. It is therefore necessary to introduce a split into the ring at a certain
position to get it resonant at a certain frequency. The resulting element is called split ring resonator [46, 145–147] (SRR) and one of the most widely investigated metaatoms at all. It was at first discussed in the microwave regime [46] where an explanation in terms of an LC-resonator is usually applied to describe its electromagnetic response. In the optical domain its response is commonly described in terms of antenna resonances [119], although the LC explanation equally has predictive power [49]. The current eigenmodes of the SRR and their excitation are studied extensively and are well understood [119, 148, 149]. Maybe the most enlightening description of the eigenmodes of the SRR and their excitation as well as of other artificial magnetic metaatoms is given in terms of an coupled oscillator model as published in [64, 65]. Here only the necessary statements are recapitulated briefly. Basically two illumination schemes can be distinguished for which a current distribution is excited, that gives rise to a magnetic dipole moment parallel to the $z$-axis and parallel to the magnetic field of the exciting plane wave. For the first one the external electric field is along the $x$-direction. With the magnetic field parallel to the $z$-axis the propagation is along the $y$-axis. This scenario is undesirable since the SRR is not mirror-symmetric with respect to the propagation direction and effects of bi-anisotropy have to be taken into account to describe its response correctly [123, 150, 151]. The second scheme with the electric field parallel to the $y$-axis, preserving the mirror symmetry in propagation direction, is more desirable. In that case the desired current distribution is only excitable, if the electric field is varying with $x$, i.e. retardation becomes important. Hence, the SRR cannot be arbitrarily small. On the other hand, to achieve a resonant magnetic dipolar response in the optical domain the SRR must be small compared to the wavelength. To further increase the resonance frequency and to achieve structures that are optically small the geometry has to be modified. The simplest and best way is to remove the base of the SRR. The resulting structure, called cut wire pair, is composed of two near field coupled metallic/plasmonic wires only [see Fig. 4.1 (d)]. Each of these wires acts as a resonant dipole. For low frequencies the coupled system basically supports two modes, a symmetric one at higher frequencies and an antisymmetric one at

Figure 4.1: Developing a small particle with strong artificial magnetic resonances. The electric field exciting the current is polarized parallel to $y$ with its gradient along $x$-direction. (a) Closed ring with non-resonant current. (b) Split ring with current being resonant due to the gap. (c) SRR similar to (b). (d) Cut wire pair with resonant antisymmetric current after removal of the SRR base in (c).
lower frequencies. These eigenmodes and their frequency splitting can be understood in terms of a hybridization model [152]. The antisymmetric mode clearly resembles the desired current distribution, that leads to the magnetic dipolar response. The symmetric one results in a strong electric dipole-like response [69].

The second ingredient for a negative index MM, namely a structure with a negative effective permittivity, is found easily. Simple wires, as used for any wire grid polarizer, basically behave like a diluted metal with a plasma frequency determined by the metal itself and the filling fraction of the metal. Of course, the metal-like behavior is achieved, only if the electric field is oriented parallel to the wires.

The magnetic metaatoms are combined with the metallic wires to achieve a negative refractive index MM. The first negative index MM was composed of metallic wires with SRRs in the microwave domain [5]. For the optical domain cut wire pairs together with wires are used to achieve the same [153–155]. In Fig. 4.2 the construction of the fishnet MM [52] is shown schematically. The fishnet MM is often preferred in the optical domain due to its superior performance in terms of a figure of merit defined as $FOM = -\Re(n)/\Im(n)$ [156]. The larger the FOM the more negative the refractive index and the less absorptive the material is. Note, that absorption is often the limiting factor but intrinsic to the used metals. Due to its geometry the fishnet is biaxial anisotropic and even for normal incidence sensitive to the polarization. This polarization sensitivity is undesirable and hence a large of amount of variations of the fishnet were proposed [156–158] to achieve a polarization independent or even an isotropic negative index MM. The first step towards the desired isotropy is to create a structure that has a fourfold rotational symmetry with respect to the z-axis [159–161]. In Fig. 4.3 the construction of the Swiss cross (SC) [162] MM, which is investigated later on in

Figure 4.2: Schematic construction of the Fishnet MM. (a) Metallic double-wires separated by a dielectric spacer serve as a double cut-wires supporting the desired antisymmetric plasmonic eigenmode. (b) Metallic wires providing the diluted metal-like behavior. These wires are also separated by an dielectric spacer, which only serves to keep the structure technologically feasible without any functional meaning. The desired response is obtained for an exciting incident field, that is polarized parallel to the thin wires only. (c) Combining both elements leads to the fishnet structure. Only a single functional layer is shown, which can be realized experimentally by a three layer fabrication scheme.
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Figure 4.3: Schematic construction of the $C_4$-symmetric Swiss cross MM. (a) The double plates serve to support the desired antisymmetric plasmonic resonance. Combining the plates with an orthogonal mesh of thin wires as shown in (b) and (c) finally provides (d) the $C_4$-symmetric Swiss cross negative index MM. Again the structure can be easily fabricated due to the three layer scheme.

detail, is shown schematically. The response of the SC in the quasi-static limit is uniaxial anisotropic with the optical axis being parallel to the $z$-axis. The actual performance of the MMs proposed above is investigated comprehensively in the following subsections.

4.2 The fishnet - a left-handed metamaterials at optical frequencies

In this subsection the characterisation of the fishnet MM in the optical frequency range is discussed in detail. At first the response at normal incidence is investigated with respect to the convergence of the effective properties towards their bulk values. At second the investigation is extended to oblique incidence. It is shown, that the principal response of the fishnet is only weakly depending on the actual number of functional layers used to build up the system and the main characteristics are determined by the zeroth order Bloch mode (BM) - the lowest damped one. This proves, that the fishnet might be properly described by effective wave parameters. Contrarily, it will be shown in the last part of the present section, that the fishnet might not be described by local effective material parameters in general. The results presented here are published in [88,89,163].

The fishnet is probably the most prominent negative index MM investigated so far. Its superior performance in terms of the FOM is employed in all frequency domains ranging from microwave frequencies to visible light. We are interested here only in its characterisation in the optical domain, whereas most of the general results and conclusions do also apply to other frequency domains. The general difference between the different frequency domains stems, of course, only from the underlying material dispersion of the used materials.

We choose here, for several reasons that will be explained below, a particular set of geometrical parameters for the fishnet and discuss the principal results. The principal geometry under investigation is shown in Fig. 4.4. Its unit cell consist of two perforated metallic layers
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Figure 4.4: Schematic drawing of the fishnet MM. (a) Single functional layer consisting of two metallic (silver) layers (thickness $d_{Ag} = 45 \text{ nm}$) separated by a dielectric spacer ($\text{MgF}_2 - \varepsilon_{\text{MgF}_2} = 1.38^2$, thickness $d_{\text{MgF}_2} = 30 \text{ nm}$), principal coordinate system and principal operating scheme with $\mathbf{k} \perp \mathbf{x}$ and $\mathbf{E} \parallel \mathbf{x}$. (b) Top view of the unit cell with $P_x = P_y = 600 \text{ nm}$, $W_x = 284 \text{ nm}$ and $W_y = 500 \text{ nm}$. (c) Stack of three functional layers defining the thickness of a single functional layer ultimately to $D = 200 \text{ nm}$. The geometry shown here is kept fixed in all calculations, except the investigation of the scaling behavior, where all formerly mentioned parameters were multiplied by a scaling factor $f$.

separated by a dielectric spacer. This three layer system is usually called a single functional layer. Subsequent functional layers are separated in propagation direction for convenience by an air gap, where the size of the air gap is determined by the period in $z$-direction. Such an air gap is defined meaningfully only for systems composed of several functional layers. For a single functional layer the definition of the thickness of the unit cell is rather arbitrary and the air gap is then introduced only for conceptional reasons that will become more obvious below. Of course, restricting to a particular geometry limits the generality of the results, but is important since already for a single set of geometrical parameters the characterisation of the entire optical response becomes demanding. Changing the geometrical parameters of a functional layer will have a strong influence, in particular, on the frequency of the resonances. This effect is naturally exploited while upscaling the spectral domain of operation. It was recently shown, that the dependency of the resonance position on the geometrical parameters can be used to tailor the optical response of multiple-functional-layer fishnets [164]. The geometrical parameters of the functional layers are chosen such that the strength of the negative refractive index resonance is reasonably large at relatively large frequencies, where the influence of the lateral and vertical size is discussed in the preceding section. Another important parameter is the distance between subsequent functional layers, i.e. the size of the air gap. The smaller the air gap is the larger the coupling between subsequent functional layers. In first approximation, where a coupling between subsequent functional layers can be neglected, the decrease of the distance simply leads to an increase of the density (the filling fraction) of the resonant elements and hence to an increase of the resonance strength of the equivalent homogeneous medium. On the next level of approximation subsequent functional layers are weakly coupled. The convergence of the effective parameters depending on the number of
functional layers towards the bulk properties will become worse, since a single functional layer will behave significantly different compared to a sequence of functional layers or even an infinite structure. In the context of BMs that simply means, that the parasitic influence of higher order BMs increases [165–167]. A further decrease of the distance eventually leads to major modifications in the optical response [104, 168] and in general a larger number of BMs contributes to the light propagation inside the medium. Hence, very desirable is a balance between a high filling fraction, leading to strong resonances, and a weak coupling of subsequent functional layers, preserving the response of the individual layer. This regime is reasonably achieved by choosing an unit cells size in propagation direction of $a_z = 200\, \text{nm}$.

A final important issue concerns the termination of the structure. Whereas a homogeneous medium is independent on its termination, mesoscopic systems like MMs do not fulfill this requirement a priori. A dependency e.g. of the reflection coefficient on the chosen termination logically results from different impedances of the equivalent homogeneous medium, while the propagation constant remains the same. Consistently, effective parameters like the permittivity and the permeability are different for different terminations. In an extreme case this may lead to a medium, that is double negative, i.e. $\varepsilon$ and $\mu$ have simultaneously negative real parts, at one termination, whereas it is single negative for a different termination. However, we will not discuss this dependency here and focus on a fixed termination as shown in Fig. 4.4.

The anisotropic fishnet as shown in Fig. 4.4 is designed to be operated with $x$-polarized light. I.e., only light with an electric field being polarized along the $x$-axis is supposed to show the negative index behavior. Therefore, the investigations are restricted to that case in the following. At first the response at normal incidence is investigated and the results for different finite as well as for the infinite system are discussed. Then the optical response is investigated for oblique incidence [50, 169] and finally the requirements on the size of the fishnet are elaborated, which are necessary to adequately describe it by effective material parameters.

The results for the effective parameters $n$ and $\xi$ as well for the derived effective parameters $\varepsilon$ and $\mu$ at normal incidence are shown in Fig. 4.5. The solid, colored lines correspond to the values as determined by the S-parameter retrieval for an increasing number of functional layers (1, 2, 4 and 8). The black dotted lines correspond to the values as obtained from the dispersion relation of the infinite system. All subfigures have in common that the results for the finite system are converging very well with an increasing number of functional layers towards their bulk counterpart; at least for frequencies up to 250 THz. The deviations for larger frequencies will be explained later on. Let us focus for the moment on the values for the effective refractive index as shown in Fig. 4.5 (a) and (b). Here the refractive index is shown instead of the propagation constant, since the refractive index is usually the quantity of
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Figure 4.5: Upper row: Real part of the effective parameters $n, \xi, \varepsilon$ and $\mu$ over the frequency. Lower row: Corresponding imaginary parts of the effective parameters. The solid lines correspond to values as obtained by the S-parameter retrieval method at normal incidence, applied to fishnets consisting of different numbers functional layers (1-blue, 2-green, 4-red and 8-cyan). The black dotted line in (a) is the real part of the effective index of the lowest damped BM. In (b) the imaginary parts of all BMs are shown. Note the convergence of the effective parameter with increasing number of functional layers and the convergence of the effective index with an increasing number of functional layers to the $n$ of the BM.

However, at normal incidence the refractive index is simply given as the normalized propagation constant $n = k_z/k_0$. In (a) the real part of $n$ is given for the finite system (solid) and the real part of $n$ for the lowest damped BM [see also Fig. 4.5 (b)]. Clearly, in the entire range, also for frequencies larger than 250 THz, the values for the finite system are converging exactly towards the $n$ of the lowest damped BM. The effective refractive index is negative for frequencies around 210 THz. Figure 4.5 (b) shows the imaginary part of $n$ for the finite and the infinite system. The solid lines clearly converge to the black dotted line with the smallest value, i.e. to the lowest damped one. Additionally, the values of the next larger damped BM (solid dotted lines) are shown, too. Over the entire frequency range all higher order modes are damped much stronger. In fact, the one with an imaginary part of $2.6\mu m^{-1}$ at 150 THz can couple only to $y$-polarized light and hence the next modes to which $x$-polarized light couples are damped even much higher. Only at 300 THz the imaginary part of a higher mode decrease significantly. Therefore, for frequencies up to 300 THz the effective propagation constant is very well described by the lowest damped BM, i.e. the phase advance in transmission is basically determined by that BM. Note, that the imaginary part of the refractive index is very low for frequencies larger than 240 THz.

Figure 4.5 (c) and (d) show the results for the value of $\xi$ as retrieved from the finite system. For the case of TE-polarization $\xi$ is given by $\xi = k_0/ZZ_0$, i.e. proportional to the inverse of the impedance $Z$. While the effective $n$ is related to the phase advance
of the propagating mode in the bulk material, the impedance accounts for the coupling of the incident field to the structure. The impedance generally converges to the value as obtained from reflection at a semi-infinite half space of that material. I.e., when the value for the finite system is converging we know that either the single BM approximation is quite well satisfied or that simply the light which is back-reflected at the rear interface does not contribute to the overall reflection. Since the imaginary part of the effective index is quite large for frequencies smaller than 240 THz, the impedance is converging rapidly. For larger frequencies the imaginary part of $n$ is quite small and back-reflected light may contribute significantly to the overall reflection. Since the effective impedance is converging worse in the present example, the single BM approximation is not quite well satisfied. Therefore, the bad convergence of the effective impedance limits the usefulness of these effective parameters to frequencies smaller than 250 THz.

The results of the effective permittivity $\varepsilon$ and the effective permeability $\mu$ are shown in Fig. 4.5 (e)-(h). Since $\varepsilon$ and $\mu$ are simply derived as products and ratios of $n$ and $\xi$ their convergence is limited by the convergence of $n$ and $\xi$. Therefore, it is meaningful to discuss their dispersive behavior only up to 250 THz. As expected, the effective $\varepsilon$ basically resembles the behavior of a metal, where the effective $\mu$ becomes resonant at the negative refractive index resonance. Note, that the artificial magnetic resonance is quite strong and the real part of $\mu$ achieves even negative values rendering the fishnet to be a double negative (DNG) medium.

Eventually, some general comments on the latter effective parameters $\varepsilon$ and $\mu$ are necessary. Since $x$-polarized light is used to probe the fishnet, the effective parameters might be identified with the tensors elements $\varepsilon_x$ and $\mu_y$. However, such an identification implies that the fishnet is properly described by local effective material tensors. This assumption is not valid in general. There is only a single set of $R$ and $T$ for each frequency and illumination configuration and it is not known in general, if these effective parameters are valid for another angle of incidence, too. This is checked separately below. Therefore, we refrain here from calling them material parameters and simply understand them as a thickness independent representation of $R$ and $T$. In that sense, they are best understood as wave parameters similar to $n$ or $k$ and $\xi$ or $Z$, respectively.

Another remark concerns the antiresonances resulting in negative imaginary parts of either the effective permittivity or permeability (see e.g. Fig. 4.5). Such antiresonances are typically understood as artifacts of the applied retrieval methods, which are related to the periodicity of the MM [87, 170]. Since a negative imaginary part seems to violate the condition of passivity, these antiresonances are said to be unphysical. However, several considerations suggest that this is not valid in general. Sophisticated experiments are proposed to show, that materials exhibiting such a negative imaginary part act as a the source of energy.
prove that, a thin layer of the particular material is placed in front of a perfect electric (magnetic) conductor (depending on the material parameter exhibiting the antiresonance) with a distance of \( \lambda/2 \). The electric (magnetic) field is supposed to have a zero crossing at this distance and hence only the magnetic (electric) field probes the material. Such calculations were performed for a cut-wire structure, showing that the conclusion to be drawn is not valid in general for simple reasons. For materials, that show the antiresonance, the thickness is too large to approximate the magnetic (electric) field as constant and the electric (magnetic) field as a linear function crossing zero. To allow for this approximation, the thickness has to be reduced significantly. Simultaneously, the antiresonances were shown to vanish. For all scenarios, that were considered (including random distance) the absorbed power is positive, rendering the argumentation to be invalid. Very recently, A. Alu published an article on the restoration of the meaning of effective material parameters [79]. Here, the physical origin of the antiresonances is related to effects of second order spatial dispersion. He transforms the constitutive relation containing 3 local effective parameters (\( \varepsilon, \mu \) and \( \kappa \) accounting for second order spatial dispersion), which are free of antiresonance, to 2 so called equivalent effective parameters \( \varepsilon_{eq} \) and \( \mu_{eq} \), which show antiresonances. Since \( \varepsilon_{eq} \) and \( \mu_{eq} \) are an equivalent description of the same medium, we simply have to conclude that for media exhibiting spatial dispersion the constraint of passivity, as identified from the imaginary part of the permittivity and permeability, has to be dropped. However, the issue of antiresonances is less important than any accidental angular dependency of the effective parameters (discussed below), that has to be investigated at first to probe for the locality of the effective parameters.

As shown above, the optical response of the fishnet is rapidly converging towards the bulk behavior for increasing number of functional layers and is very well described by the lowest damped BM. The case of oblique incidence remains to be checked. Since \( \varepsilon \) and \( \mu \) are simply derived from \( k \) and \( \xi \), the properties at oblique incidence are discussed by means of the latter two only. The results for different numbers of functional layers as well as for different angles of incidence ranging from 0 to 90 degrees are shown in Fig. 4.6. Similar to normal incidence the effective propagation constant of the equivalent slab is converging with an increasing number of functional layers (1,2,4 and 8 - solid colored lines) towards the propagation constant of the lowest damped BM (black dotted line) for all angles of incidence and all frequencies. The convergence, however, becomes slightly worse with an increasing angle of incidence as can be best seen from the results of the imaginary part of \( k \) in Fig. 4.6 (b). The abrupt change in the real as well as in the imaginary part for larger angles of incidence is attributed to the onset of the first diffraction order in reflection as well as transmission. In fact, for grazing incidence the kink occurs at 250 THz where \( a = 600 \text{nm} = \lambda/2 \). Although the influence of this higher diffraction order becomes negligible for thicker structures, describing the fishnet as an effective homogeneous medium becomes meaningless beyond these frequencies.
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Figure 4.6: Effective parameters $k$ and $\xi$ of the fishnet over the frequency for discrete angles of incidence $k_x \in (0, 0.25, 0.5, 0.75, 1)k_0$. For increasing angle of incidence the values are shifted by $+5 \mu m^{-1}$ with respect to the smaller angle to keep them clearly separated. The colored solid lines correspond to different numbers of functional layers of the fishnet (1-blue, 2-green, 4-red and 8-cyan). The solid dotted line in (a) and (b) correspond to the propagation constant of the lowest damped BM. Note the shift of the negative index resonance to larger frequencies with increasing angle of incidence and the good convergence of the effective parameters for frequencies up to 250 THz.

Figure 4.6 (c) and (d) shows the real and the imaginary part of $\xi$. Similar to normal incidence the values are converging reasonably only for frequencies up to 250 THz. Hence, considering the response to be effectively homogeneous is limited to frequencies up to 250 THz anyway. Very importantly, the resonance, where the real part of the propagation constant is negative, strongly shifts from 210 THz to 230 THz with an increasing angle of incidence. This may be understood by a very simple picture in terms of the phase advance between the metallic layers of a single functional layer. The artificial magnetic resonance and hence the negative propagation constant occurs at the antisymmetric resonance of the currents in subsequent metal layers. This resonance depends on the phase difference of the exciting field between the upper and the lower layer [64]. In a first approximation this resonance occurs independent of the frequency at a fixed phase difference $\Delta \Phi$. Keeping the distance fixed we have $\Delta \Phi \propto k_z \propto \sqrt{k_0^2 - k_x^2}$ in free space. For an increasing angle of incidence ($k_x$) the same phase difference is achieved for larger frequencies ($k_0$). This crude approximation predicts the shift of the resonance towards higher frequencies correctly. Note, that similar arguments hold, if the permittivity of the dielectric spacer is changed, whereas the situation becomes completely different, if the distance between the layers is changed due to the strong dependency of the coupling on the distance. With deceasing distance, the resonance shifts exponentially to smaller frequencies being in strong contrast to the simple picture introduced before.

The shift of the resonance as well as the similarity of the effective propagation constant compared with the fundamental BM becomes clearer in Fig. 4.7. Here, the real and the imaginary part of the propagation constant are plotted as retrieved from the single func-
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Figure 4.7: Comparison of the effective propagation constant of a single functional layer fishnet as obtained by the S-parameter retrieval with the propagation constant of the lowest damped BM of the infinite structure over the frequency and the angle of incidence. The real parts are shown in (a) and (b) for the finite and the infinite structure, respectively. The corresponding imaginary parts are shown in (c) and (d).

The fundamental requirement on local effective parameters with respect to the angular dependency of the wave parameters $k$ and $\xi$ is the invariance of the ratio $k/\xi$. If this ratio is constant for all angles of incidence, it can be identified with an element of the effective material tensors, i.e. for TE-polarization $k/\xi = 1/\alpha = \mu_y$. As a local effective parameter $\mu_y$ has to be independent of the angle of incidence. If the ratio is not constant, the assumption of locality has to be dropped. Then, the description of the optical response cannot be simplified and the characterisation is restricted to effective wave parameters $k$ and $\xi$, that
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have an intrinsic angular dependency. For the single layer fishnet that ratio is shown in Fig. 4.8 for varying frequency and angle of incidence in (a) and (b) and for the frequency where the real part of $k$ is minimal in (c). Again, a shift is clearly observed for the artificial magnetic resonance towards higher frequencies with increasing angle of incidence. The cut in Fig. 4.8 (c), showing the ratio for a fixed frequency at resonance, impressively points out the strong angular dependence. The ratio is not constant with the angle and therefore the set of wave parameters cannot be further reduced to the smaller set of local material parameters, although weak spatial dispersion is taken into account. Hence, the fishnet, as used here, is obviously not operating in the regime of weak spatial dispersion. Naturally the question arises under which conditions the fishnet might be described by local effective material parameters, i.e. how small has the wavelength to be compared to the structure size so that the response is approximately local? To answer that question the fishnet is scaled down by a factor $f$, while keeping all other parameters constant. The scaling factor $f$ ranges from 0.01 to 1, where 1 represents the fishnet as originally proposed (see Fig. 4.4). Note, that the underlying strong dispersion of the constituent materials inhibits an increase of the wavelength to cell size ratio by a simple decrease of the frequency.

At first, the effective parameters of the single functional layer fishnet are determined at normal incidence for varying frequency and the scaling factor $f$. The results for the most relevant quantities $k$, $\varepsilon$ and $\mu$ are shown in Fig. 4.9. Simply speaking, with an increasing scaling factor the response, as obtained for $f = 1$, basically shifts towards larger frequencies. But even more important and eventually limiting the scaling behavior fundamentally, the strength of the resonance decreases considerably while decreasing the structure size and finally vanishes with $f \to 0$ [see e.g. the imaginary part of the effective permeability in Fig. 4.9 (f)]. Of course, the weaker the resonance gets, the less pronounced is the region of negative refraction (negative propagation constant $k$) as can be seen best from Fig. 4.9 (a). In the limit of $f \to 0$ the effective permeability becomes $\mu \to 1$ and the overall response is given by the metal-like behavior mediated entirely by the effective permittivity, as expected.
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Figure 4.9: Real (upper row) and imaginary parts (lower row) of the effective parameters $k, \varepsilon$ and $\mu$ for a single functional layer fishnet at normal incidence over the frequency and the scaling factor $f$ as obtained by the S-parameter retrieval.

...in the quasi-static limit.

Note, that the effective parameters of the fishnet are defined without the additional air layers, i.e. consisting only of the two metallic sheets and the dielectric spacer. As long as only single functional layers are considered, this is of no importance, since any additional air layer simply dilutes the response. For a single functional layer the thickness of the slab is arbitrary to a certain extent and can be defined meaningfully only for stacks by means of the distance between subsequent layers. Since the focus is here only on the characterisation of the single functional layer fishnet, this issue has no influence on the results in general.

In the second step the optical response (reflection and transmission) is determined for varying angles of incidence and again frequency and scaling factor $f$. For every single frequency the ratio $\alpha = \xi/k$ is probed on its angular behavior and the scaling factor is determined, for which the variation of the ratio with the angle of incidence does not exceed a certain value. The tangential wavevector component $k_t$ is varied between 0 and $1.2k_0$ including a small part of the evanescent waves with respect to air. Of course, material parameters have to be valid for evanescent part of the angular spectrum, too. The following error estimate $\Delta$ is defined as

$$\Delta = \frac{\max |\alpha(k_t) - \alpha(0)|}{|\alpha(0)|}$$

with $k_t \in (0, 1.2k_0)$. $\Delta$ serves as a measure to characterize the variation of $\alpha$ and is displayed in Fig. 4.10 together with the real part of $k$ at normal incidence. Several bounds for this deviation $\Delta$ are considered, ranging from 0.1% to 5%. Clearly, close to the resonance this...
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Figure 4.10: (a) Real part of the effective propagation constant of the single functional layer fishnet over the frequency and the scaling factor. (b) Magnified image of (a). The green solid line shown in (a) corresponds to the line of $\Re(\mu) = 0$, i.e. inside this domain the real part of the effective permeability is negative. For scaling factors smaller than $f = 0.4$ the permeability gets positive for all frequencies and hence the fishnet becomes a single negative medium. The black solid line shown in (b) corresponds to $\Re(k) = 0$, i.e. inside this domain the fishnet has a negative refractive index. For scaling factors smaller than $f = 0.08$ the region of the negative refractive index disappears. The dotted lines indicate the contours of constant deviation $\Delta$. (cyan asterisks - 5%, yellow dots - 2%, blue plus - 0.5%, black crosses - 0.1%)

deviation is strongest for a fixed scaling factor. Since an effective description holds only for almost invariant $\alpha$ this deviation should be as small as possible, but values of 5% might be tolerable at most. This condition requires a scaling factor of about 0.15 in the resonance region; resulting in a wavelength to cell size ratio of $\lambda/P > 10$. Note, at frequencies close to the resonance the deviation does not vanish even for ratios of $\lambda/P \approx 100$, where the real part of $k$ becomes positive everywhere [see the black solid line in Fig. 4.10 (b)]. Evidently, the resonance strength is very weak in this domain leading to a non-magnetic response of the material (see the green solid line in Fig. 4.10 (a) indicating $\Re(\mu) = 0$). This is consistent with the assumption that such small structures can be described in the quasi-static limit where no magnetic response is observed.

Hence, the result of this studies is quite discouraging, namely: a sufficiently strong magnetic response requires a certain minimum unit cell size/wavelength ratio (about 1:3), but this mesoscopic structure must not be described by conventional frequency-dependent effective permittivity and permeability tensors. We have proven this for a fishnet structure, but since all present optical MMs rely on similar resonances, we conclude that this will hold in general.

To sum up, based on the assumption of a weakly spatially dispersive conductivity in MM unit cells we have developed a method to verify/falsify an effective anisotropic medium description of MMs. We have shown that a prototypical magnetically active, and thus poten-
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Uniaxially negative index, material, namely the fishnet, cannot be described as a homogeneous anisotropic medium in the relevant resonance region. By varying the ratio of wavelength to cell size we have elaborated the limitations of the weak spatial dispersion assumption. There is a trade off: If the spatial dispersion is weak and the material parameters have the usual meaning, the antisymmetric plasmonic resonance, which is responsible for magnetic activity, is also weak or disappears. Our work clearly indicates that for optical MMs the commonly assigned effective parameters do not have the physical meaning of conventional material parameters.

4.3 The Swiss cross - a polarization independent left-handed behavior

The development of structures, that are polarization independent, is an important step towards isotropic negative index MMs. In collaboration with the Institute of Applied Physics, Friedrich-Schiller-Universität Jena, we have designed and characterized both numerically and experimentally the polarization independent Swiss cross MM [162, 171]. All experimental work was done by C. Helgert (IAP) whereas the contribution of this author was to provide the numerical analysis and theoretical understanding.

The geometry of the Swiss cross MM is conceptually derived from the fishnet MM, where the formerly rectangular shaped holes now have a cross shape giving rise to the name (see Fig. 4.11). The focus of the present investigation is on the experimental realization and characterisation of the structure, whereas numerical simulations, which take into account all the details of the fabricated structure, are necessary to support the measurements.

Contrary to the millimeter and microwave domain, in the visible frequency domain only intensities can be measured with reasonable effort, whereas for the retrieval of effective parameters the complex scattering coefficients are required. However, it was recently shown that a measurement of the phase is feasible also in the visible domain [172]. To rely on the numerical simulations only, the simulations must describe the response of the sample properly, i.e. the measured intensities in reflection and transmission must coincide with the simulated ones. Therefore, the process of design and characterisation is usually threefold. At first, the structure is numerically investigated and optimized e.g. for a large negative refractive index at a certain wavelength. At that step the cross shaped holes where still assumed to have sharp edges with vertical sidewalls. At second the structure is fabricated in our case by lift-off lithography. Due to fabrication imperfections a third step is necessary, where the structure is again simulated with geometrical parameters as deduced from the SEM images from the fabricated sample. Having a closer look at Fig. 4.11 (a) is becomes...
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Figure 4.11: Left: SEM image of the fabricated sample together with the principal coordinate system and the definition of the angles of incidence and the polarization. We thank C. Helgert from the IAP Jena for providing this SEM image. Right: Artistic view of a single unit cell as used for the simulations. The red layers are made up of gold. The dielectric layer in between is made if MgO have almost the same permittivity as the substrate. The geometrical parameters are given in the main text.

It is obvious that the sidewalls of the holes are not perfectly vertical as initially proposed. They have a tilt angle of approximately 10 degrees. Also, the edges of the cross are rather round than sharp. Finally, the thicknesses of the metal and dielectric layers are known up to a precision of a few nanometers only. Therefore, simulations are done for varying geometrical parameters, where the range of parameters is given by the precision of the SEM image. The set of parameters, for which the deviation between measured and simulated intensities is minimal, describe the overall response best. Although this might sound questionable, it is on the one hand a widely accepted procedure and on the other hand yields very good results, as is shown in the remainder of this subsection. It was even suggested in a recent publication of Plum et al. [173] to be the method of choice at optical frequencies. In fact, the geometrical parameters, which reproduce the optical response at normal incidence best, will be shown to be capable of describing the actual response at any angle of incidence almost perfectly.

Both the numerically and experimentally obtained intensities of the reflected and transmitted field are shown in Fig. 4.12 (a). Clearly, the curves for the simulated and the measured intensities are almost in perfect agreement. The parameters used for the simulations [see also Fig. 4.11 (b)] are given by a period of \( P = 410 \text{nm} \), \( d_{\text{Au}} = 30 \text{nm} \), \( d_{\text{MgO}} = 37.5 \text{nm} \), \( x_l = 310 \text{nm} \) and \( x_s = 80 \text{nm} \). The values of \( x_l \) and \( x_s \) describe the width of the cross at the center of the dielectric layer, which has a permittivity of \( \varepsilon_{\text{MgO}} = 2 \). The width at the upper and lower gold layer are determined by an inclination angle of 10 deg. The substrate has a permittivity of \( \varepsilon_{\text{sub}} = 2.07 \). These parameters obviously describe the fabricated sample sufficiently good. Note, that we are mainly interested in the resonance at 1.4 \( \mu \text{m} \). For wavelengths smaller than 0.9 \( \mu \text{m} \) the deviation between both results is a little worse in reflection. But even there the characteristic dips are properly retained indicating a good representation.
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Figure 4.12: (a) Measured and numerically determined reflected and transmitted intensities. Both results are in almost perfect agreement rendering the geometrical parameters used for the simulations to be very well estimated. (b) Real (blue) and imaginary (green) part of the propagation constant as retrieved from the simulated complex scattering coefficients at a single layer SC MM. Note the pronounced negative index resonance at 1.4 μm. (c) Real (blue) and imaginary (green) part of the propagation constant fundamental BM of the infinitely extended SC MM. The dotted black curves give the imaginary parts of the higher order BMs, which are much stronger attenuated for all frequencies of interest. The values for $k$ of the fundamental mode are slightly smaller than those in (b) because of the additional spacer between subsequent functional layers, which is missing for the single layer SC.

As shown above, the simulated data can be used to describe the structure. The effective propagation constant as retrieved from the simulated data is shown in Fig. 4.12 (b). The wavelength region of main interest is around 1.4 μm. Here, the real part of the propagation constant is negative. Due to quite large losses the FOM is smaller than 1. Values for the effective permeability and permittivity at normal incidence are shown in [162]. Due to the fourfold rotational symmetry of the structure, the optical response is polarization independent at normal incidence, which is also proven for the fabricated sample [162].

To prove, that the bulk Swiss cross MM behaves similar to the single layer SC, the dispersion relation of the BMs is calculated. Here each three-layer functional slab is placed on a 50 nm substrate with 50 nm dielectric spacer ($\varepsilon = 1$) above, to retain the surrounding and, hence, the resonances. The results are shown in Fig. 4.12 (c). The green and black lines correspond to the imaginary part of the least damped and higher order BMs, respectively. The blue curve is the real part of the least damped BM. The additional dielectric spacer is necessary to keep subsequent unit cells weakly coupled and hence retain the basic properties of the single slab. In the limit of a vanishing dielectric spacer the physics will change considerably. The spacer of course dilutes the medium and hence the negative index resonance is less pronounced compared to the single slab case Fig. 4.12 (b). However, the qualitative behavior is equivalent. This indicates, at first, that light propagation through the SC is dominated by the lowest damped BM. All higher order BMs (black curves) are much stronger damped in the entire frequency range. Note, that the domination of a single BM is a prerequisite for a MM to be considered as a homogeneous medium. And at second,
even if several SC slabs are stacked to form a thicker structure, the negative index resonance is retained.

In a next step the angular dependency of the optical response is investigated. Therefore, the transmission is measured for both polarizations (TE and TM) at two high symmetry planes of incidence, defined by $\varphi = 0$ and $\varphi = \pi/4$ and the surface normal, depending on the angle of incidence $\theta$ and the wavelength $\lambda$. The experimental (upper row) as well as the simulated results (lower row) for the zeroth diffraction order are shown in Fig. 4.13. The agreement between both is astonishing. At first glance they are almost identical. They are distinguishable only by the small noise of the experimental data for small wavelengths.

In particular, all experimental features of the spectra are fully revealed in the simulations. This again suggests that the geometrical parameters determined once for normal incidence describe the entire response of the sample correctly, i.e. for further considerations we can fully rely on the complex simulated data. That also implies, that the fabricated sample is almost perfectly periodic with negligible deviations of the unit cells across the sample.

Figure 4.13: Transmission for various polarization states and planes of incidence over the wavelength and the angle of incidence. Upper row: measured data. Lower row: simulated data. [(a) and (b)] TE-polarization at $\varphi = 0^\circ$. [(c) and (d)] TM-polarization at $\varphi = 0^\circ$. [(e) and (f)] TE-polarization at $\varphi = 45^\circ$. [(g) and (h)] TM-polarization at $\varphi = 45^\circ$. Some words on the chosen planes of incidence are necessary. At first, at the chosen high symmetry planes the polarization, either TE or TM, will be maintained in transmission as well as in reflection due to the mirror-symmetry with respect to these planes. This holds for every structure having that kind of symmetry regardless of the wavelength to cell size ratio. Note that higher diffraction orders may become propagating in reflection as well as in transmission if the wavelength is too small. Then considering the zeroth diffraction order only becomes meaningless anyway. And at second, the conservation of the polarization is crucial for the application of the S-parameter retrieval as discussed in chapter [3]. For any other plane of incidence than the chosen ones the structure will not maintain the polarization.
for TE and TM polarized waves in general [174].

A final comment concerns the abrupt variations in Fig. 4.13 (c) and (d) for smaller wavelengths/larger angles of incidence. They indicate the onset of a higher propagating diffraction order in the substrate. This higher diffraction order is significantly excited for TM polarization only. For TE polarization [Fig. 4.13 (a) and (b)] this first diffraction order is two orders of magnitude weaker, hence the transmission is almost continuous. For $\phi = 45^\circ$ the first diffraction order appears for much smaller wavelengths or larger angles of incidence, respectively, since the effective period is increased by a factor of $\sqrt{2}$. Of course, the effective homogenization of MMs is restricted to wavelength domains, where only the zeroth diffraction order is propagating [165,166].

The simulated data are used to retrieve the effective refractive index of the structure for the different planes of incidence and polarizations. Here, the effective refractive index is defined as

$$n_{\text{eff}}(k_x, k_y) = \frac{1}{k_0} \sqrt{k_x^2 + k_y^2 + k_z^2},$$

where $k_0 = \frac{\omega}{c}$ is the wavenumber in free space, $k_x = k_0 \sin(\phi) \sin(\theta)$ and $k_y = k_0 \cos(\phi) \sin(\theta)$ are given by the angle of incidence $(\theta, \phi)$ and $k_z$ is determined by the S-parameter retrieval. So $n_{\text{eff}}$ gives the length of $\mathbf{k}$ normalized to $k_0$ inside the structure. In that sense the effective refractive index is simply a different representation of the dispersion relation. The principal advantage of a refractive index lies in its potential to simplify the description of the dispersion relation. For example, for an isotropic medium $n_{\text{eff}}$ is a constant with respect to the angle of incidence. Hence, the complex dispersion relation can be described by a single quantity only. For lossy anisotropic structures the general behavior is more subtle, but both the real and the imaginary part of $n_{\text{eff}}$ are at least monotonous with varying angle of incidence. For structures like the SC MM with an axis of 4-fold rotational symmetry the response in the quasi-static limit is expected to be independent of $\phi$ for a given polarization, which is equivalent to polarization conservation for all $\phi$. Since negative index MMs are often supposed to show a refractive index, which is polarization insensitive and independent of the angle of incidence, the use of $n_{\text{eff}}$ is preferred. This means, in particular, that isotropy or quasi-isotropy is achieved, if this effective index remains (almost) constant with varying angle of incidence.

The actual results for the effective refractive indices are shown in Fig. 4.14 (a)-(d). Note, that the transmission is given only for angles accessible to the experimental setup between $\theta = 0..55^\circ$, whereas the numerically obtained refractive index is given for angles up to $\theta = 80^\circ$.

For normal incidence an asymmetric plasmonic eigenmode of the unit cell is excited at $\lambda = 1400$ nm, where the angular dependence of optical response in this region is at the focus of the investigation. For TE polarization at $\phi = 0^\circ$ the refractive index depends only slightly on the angle of incidence $\theta$ as given in Fig. 4.14 (a). In particular the wavelength
dependence of the left handed region does not change with $\theta$ [see Fig. 4.14 (e) and (f)] but its width decreases slightly. For TM polarization the situation is qualitatively different. The region of left handed behavior is shifted towards smaller frequencies by an increasing angle of incidence. For a fixed wavelength of $\lambda = 1400 \text{nm}$ the refractive index becomes even positive with increasing $\theta$, as shown in Fig. 4.14 (e). Even more peculiar, for $\lambda > 1400 \text{nm}$ the strongest negative refractive index occurs for oblique incidence. This phenomenon was already discovered and discussed in [88, 175]. The asymmetric resonance is excited best for a nonvanishing tangential wavevector component. The discontinuous behavior of the refractive index for large $\theta$ at smaller wavelength is attributed to higher diffraction orders in the substrate as discussed for the transmission above. Note, that the optical response is very different for TE and TM polarization at $\phi = 0^\circ$. For $\phi = 45^\circ$ the situation is quite similar. For both polarizations the region of left handed behavior changes, if $\theta$ varies and its width is typically decreasing with increasing $\theta$. The refractive indices for $\phi = 0^\circ$ and $\phi = 45^\circ$ should be identical for an purely anisotropic medium with a $C_4$-symmetry and effective material tensors $\hat{\varepsilon}_{\text{eff}}(\omega)$ and $\hat{\mu}_{\text{eff}}(\omega)$. With Fig. 4.14 (e) and (f) it is clear that both the real and the imaginary part of the $n$ are strongly depending on the polarization and the angle of incidence. Any attempt to use the SC as an imaging device will be limited by this variation [175].

Both, numerically and experimentally, the angular dependent optical response of a Swiss cross MM was investigated, which exhibits a polarization independent left handed behav-

Figure 4.14: Real part of the effective index for selected combinations of polarization states and incidence planes as obtained from the numerical data. (a) TE, $\phi = 0^\circ$, (b) TM, $\phi = 0^\circ$, (c) TE, $\phi = 45^\circ$, (d) TM, $\phi = 45^\circ$) depending on the wavelength and the angle of incidence. (e) and (f) real and imaginary part of the effective refractive index at $\lambda = 1400 \text{nm}$ for all four configurations of polarization states and planes of incidence. Solid lines: $\phi = 0^\circ$, blue: TE, red: TM. Dotted lines: $\phi = 45^\circ$, blue: TE, red: TM.
ior/negative refractive index at normal incidence. Here, it turned out that the derived effective optical properties depend both on the polarization state and the angle of incidence reflecting the effect of spatial dispersion on the optical response. Hence, the angular resolved effective parameters cannot be understood as material parameters but may only serve to simplify the description of light propagation inside the MM. It was revealed, that only for a certain linear polarization and a specific plane of incidence a negative refractive index is observed to be almost independent on the angle of incidence. The experimental results are in almost perfect agreement with the numerical ones.

4.4 The split cube in carcass - a seemingly isotropic left-handed metamaterial

The majority of applications, in particular for negative index MMs, require the structures to act optically isotropic. A wide variety of publications is dedicated to their investigation either by group theoretical approaches aiming at identifying suitable geometries or by calculating the optical response of particular structures [176–183]. However, most of the proposals have severe shortcomings. On the one hand, the group theoretical approaches may provide geometries, that possesses identical optical properties along principal propagation directions due to e.g. the chosen cubic symmetry. But their overall response is optically isotropic only in the quasi-static limit. The investigations done on particular structures, on the other hand, are often performed only for certain high symmetry directions. They do not cover all possible directions and more importantly, they are mostly limited to lossless materials. Since resonant structures are typically made of metallic materials, this is an inadmissible assumption. In the following results are presented for a very promising candidate for an

![Figure 4.15: Artistic view of the split cube in carcass MM. All elements are supposed to be made of gold. The entire structure is embedded in a dielectric with \( \varepsilon = 2.25 \) to keep the structure technologically reasonable. (a) Image of the split cube. (b) Image of the Carcass building together with the semi-transparent split cube the unit cell of the SCiC MM. (c) Cross section of the Split cube and cross section of cross shaped wire defining the Carcass with geometrical parameters.](image-url)
optically isotropic negative index MM, namely the Split Cube in Carcass (SCiC) MM [184]. It is shown to exhibit a frequency region of lefthandedness in the optical domain, where all requirements on a homogeneous medium are met. The dispersion relation of the BMs is calculated across the entire Brillouin zone, taking the dispersive and absorptive behavior of the materials correctly into account. However, based on these investigations it must be concluded, that the SCiC is far from being optically isotropic, in particular, in the resonant frequency region of lefthandedness.

The system under consideration is shown in Fig. 4.15. The metallic split cube is the three-dimensional analogue of a split ring resonator with cubic symmetry. It is designed to support resonant current eigenmodes resembling magnetic dipolar currents. These magnetic dipolar currents should result in the desired artificial magnetic response. By changing the width of the gaps the resonance frequency can be adjusted. The outer system of cross shaped wires resembles a three-dimensional wire medium. The wires where chosen to be cross shaped to assure a high density of the structure. The width and the thickness of the wires determines the amount of interconnected metal in the structure. The more metal is included the larger is the effective plasma frequency of the wire medium. Hence, for a fixed frequency the structure becomes more metal-like and the real part of the effective permittivity reaches larger negative values, with an increasing filling fraction. The geometrical parameters, as given in Fig. 4.15, where carefully adjusted by numerical optimization to obtain a pronounced region of lefthandedness at normal incidence. The unit cell has a cubic symmetry with a lattice constant $a = 250\,\text{nm}$. The cubic symmetry of the overall system ensures that the optical response becomes isotropic in the quasi-static limit.

In a first step, the effective properties of the finite structure are investigated with an increasing number of functional layers. The application of the S-parameter retrieval allows for the calculation of the complex propagation constant $k$ and the complex impedance $Z$. The results for the retrieved effective propagation constant as well as the effective refractive index $n = k/(\omega/c)$ are shown in Fig. 4.16. The solid lines correspond to the different values of functional layers used to build up the system, where blue indicates 1, green 2 and red 5 functional layers. Additionally the propagation constants of the first BMs are shown as black dotted lines, where the lowest damped BM coincides with the values retrieved for the finite structure. Importantly, across the entire frequency range the propagation constant of the lowest damped BM has a significant smaller imaginary part than all other modes. Hence, upon propagation through the structure that mode will dominate the behavior. The effective properties are converging very fast with an increasing thickness towards their bulk values. The deviation between the different lines is basically negligible. This has important consequences. At first the propagation inside the structure is dominated by the zeroth order BM. And at second an incident plane wave couples predominantly to that mode. Hence,
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Figure 4.16: Effective propagation constant $k$ and refractive index $n$ of the SCiC over the frequency. The solid lines are the values as obtained for the finite structure for different numbers of functional layers: blue - 1 layer, green - 2 layers, red - 5 layers. The dotted lines are the values for the infinite structure, i.e. the propagation constants of the BMs. (a) Real part of $k$. (b) Imaginary part of $k$. (c) Real part of $n$. (d) Imaginary part of $n$.

The single BM approximation is quite well satisfied and the structure can be considered as homogeneous. That will allow us to characterize the structure later on by that zeroth order BM only.

Clearly the structure exhibits a region of $\Re(k) < 0$ around 170 THz. For frequencies smaller than 160 THz the SCiC is best described as a metallic slab with a small real part and a large imaginary part of $k$. For frequencies larger than 180 THz the SCiC behaves like a strongly absorbing dielectric. This may be anticipated also from Fig. 4.17, where the real and imaginary parts of the effective permittivity $\varepsilon$ and the effective permeability $\mu$ are shown as retrieved from $k = \sqrt{\varepsilon\mu}$ and $Z = \sqrt{\mu/\varepsilon}$ at normal incidence. Although the results for $Z$ are not shown here, the values of $Z$ for different thicknesses obviously converge since those for $\varepsilon$ and $\mu$ are converging. The real and imaginary part of the permittivity are indicating a purely metallic behavior below 160 THz. For frequencies larger than 180 THz the real part of $\varepsilon$ becomes positive. For all frequencies below 200 THz, which actually is the highest frequency of interest, the effective permeability has small positive values. Hence, above 180 THz the response is similar to a strongly absorbing dielectric. The effective permeability has almost constant values both in real and imaginary part for frequencies below 160 THz.

Figure 4.17: Spectral dependent effective permittivity $\varepsilon$ and permeability $\mu$ of the SCiC. The lines are the values as obtained for the finite structure for different numbers of functional layers: blue - 1 layer, green - 2 layers, red - 5 layers. (a) Real part of $\varepsilon$. (b) Imaginary part of $\varepsilon$. (c) Real part of $\mu$. (d) Imaginary part of $\mu$. 


At 170 THz the permeability shows considerable dispersion with a rather strong peak in the imaginary part. This is indeed the desired magnetic resonance induced by the split cube. The origin of the main features can be further clarified by investigating the comprising elements, namely the slit cube and the carcass, independently. This is presented here for the carcass only. The results for the real and the imaginary parts of the effective $\varepsilon$ and the effective $\mu$

Figure 4.18: Effective permittivity $\varepsilon$ and permeability $\mu$ of the Carcass over the frequency. The lines are the values as obtained for the finite structure for different numbers of functional layers: blue - 1 layer, red - 5 layers. (a) Real part of $\varepsilon$. (b) Imaginary part of $\varepsilon$. (c) real part of $\mu$. (d) imaginary part of $\mu$. The figure (e)-(h) provide a detailed view of the figures (a)-(d) for small frequencies.

are shown in Fig. 4.18 (a)-(d). The blue line indicates the use of a single layer, where the red lines corresponds to 5 layers. The difference between both is again negligible. Already a single layer acts bulk-like. By comparing these results with the results for the SCiC shown in Fig. 4.17 (a)-(d) it becomes obvious that the response of the SCiC is dominated by the metal-like behavior of the Carcass for frequencies smaller than 160 THz. Also we can conclude that the resonance at 170 THz is indeed due to the split cube. For larger frequencies the response of the SCiC is determined by a complex interplay of both. Interestingly, the carcass shows, additionally to the metal-like response, a diamagnetic behavior in the whole frequency range, where the real part of the effective permeability has an almost constant value of $\mu \approx 0.5$. This is rather unexpected at least for very small frequencies. Therefore, the response is recalculated with high frequency resolution between 0.1 and 15 THz. The results are shown in Fig. 4.18 (e)-(h). In fact, in the limit of $\omega \to 0$ the effective permeability reaches $\mu = 1$.

Let us shortly repeat the basic conclusions before we proceed in investigating the dispersion relation. The optical properties of the SCiC are shown to converge very fast towards their bulk values. Already a single layer of the SCiC MM can be described properly by bulk parameters. That essentially proves, that the single BM approximation is well satisfied and
the propagation characteristics are determined by the zeroth order Bloch only. Although the validity of the single BM approximation is shown for normal incidence only, it also holds for oblique incidence, which was proven for the main planes of incidence at TE-polarization. For the sake of brevity these redundant results are not shown here.

The cubic SCiC is, therefore, a promising candidate for an isotropic left-handed/negative refractive index MM. It remains to be investigated, whether the SCiC behaves optically isotropic, i.e. the refractive index is independent of the propagation direction, or not. Since the main focus is on the region of lefthandedness, the dispersion relation of the BMs is calculated for a fixed frequency of 170 THz, where the real part of the refractive index is most negative at normal incidence. Above, the lowest damped BM was shown to determine the optical response sufficiently well. Hence, only the properties of that mode have to be discussed here. The real as well as the imaginary part of the corresponding propagation constant are shown in Fig. 4.19 (a) and (b) in the first Brillouin zone. The first Brillouin zone is determined by $k_{x,y} = \{-\frac{\pi}{a}, \frac{\pi}{a}\}$ with $a = 250$ nm and $k_\perp = (k_x, k_y)^T$. If the outer medium is vacuum, $|k_\perp| = k_0$ means grazing incidence. For comparison we have also shown in Fig. 4.19 (c) and (d) the real and the imaginary part of the propagation constant for an ideal medium with an assumed isotropic refractive index identical to that of the real structure at normal incidence, i.e. $k_z = -\sqrt{k_0^2 n_0^2 - k_x^2 - k_y^2}$ with $n_0 = k_z(k_\perp = 0)/k_0$.

At first we notice that both the real and the imaginary part of the propagation constant of the MM are not rotationally symmetric and monotonically changing with increasing absolute value of the tangential component $k_\perp$ as for the isotropic medium. In particular, the dependency on the transverse wave vector is tremendously different when compared to the isotropic medium. While the real part is monotonically increasing with $|k_\perp|$ in the $\Gamma X$-direction it is non-monotonously decreasing in the $\Gamma M$-direction. Also the imaginary part is strongly increasing in the $\Gamma M$-direction and only slowly varying in the $\Gamma X$-direction. Hence, any formally introduced effective refractive index would explicitly depend on the transverse wave vector $k_\perp = (k_x, k_y)^T$. Therefore, the introduction of a global effective refractive in-

![Figure 4.19: Real (a) and imaginary (b) part of the propagation constant of the lowest order BM in the first Brillouin zone. Real (c) and imaginary (d) part of the propagation constant of an isotropic medium with the same refractive index as the SCiC at normal incidence.](image-url)
dex is pointless since no additional information is obtained. Nevertheless for paraxial wave propagation the introduction of a local effective refractive index is feasible. Near the Γ-point the isofrequency surface is approximately spherical where the validity of this approximation strongly depends on the frequency and the wavelength to cell size ratio.

It should be mentioned, that the choice of real valued $k_x$ and $k_y$ is arbitrary to a certain extent. In lossy media, the complex nature of the dispersion relation cannot be neglected. The dispersion relation could also be calculated for complex valued $k_\perp$. On the other hand, it is pointless to provide these values as they are not accessible in any experiment. The tangential wave vector components are continuous at boundaries and only real valued plane wave solutions can exist in free space, therefore this choice reflects experimental constraints.

To evaluate the optical isotropy of the SCiC more quantitatively, the relative deviation between the numerically obtained propagation constant and the ideal spherical isofrequency surface is calculated. To quantify this deviation the effective refractive index at oblique incidence is compared to that at normal incidence. From symmetry considerations and the exemplary results in Fig. 4.19 it is clear, that an investigation of the dependency in the high symmetry ΓX and ΓM direction is sufficient, where it is assumed, that these points are extremes of the iso-frequency surface for a fixed value of $|k_\perp|$. Fig. 4.20 (a) and (b) show the real part of the propagation constant for both high symmetry directions as a function of the frequency and of the tangential wave vector component $k_\perp/k_0$, where $k_0$ is the free space propagation constant. The edge of the first Brillouin zone for the largest possible frequency (200THz) is at $|k_\perp|/k_0 \approx 3$ since

$$\frac{|k_\perp|}{k_0} = \frac{\pi}{a k_0} = \frac{\lambda(200\text{THz})}{2a} = \frac{2 \cdot 10^6}{200 \cdot 10^{12} c} \approx 3.$$  

The most important frequency region is the black domain of left-handedness, where the Split Cube provides an artificial magnetic response. Also, the iso-error lines for the relative error

$$\Delta = \left| \frac{|k_z| - |k_z|_{\text{ideal}}}{|k_z|_{\text{ideal}}} \right|$$

with $|k_z|_{\text{ideal}} = \sqrt{k_z^2(k_\perp = 0) - |k_\perp|^2}$ are given as green lines for several values. The quantity $\Delta$ is a measure for the relative deviation of the modulus of the propagation constant for oblique incidence from that for normal incidence. The modulus is taken, because all quantities are complex-valued. The iso-error lines in the non-resonant regime ($\omega \lesssim 150$ THz) scale approximately with $1/\omega \propto \lambda$. This results from the fact, that the homogeneous medium approximation improves with a decreasing unit cell size to wavelength ratio $a/\lambda$. For frequencies larger than 160 THz the structure becomes resonant and an abrupt change of the iso-error lines is clearly observable.

Obviously in the resonant regime the MM is approximately isotropic only, if the ratio $a/\lambda$ is much less than in the non-resonant regime. In general, the situation is identical for both
planes of incidence (ΓX- and ΓM-direction). However, for larger frequencies the deviation of the calculated iso-frequency lines to the ideal ones is slightly smaller in ΓM- than in ΓX-direction but not significantly.

Note, that the introduction of the quantity Δ is only one option to quantify the deviation of the pertinent isofrequency surface from the ideal one. Other measures are also possible, where, for example, the deviation of the length of the actual wavevector compared to the length of the wavevector in an isotropic medium yields qualitatively the same results.

Before we proceed to discuss the results, some remarks concerning the investigated parameter space are in order. Here, the dispersion relation is not calculated up to the edge of the Brillouin zone, but for fixed, normalized tangential wave vectors, which translate for propagating waves into certain angles of incidence. This is more useful, since for very low frequencies it is not possible to provide incident plane waves with tangential wave vector components \( k_t \) that are in the order of \( \pi/a \) where \( a \) is the lattice constant. Furthermore, plane waves with wave vectors in the dimension of the lattice vector will always sense the details of the periodicity. In this case the issue of an optically isotropic structure is pointless. Of course, also for small frequencies the iso-surface are not rotationally invariant but these domains are in general not accessible to the experiment and are negligible. Assuming the outer medium to have a permittivity \( \varepsilon \) then the line given by \( |k_\perp|/k_0 = \sqrt{\varepsilon} \) corresponds to grazing incidence and to the angular domain accessible from free space.

Up to here only the properties of the fundamental BM with the smallest imaginary part are discussed, since this mode essentially dictates light propagation. While considering the coupling of an external field to this BM it is assumed that only this mode is excited, thus
restricting to a certain polarization state of the incident light.

Nevertheless, in the general case of arbitrarily polarized incident light one has to discuss both eigenstates of the polarization separately, as both may exhibit different propagation constants. Assuming an isotropic homogeneous medium the eigensolutions are always degenerated, i.e. the eigenmodes are orthogonally and linearly polarized plane waves with the same $k_z$. This is also the case for normally incident light on a $C_4$ symmetric structure. Here, the light encounters the same physical structure at normal incidence for any polarization, hence the eigensolutions are degenerated. For oblique incidence the situation changes dramatically because both linearly polarized eigenstates may encounter different structures. Both eigensolutions may have different eigenvalues for the propagation constant. One may compare the situation with an uniaxial crystal, where the optical axis is aligned with the $z$-axis. For normally incident light the structure can be considered as being isotropic, whereas at oblique incidence the eigenvalues for the two eigenpolarizations are different. Note that the eigenpolarizations are always orthogonally, linearly polarized for planes of incidence being identical with mirror planes of the MM.

Considering the SCiC as an effectively isotropic, homogeneous medium, both fundamental BMs are supposed to be degenerated. As soon as the eigenvalues for both BMs deviate from each other, the medium cannot be described as being effectively isotropic. This deviation can also serve as a measure for a meaningful MM homogenization. Figure 4.20 (c) shows the real and the imaginary part of the propagation constant for the two BMs with the smallest losses at a certain angle of incidence. Figure 4.20 (d) shows their difference as function of the frequency. Clearly, for low frequencies the propagation constants for both modes are identical. As soon as the frequency increases the propagation constants start to deviate from each other, hence the SCiC cannot be considered as optically isotropic anymore. The deviation is of course the stronger the larger the angle of incidence is. The conclusions to be drawn from these figures are of course in line with those from the angular dependency of the first BM only. The structure is isotropic only for small frequencies and a limited range of angles of incidence, where this angular range is larger for smaller the frequencies.

Finally, some remarks are necessary in order to elucidate the significance of the obtained results for other spectral domains. Although we have investigated a specific high-symmetry MM here, which is designed to operate in the optical domain, we firmly believe that the conclusions to be drawn will not change significantly by modifying the operational wavelength. First of all, the structure sizes when compared to the vacuum wavelength are already quite small. At the frequency of interest the wavelength to cell size ratio is approximately 7. Even in the GHz range this ratio does not exceed 10 considerably [176]. From Fig. 4.20 it can be anticipated, that even in the non-resonant regime for $\lambda/a \approx 15$ the deviation between the expected response and the achieved one exceeds 2% already at $k_t/a = 1$. The structure
cannot be made significantly electrically smaller, if resonant metallic particles are used to achieve the artificial magnetism. But since the unit cell design itself is already of cubic symmetry, the deviations of the expected isotropic optical response to the actual one is only due to the insufficiently large wavelength to cell size ratio. To overcome these obstacles, it is maybe necessary to go completely different ways [164].

Let us shortly summarize the foregoing results. We have investigated the optical response of a highly symmetric SCiC MM in the negative refractive index regime. The SCiC exhibits cubic symmetry, i.e. the highest possible symmetry for periodic MMs, and is therefore considered a very promising candidate for an isotropic negative refractive index material. By investigating at first a finite number of functional layers and the convergence of the corresponding effective parameters to the values obtained from the dispersion relation of the infinite structure, we can conclude that the SCiC fulfills all requirements of a homogenizable MM. Already a single functional layer can be described by its bulk properties as only a single BM determines light propagation inside the structure. Nevertheless, our investigation of the iso-frequency surface of the dispersion relation clearly shows that even this MM with the highest symmetry is far away from having an optically isotropic response in the region of left-handedness. This non-isotropic response is rather due to the large electrical size of the resonant unit cells than due to an insufficient design and will unlikely be solved while shifting the spectral domain of operation to the microwave regime. Hence, the key result is that one must not conclude from high symmetry on an optically isotropic response. Hence, optical isotropy of a MM can be only deduced from a careful inspection of the dispersion relation by taking into account the material dispersion of metals, too. This is an important message to the designers of isotropic optical MMs.

4.5 Chapter summary and concluding remarks

In the preceding chapter the effective description of MMs, as developed in chapters 2 and 3, was applied to optical MMs of different symmetries. Besides the comprehensive investigation of finite structures either theoretically or both theoretically and experimentally for normal as well as oblique incidence, results were presented and discussed for infinite structures, too. It was shown, that an effective description of the optical response in terms of wave parameters might often be justified, whereas effective material parameters must not be assigned in particular near topological resonances. The ideas and methods to investigate the optical response were presented exemplarily for non-chiral structures only. Although not shown here, also chiral MMs were investigated based upon these methods and it was shown that very similar conclusions can be drawn [121,166].
5 A Jones matrix approach to complex metaatoms

5.1 Introduction

Whereas in the beginning of research on metamaterials properties such as a dispersive permeability were at the focus of interest [49–51], the range of properties to be intentionally affected by suitably chosen MMs significantly increased over the last years. More and more complex [185–188] and most notably, chiral [20, 21, 27–31] or quasi-planar [121, 189, 190] chiral structures attracted a great deal of attention due to their polarization selective optical response and their potential to implement functional devices with unprecedented applications such as, e.g., broadband polarizers for circularly polarized light [19]. Moreover, from a scientific point of view, such complex MMs permit to observe unexpected and counterintuitive effects like asymmetric transmission for circular [22–25] or even for linearly polarized light [26].

In the chapters above we have shown that the assignment of effective material parameters is doubtful in many cases [89] and generally requires the assumption of complex constitutive relations [94, 191, 192]. Thus a more suitable target function to be tailored by an appropriate MM design is the optical response itself. This optical response comprises entirely the response functions, such as complex reflection and transmission coefficients, for a given input illumination. This paradigm shift reflects that for an actual application a certain value of some effective material parameter is of minor importance, as long as the sample exhibits the desired optical response.

The response, in particular in transmission, can be easily described by transmittances and polarization ellipses, averaged polarization rotation and polarization conversion [20, 21, 193]. These phenomenological quantities can be completely determined from the frequency dependent Jones matrix [194] that relates the complex amplitudes of the incident to the transmitted field. We will term this Jones matrix throughout the chapter the T-matrix since it fully describes how the light is transmitted through a metamaterial slab. This $2 \times 2$ matrix comprises, in general, four different complex and dispersive quantities, reflecting the
spectral properties of the MM. The associated Jones calculus can be applied to describe the transmission of an arbitrarily polarized incident plane wave through a MM slab if only the zeroth diffraction order emerges. This holds for MMs composed of periodically arranged sub-wavelength unit cells and we will assume this here. For the sake of simplicity we also assume that the structures are symmetrically embedded, i.e. the optical properties of substrate and cladding are identical. We assume that all materials are linear and reciprocal, i.e., excluding Faraday media. No further restrictions on the symmetry of the unit cells and the generally complex permittivity of the constituting materials are necessary.

With this work we intend to introduce a classification of periodic metamaterials based on their symmetry properties and to link them to their specific T-matrix. We will show that all metamaterials can be divided into only five distinct classes, each having an individual form of the T-matrix and specific eigenstates. Each of these five classes leads to a very specific transmission characteristics directly linked to the symmetry of the structure. Therefore, this investigation provides an useful tool to analyze the optical response of complex MMs and it may serve as a guide to identify designs for a desired polarization response. Although for fabricated MMs the geometry is usually known, the application of combinatorial approaches to explore new MM geometries in the near future requires such tool to classify the properties of MMs. The results reported in this chapter are basically published in [26,195].

The chapter is structured as follows. In section 5.2 we present the necessary fundamentals to handle the generally complex valued T-matrices and derive general expressions for the eigenpolarizations. In section 5.3 we derive the form of the T-matrix for the most relevant symmetry classes. In section 5.4 we provide examples of metamaterials for these symmetry classes and discuss briefly their optical behavior. Finally, in section 5.5 conclusion and a comprehensive tabular overview is given to summarize the results. We finally present a simple scheme to classify MM samples without having a priori knowledge in terms of the presented formalism by measured transmittances only.

5.2 Basic theory

It is assumed that the MM slab is illuminated by a plane wave propagating in positive $z$-direction

$$E_i(r, t) = \begin{pmatrix} I_x \\ I_y \end{pmatrix} e^{i(kz - \omega t)},$$

with $\omega$ being its frequency, $k = \omega/c\sqrt{\varepsilon(\omega)}$ the wavevector, and the complex amplitudes $I_x$ and $I_y$ describing the state of polarization. The transmitted field is then given by

$$E_t(r, t) = \begin{pmatrix} T_x \\ T_y \end{pmatrix} e^{i(kz - \omega t)},$$
where we have assumed that the medium is sandwiched between a medium characterized by the permittivity \( \varepsilon(\omega) \). A sketch of the geometry is depicted in Fig. 5.1. The unit cells are periodically arranged in \( x \)- and \( y \)-direction without restricting to a particular lattice. We assume coherent, monochromatic plane waves so to use a generalized Jones calculus instead of the Mueller calculus necessary for incoherent light \([196, 197]\). The Jones calculus is said to be generalized since we allow for arbitrary complex Jones matrices which we will call T-matrices (transmission matrices).

The T-matrix connects the generally complex amplitudes of the incident and the transmitted field:

\[
\begin{pmatrix}
T_x \\
T_y
\end{pmatrix} =
\begin{pmatrix}
T_{xx} & T_{xy} \\
T_{yx} & T_{yy}
\end{pmatrix}
\begin{pmatrix}
I_x \\
I_y
\end{pmatrix} =
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}
\begin{pmatrix}
I_x \\
I_y
\end{pmatrix} = \hat{T}^f
\begin{pmatrix}
I_x \\
I_y
\end{pmatrix},
\]

where for convenience we have replaced the entries \( T_{ij} \) by \( A, B, C, D \) which form the actual T-matrix. In the following few subsections we will discuss some generic properties of this T-matrix.

### 5.2.1 Directional dependent properties

In the last term of Eq. (5.1) the T-matrix superscript \( f \) designates propagation in forward direction. Of course, the choice of forward (\( f \)) and backward (\( b \)) propagation is arbitrary. Thus \( \hat{T}^b \) describes the transmission matrix for light propagating through the structure rotated by 180° with respect to the \( x \)-axis, where the choice of \( x \) or \( y \) is arbitrary.

\[
\hat{T}^b = \begin{pmatrix}
A & -C \\
-B & D
\end{pmatrix},
\]

Since only reciprocal media are considered we have:
where the minus sign in the off-diagonal elements accounts for the rotation of the system looking from the backside [202]. Therefore, the complex matrix $\hat{T}^f$ already contains all information necessary to determine light transmission for arbitrarily polarized incident light from both main illumination directions. It is important to stress that this relation between $\hat{T}^f$ and $\hat{T}^b$ is in general only valid for this particular base where the coordinate axis from the backside are given by replacing those of the frontside by $x^b = \pm x^f$, $y^b = \mp y^f$. The actual sign depends on the definition of the rotation of the system.

### 5.2.2 Change of the base

For analytical as well as for experimental concerns it is useful to have at hand the transmission matrix in an arbitrary not necessarily orthogonal base. Let the vectors $\mathbf{i}$ and $\mathbf{t}$ denote the incident and the transmitted light in a certain base. Then the incident and the transmitted light in the Cartesian base is given by $\mathbf{I} = \hat{\Lambda}\mathbf{i}$ and $\mathbf{T} = \hat{\Lambda}\mathbf{t}$, respectively, with $\Lambda$ being the change of basis matrix. Hence, the T-matrix for this new base is given by

$$\mathbf{T} = \hat{T}\mathbf{I} \rightarrow \mathbf{t} = \hat{\Lambda}^{-1}\hat{T}\hat{\Lambda} \mathbf{i} = \hat{T}_{\text{new}}\mathbf{i} = \begin{pmatrix} T_{11} & T_{12} \\ T_{21} & T_{22} \end{pmatrix} \begin{pmatrix} i_1 \\ i_2 \end{pmatrix}. \tag{5.3}$$

All representations of the system are completely equivalent of course. A transformation of practical importance is the change from the Cartesian base to the circular base. Then the change of basis matrix reads as

$$\hat{\Lambda} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ i & -i \end{pmatrix}, \tag{5.4}$$

where the columns of the $\hat{\Lambda}$ matrix are the new eigenstates. The T-matrix for circular states is then given by:

$$\hat{T}^f_{\text{circ}} = \begin{pmatrix} T_{++} & T_{+-} \\ T_{-+} & T_{--} \end{pmatrix} = \frac{1}{2} \begin{pmatrix} [A + D + i(B - C)] & [A - D - i(B + C)] \\ [A - D + i(B + C)] & [A + D - i(B - C)] \end{pmatrix}, \tag{5.5}$$

connecting the amplitudes of circularly polarized incident and transmitted light:

$$\begin{pmatrix} T_+ \\ T_- \end{pmatrix} = T^f_{\text{circ}} \begin{pmatrix} I_+ \\ I_- \end{pmatrix}, \tag{5.6}$$

By using Eqs. (5.2) and (5.5) it becomes obvious that the T-matrix for backward propagation is given by:

$$\hat{T}^b_{\text{circ}} = \begin{pmatrix} T_{++} & -T_{-+} \\ -T_{+-} & T_{--} \end{pmatrix}. \tag{5.7}$$

Note that the matrix $\hat{T}^b_{\text{circ}}$ in an arbitrary base is not simply given by Eq. (5.2), i.e. by interchanging the negative off-diagonal elements but by applying the corresponding change of basis matrix $\hat{\Lambda}$ to $\hat{T}^f$ and $\hat{T}^b$ in the linear base individually.
5.2.3 Asymmetric transmission

Although not having discussed any symmetry property at all, we want to discuss at this point the special effect of asymmetric transmission which attracted considerable interest due to its counter-intuitive occurrence and discuss peculiarities related to a change of the base. The difference of the T-matrices for opposite propagation directions is the key to that asymmetric transmission [22–26]. By asymmetric transmission $\Delta$ we understand the difference in the modulus of the total transmission between forward and backward propagation (see Fig. 5.1) for a certain base vector, e.g. $\mathbf{i} = i_1 \mathbf{e}_1$:

$$\Delta = |T_{11}^f|^2 + |T_{12}^f|^2 - |T_{11}^b|^2 - |T_{12}^b|^2.$$  \hspace{1cm} (5.8)

This quantity obviously depends on the chosen base, e.g., for a linear state coinciding with the coordinate axis we have $(\mathbf{i} = i_x \mathbf{e}_x)$:

$$\Delta^{\text{lin}} = |B|^2 - |C|^2,$$  \hspace{1cm} (5.9)

whereas in the circular base we have $(\mathbf{i} = i_+ \mathbf{e}_+)$:

$$\Delta^{\text{circ}} = |T_{+-}|^2 - |T_{-+}|^2 \neq \Delta^{\text{lin}}$$  \hspace{1cm} (5.10)

in general. This dependency on the base is exploited e.g. in [22, 23] where asymmetric transmission for circularly polarized light is observed without asymmetric transmission for linearly polarized light. Hence, the only proper choice is a linear base with base vectors parallel to the principal coordinate axes. Only in this base we can distinguish asymmetric transmission due to the structure from artificial asymmetric transmission due to the chosen base.

5.2.4 The eigenpolarizations

To characterize the different structures it is useful to determine the eigenstates of the polarization because they are uniquely related to the symmetry. Therefore, a simple eigenvalue problem has to be solved:

$$\begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} I_x \\ I_y \end{pmatrix} = \kappa \begin{pmatrix} I_x \\ I_y \end{pmatrix},$$  \hspace{1cm} (5.11)

with the eigenvalue $\kappa$. By solving these equations we obtain:

$$\kappa_{1,2} = \frac{1}{2} \left[ (A + D) \pm \sqrt{(A - D)^2 + 4BC} \right],$$  \hspace{1cm} (5.12)

where $\kappa_{1,2}$ gives the complex transmission for the eigenstates. The eigenpolarizations are then given by simply inserting $\kappa_{1,2}$ into Eq. (5.11) and solving for $I_x$ and $I_y$. The eigenbasis
in matrix form can be written as

\[
\hat{\Lambda} = \begin{pmatrix}
1 & 1 \\
\kappa_1 - A & \kappa_2 - A \\
\end{pmatrix}
\] (5.13)

with

\[
i_1 = \begin{pmatrix}
1 \\
\kappa_1 - A \\
\end{pmatrix} \quad \text{and} \quad i_2 = \begin{pmatrix}
1 \\
\kappa_2 - A \\
\end{pmatrix},
\] (5.14)

where the eigenvectors are not normalized yet. It is important to note that the eigenbasis depends in general on the frequency due to the dispersive behavior of the transmission. Only for highly symmetric structures the eigenbasis is frequency independent as will be shown later. With the use of the characteristic polynomial of Eq. (5.11) the matrix \(\hat{\Lambda}\) can be rewritten as

\[
\hat{\Lambda} = \begin{pmatrix}
1 & \kappa_2 - D \\
\kappa_1 - A & C \\
\end{pmatrix} = \begin{pmatrix}
1 & -X \\
X & 1 \\
\end{pmatrix},
\] (5.15)

with \(X = -(A - D) + \sqrt{(A - D)^2 + 4BC}\). Note that the matrices \(\hat{\Lambda}\) in Eqs. (5.13) and (5.15) are different but both are denoted simply by \(\hat{\Lambda}\) not to confuse the reader with additional indices. They are only a concatenation of eigenvectors that are determined up to an arbitrary complex factor. The matrix \(\hat{\Lambda}\) becomes unique as soon as the eigenvectors are normalized. The fractions in Eq. (5.15) are complex numbers, hence we can express the eigenbasis as:

\[
\hat{\Lambda} = \begin{pmatrix}
1 & \kappa_2 - D \\
\kappa_1 - A & C \\
\end{pmatrix} = \begin{pmatrix}
1 & -X \\
X & 1 \\
\end{pmatrix},
\] (5.16)

with

\[
R_1 e^{i\varphi_1} = \frac{X}{2B} \quad \text{and} \quad R_2 e^{i\varphi_2} = -\frac{X}{2C}.
\] (5.17)

The eigenvectors are obviously orthogonal only if

\[
R_1 = R_2 \quad \text{and} \quad \varphi_1 + \varphi_2 = (2n + 1)\pi \quad \text{with} \quad n \in \mathbb{Z}.
\]

This is only the case for linear, circular and a special class of elliptical polarization. In all other cases the eigenstates are non-orthogonal [198–200]. Note that systems with orthogonal eigenstates are sometimes termed homogeneous systems whereas systems with non-orthogonal states are termed inhomogeneous ones [201].

Once the eigenstates are derived, the transmission matrix can be determined within this eigenbase by applying the transformation (5.3). The corresponding T-matrix is then diagonal. Nevertheless, using the T-matrix in the eigenbase is only appropriate and convenient if the eigenstates are orthogonal and frequency independent.

The five different classes of periodic metamaterials that can be distinguished are closely related to their eigenstates. These five possible sets of eigenstates are linear, circular and
elliptic ones, whereas the elliptic ones can be separated into co-rotating, counter-rotating and general elliptic states with no fixed relation between \( \phi_1 \) and \( \phi_2 \). Later on we will show how the symmetry class determines the respective eigenstate.

### 5.3 Symmetry considerations

By symmetry considerations as performed in the next sections we will show how the symmetry properties of the structure affect the symmetry of the T-matrix. The emerging T-matrices can be reduced to five principal forms where in general a larger number of distinct matrices is possible by rotating the structure by an arbitrary angle with respect to the \( z \)-axis. On the other hand, such rotations can be used to remove redundant information. Rotation by an angle \( \varphi \) is accomplished by applying the following matrix operation:

\[
D_\varphi = \begin{pmatrix}
\cos(\varphi) & \sin(\varphi) \\
-\sin(\varphi) & \cos(\varphi)
\end{pmatrix} \rightarrow \hat{T}_{\text{new}} = D_\varphi^{-1} \hat{T} D_\varphi
\]

resulting in the new T-matrix \( \hat{T}_{\text{new}} \) of the rotated sample. Note that the eigenvalues of the rotated system are invariant to this operation and are uniquely related to the principal symmetry. The actual form of the matrices and the derived, redundant matrices will be given later in section 5.4 to keep this part consistent.

In general all complex components of the T-matrix are different if the metamaterial does not exhibit any reflection or rotational symmetry. If such type of symmetry exists, the components of the T-matrix must reflect that. We will therefore briefly discuss a various symmetries and their corresponding impact on the T-matrices (see section 5.4 for figures of examples).

- If the metamaterial is mirror-symmetric with respect to the \( x \)-\( z \)-plane, the T-matrix for the structure reflected at that plane is identical to the original one. Therefore, we have:

\[
M_x = \begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix} \quad M_x^{-1} \hat{T} f M_x = \begin{pmatrix}
A & -B \\
-C & D
\end{pmatrix} = \hat{T} f \rightarrow \hat{T} f = \begin{pmatrix}
A & 0 \\
0 & D
\end{pmatrix}
\]

(5.19)

with \( M_x \) being the reflection matrix with respect to the \( x \)-axis. So any structure that obeys that symmetry may be obviously described by a diagonal T-matrix.

- If the metamaterial is mirror-symmetric with respect to the \( y \)-\( z \)-plane, we have:

\[
M_y = \begin{pmatrix}
-1 & 0 \\
0 & 1
\end{pmatrix} \quad M_y^{-1} \hat{T} f M_y = \begin{pmatrix}
A & -B \\
-C & D
\end{pmatrix} = \hat{T} f \rightarrow \hat{T} f = \begin{pmatrix}
A & 0 \\
0 & D
\end{pmatrix}.
\]

(5.20)

Hence, if there exists any mirror plane parallel to the \( z \)-axis the T-matrix is diagonal provided that the mirror plane coincides with the \( x \)- or \( y \)-axes, respectively. In such a system the eigenstates of the polarization are obviously linear states.
• If the structure is $C_2$-symmetric with respect to the $z$-axis, we have:

$$D_\pi = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix} : \quad D_\pi^{-1} \hat{T}^d D_\pi = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \equiv \tilde{T}^d. \tag{5.21}$$

Hence, rotating any structure by 180° with respect to the $z$-axis does not change the response at all. Even if the structure does not have any further symmetry it fulfills that relation.

• If the structure is $C_3$-symmetric with respect to the $z$-axis, we have:

$$\rightarrow \hat{T}^d = \begin{pmatrix} A & B \\ -B & A \end{pmatrix}. \tag{5.22}$$

However that symmetry is almost never met without additional metamaterial mirror symmetries but given here for completeness.

• If the structure is $C_4$-symmetric with respect to the $z$-axis, we have:

$$D_\pi^2 = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix} : \quad D_\pi^{-1} \hat{T}^d D_\pi = \begin{pmatrix} D & -C \\ -B & A \end{pmatrix} = \hat{T}^b \rightarrow \hat{T}^d = \begin{pmatrix} A & -B \\ -B & A \end{pmatrix}. \tag{5.23}$$

Hence, the structure is insensitive to linearly polarized light of any state. If there is an additional mirror-symmetry with respect to a plane parallel or perpendicular to the $z$-axis, the off-diagonal elements will vanish; resulting in a completely polarization independent structure. Otherwise the eigenstates will be circularly polarized as will be shown later in detail.

• Further important conclusions can be drawn by investigating the possible mirror symmetries with respect to a plane perpendicular to the $z$-axis. If the structure possesses this type of symmetry, the reflected structure is the same as seen from the backside:

$$M_x^{-1} \hat{T}^d M_x = \begin{pmatrix} A & -B \\ -C & D \end{pmatrix} = \tilde{T}^d = \begin{pmatrix} A & -B \\ -B & A \end{pmatrix}, \tag{5.24}$$

i.e., the off-diagonal elements are identical. If the system possesses a center of inversion the matrix has also this form, because inversion is equivalent to applying a reflection and a subsequent rotation by $\pi$, where the latter does not change the response as shown in Eq. (5.21).

By comparison with Eq. (5.23) it is obvious that the T-matrix will have the form $\hat{T}^d = diag\{A, A\}$ if the structure is additionally $C_4$-symmetric with respect to the $z$-axis.

That important relation in Eq. (5.24) is valid for all truly two-dimensional (planar) structures and all structures that possess any mirror plane perpendicular to a coordinate axis, i.e. achiral structures. In general, any substrate will break this symmetry [121, 189, 205], but usually the substrate effect is negligible compared to the effect of anisotropy [25].
Most important for our investigations are structures that cannot be mapped onto their mirror image by proper rotations. Those structures are called chiral. In general, the components of the T-matrix for those structures are all different. In the context of the basic geometry analyzed here there exist only two exceptions. The first one is already discussed within the context of Eq. (5.23). The second one is an $C_2$-symmetry with respect to the $x$- or $y$-axis. For this type of symmetry the structure is identical from both sides, hence

$$\hat{T}_f = \hat{T}_b = \begin{pmatrix} A & B \\ -B & D \end{pmatrix}.$$ (5.25)

### 5.4 Examples and classification

To understand the usefulness of the approach presented, we will discuss the different symmetry classes for simple examples. The metaatoms exemplarily shown in the following are assumed to be periodically arranged in $x$- and $y$-direction. Importantly, the symmetry constraints applied to the unit cell have to be consistent with the symmetry of the lattice. That is crucial since e.g. even an achiral metaatom, can result in a chiral structure by a proper arrangement on a periodic lattice [203].

#### 5.4.1 Simple anisotropic media

The most significant symmetry is that of reflection symmetry with respect to the $x$- or $y$-axis or both. As already explained within the context of Eqs. (5.19) and (5.20), the T-matrix is then diagonal. The eigenvalues are simply $\kappa_1 = A$ and $\kappa_2 = D$. The eigenstates are linear states parallel and orthogonal to the mirror plane, respectively. Only a dichroitic behavior will be obtained and no polarization rotation occurs for light being parallel or orthogonal to the mirror planes. If the coordinate system is not aligned parallel to the mirror plane, the T-matrix for that system will have off-diagonal elements, which disappear after a proper rotation. The most general form of the T-matrix for systems with linear eigenstates is

$$\hat{T}_f = \begin{pmatrix} A & B \\ B & D \end{pmatrix},$$ (5.26)

but in this case the components $A, B$ and $D$ are not independent but connected by trigonometric functions as is clear by explicitly evaluating Eq. (5.18) for a diagonal matrix.

An example for such a metamaterial is shown in Fig. 5.2 (a). Other examples are the fishnet [52] and its variations [157], cut wire pairs [158] and similar structures. In Fig. 5.2 (b) we have shown a special example of a structure with a symmetry plane which is 45° inclined
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Figure 5.2: Examples for simple anisotropic (a,b) and simple chiral (c) metaatoms. The structures are located in the x-y plane with light impinging normally to the structure in z-direction. The black dashed lines indicate the mirror planes and the rotation axis, respectively. (a) Split ring resonator with mirror plane parallel to the y-axis. (b) L-shaped particle with identical arms with mirror plane 45° inclined. (c) Cross on substrate with $C_4$ rotational symmetry with respect to the z-axis. The square shaped substrate indicates the arrangement on a square lattice, necessary for the $C_4$ of the entire system. Such an arrangement gives rise to so-called structural chirality although the particle itself is achiral.

with respect to both the x- and y-axis. In this case the T-matrix has the form:

$$\hat{T}^f = \begin{pmatrix} A & B \\ B & A \end{pmatrix}.$$  \hspace{1cm} (5.27)

The eigenstates are linearly orthogonal polarized, hence a rotation by an angle $\varphi = 45^\circ$ leads to a diagonal form:

$$\hat{T}^f_{\text{new}} = D_{\frac{\pi}{4}}^{-1}\hat{T}^f D_{\frac{\pi}{4}} = \begin{pmatrix} A' & 0 \\ 0 & D' \end{pmatrix} = \begin{pmatrix} A + B & 0 \\ 0 & A - B \end{pmatrix}.$$  \hspace{1cm} (5.28)

A similar structure obeying the same relations is the one published in [187]. There, the unit cell consisting of four split-ring resonators has no rotational symmetry. But reflecting the structure at a plane diagonal to the given unit cell leads to a structure that is shifted by half a period in x- or y-direction. Due to the invariance of the optical response for periodic systems to any translation, this mirror plane leads, in fact, to linearly polarized eigenstates. Therefore, rotating the structure by 45° results in a diagonal T-matrix.

5.4.2 Simple chiral media

The second important group are those structures exhibiting $C_4$-symmetry but without any additional reflection symmetry. The T-matrix is then given by Eq. (5.23). Since these matrices are invariant to an arbitrary rotation $D_\varphi$, Eq. (5.23) is already the most general form of the T-matrix in a linear orthogonal base for such systems. The T-matrix in the
circular base is then diagonal:

\[ T_{\text{circ}}^f = \begin{pmatrix} T_{++} & 0 \\ 0 & T_{--} \end{pmatrix} = \begin{pmatrix} A + iB & 0 \\ 0 & A - iB \end{pmatrix}. \] (5.29)

Obviously the eigenpolarizations are circular states, since the T-matrix is diagonal and the eigenvalues are simply \( \kappa_1 = A + iB \) and \( \kappa_2 = A - iB \). The y-components of the eigenvectors [Eq. (5.14)] are \( I_y,1,2 = \pm i \), i.e., frequency independent. At such systems all effects related to circular dichroism are observable whereas emphasis is put on the fact that circular dichroism is in general accompanied by a difference in the phase advance for right- (rcp) and left-circular polarized (lcp) light due to causality, i.e., the real and imaginary part of the wavenumber for rcp and lcp differ in general [207].

The difference \( T_{++} - T_{--} = 2iB \) is given by the off-diagonal elements in the linear polarization representation and specifies the optical rotation power. Systems adhering to such symmetry are prototypical optically active materials. Examples are gammadions, swastikas [see Fig. 5.2 (c)] or \( C_4 \)-spirals. Note that the influence of the substrate is important for planar structures [121, 205]. The rotational power of such structures is independent of the structure height since it is a result of the substrate only.

### 5.4.3 Generalized anisotropic media

The third group consists of those systems that have a mirror symmetry perpendicular to the \( z \)-axis or a center of inversion and at most a \( C_2 \)-symmetry with respect to the \( z \)-axis. From the latter one we know, that it has no influence on the transmission matrix [Eq. (5.21)]. Examples are given in Fig. 5.3. The only necessary symmetry is the reflection symmetry perpendicular to the \( z \)-axis without any further restrictions. Hence, there is no preferable alignment in the \( x-y \)-plane and the basic form of the T-matrix is unaffected by any rotation with respect to the \( z \)-axis.

For those systems the T-matrices in the linear and circular representation are given by:

\[ T^f = \begin{pmatrix} A & B \\ B & D \end{pmatrix}, \quad T_{\text{circ}}^f = \frac{1}{2} \begin{pmatrix} A + D & A - D + 2iB \\ A - D - 2iB & A + D \end{pmatrix}, \] (5.30)

hence the eigenstates are neither linearly nor circularly states polarized.

Since we have \( T_{++} = T_{--} \) there is no polarization rotation due to chirality. In fact, it can be shown that the averaged polarization rotation accounting for chirality vanishes in such systems [91]. The off-diagonal elements in the circular basis are different, hence the polarization conversion from left- to right-hand polarized light and vice versa is different. The difference in conversion is again given by the off-diagonal elements in the linear basis \( T_{+} - T_{-} = 2iB \). This difference is also the source of the asymmetric transmission for
Figure 5.3: Examples for generalized anisotropic metaatoms. The metaatoms are located in the $x$-$y$ plane with light impinging normally to the structure in $z$-direction. The black dashed lines indicate the mirror planes (a,b) and the black cross (c) a center of inversion symmetry, respectively. (a) A planar L-shaped metaatom with different arms. (b) A planar S-shaped metaatom with a $C_2$-symmetry with respect to the $z$-axis. (c) Three-dimensional metaatom made of L-shaped particles with a center of inversion.

circularly polarized light. Assuming ($+$)-polarized incident light the total transmission $\tau$ in forward direction is $\tau^f = |T_{++}|^2 + |T_{--}|^2$, whereas for the backward direction we have $\tau^b = |T_{++}|^2 + |T_{--}|^2$ due to Eq. (5.24). Therefore, the difference in the total transmission is determined by $B$. For ($-$)-polarized incident light, the results are identical. Note that there is no asymmetric transmission for linearly polarized light, as $\hat{T}^f$ is symmetric.

It is important to note that the moduli of the off-diagonal elements are in general in the order of those of the diagonal elements ($10^{-1}$). Hence, the asymmetric transmission can become quite large. As already indicated before, any substrate will break the mirror symmetry in $z$-direction resulting in $B \neq C$, $|B - C| \ll |B|$, $B \approx C$. As this difference due to the small effect of the substrate is very weak (typically $10^{-3}$), it is often neglected and hardly measurable compared to the asymmetric transmission effect.

The eigenstates for such a system are elliptical, co-rotating states, as discussed e.g. in [204]. The effects of light propagating through such structures can be understood in terms of the concept of elliptical dichroism [206]. By using Eqs. (5.16), (5.17) and $B = C$ they can be expressed in normalized form as

$$i_1 = \frac{1}{\sqrt{1 + R^2}} \left( \frac{1}{R} e^{i\varphi} \right), \quad i_2 = \frac{R}{\sqrt{1 + R^2}} \left( \frac{1}{-R e^{-i\varphi}} \right).$$

(5.31)

They are only orthogonal for $\varphi = n\pi$ with $n \in \mathbb{N}$ leading to linear eigenstates.

Note that planar structures with that symmetry can be described by an effective permittivity tensor independent of the wavevector, i.e. without magnetoelectric coupling [65]. That is why we call this group generalized anisotropic structures.

The most general form is again obtained by applying a rotation by an arbitrary angle $\varphi$
leading to

$$\tilde{T}^\xi_{\text{new}} = D_\varphi^{-1} \tilde{T}^\xi D_\varphi = \begin{pmatrix} A' & B' \\ B' & D' \end{pmatrix},$$

(5.32)

hence the general form is invariant since no preferred alignment exists.

### 5.4.4 Generalized chiral media

The forth group are chiral structures that have an additional $C_2$-symmetry with respect to the $x$- or $y$-axis. The T-matrix obeys the form:

$$T^f = \begin{pmatrix} A & B \\ -B & D \end{pmatrix}, \quad T^f_{\text{circ}} = \frac{1}{2} \begin{pmatrix} A + D + 2iB & A - D \\ A - D & A + D - 2iB \end{pmatrix},$$

(5.33)

hence there is no difference in the polarization conversion and hence no asymmetric transmission neither for linear nor for circular polarized light. Furthermore there is obviously no asymmetric transmission in any base, since the structure is identical from both sides when the axis of rotation coincides with the $x$- or $y$-axis.

But there is a difference in the quantity $T_{++} - T_{--} = 2iB$ determining the optical rotation

![Diagram](image)

Figure 5.4: Examples for generalized chiral metaatoms (a,b) and a no-symmetry metaatom (c). The structures are located in the $x$-$y$ plane with light impinging normally to the structure in $z$-direction. The black dashed lines indicate the axes of rotational symmetry (a,b). (a,b) Three-dimensional structures made of two L-shaped particles with $C_2$-symmetry with respect to the $x$- or $y$-axis, respectively. They are identical for forward and backward propagation. (c) A three-dimensional structure made of an L-shaped particle and an I-shaped particle with no symmetry at all.

power typical for chiral structures. In contrast to the second group we have an additional anisotropy ($A \neq D$) hence the eigenstates are not circular but elliptical counter-rotating. Again, by using Eqs. (5.16), (5.17) and $C = -B$ they can be expressed in normalized form as

$$i_1 = \frac{1}{\sqrt{1+R^2}} \begin{pmatrix} 1 \\ Re^{i\varphi} \end{pmatrix}, \quad i_2 = \frac{R}{\sqrt{1+R^2}} \begin{pmatrix} 1 \\ Re^{-i\varphi} \end{pmatrix}.$$
They are only orthogonal if $\varphi = \frac{\pi}{2} + n\pi$ with $n \in \mathbb{N}$ leading to circular counter-propagating eigenstates typical for chiral structures. That is why we term this group generalized chiral structures.

Typical examples are shown in Fig. 5.4 (a) and (b). Another important example are three-dimensional spirals [208–212] with $\frac{N}{2}$ whorls aligned along the $z$-axis. Spirals with integer whorls are clearly identical for both propagation directions, whereas spirals with half-integer whorls are identical after rotation by $\pi$ around the $z$-axis keeping the response unaffected [see Eq. (5.21)].

Note that for an arbitrary rotation $D_{\varphi}$ all matrix elements are different, hence the symmetry axis must be aligned with a principal coordinate axis to achieve the form of Eq. (5.33). In particular if the system is rotated by $45^\circ$ the T-matrix has the form:

$$T^f = \begin{pmatrix} A' & B' \\ C' & A' \end{pmatrix}. \tag{5.35}$$

Nevertheless, if the eigenvectors of the arbitrarily oriented system are elliptical counter-rotating the convenient form of Eq. (5.33) can be achieved by a proper alignment of the system.

### 5.4.5 Arbitrary complex media

The fifth and last group are chiral structures without any symmetry. A simple example is shown in Fig. 5.4 (c). For this group all elements of the T-matrices in the linear as well as in the circular base are different:

$$T^f = \begin{pmatrix} A & B \\ C & D \end{pmatrix}. \tag{5.36}$$

It is impossible to achieve $|B| = |C|$ by a proper rotation. Therefore, independent of the chosen base, asymmetric transmission occurs always and in particular also for linearly polarized light. All effects of generalized anisotropy as well as generalized chirality can be observed. The normalized eigenvectors can be expressed as:

$$i_1 = \frac{1}{\sqrt{1 + R_1^2}} \begin{pmatrix} 1 \\ R_1 e^{i\varphi_1} \end{pmatrix}, i_2 = \frac{R_2}{\sqrt{1 + R_2^2}} \begin{pmatrix} 1 \\ \frac{1}{R_2} e^{-i\varphi_2} \end{pmatrix},$$

whereas $R_1(\omega) \neq R_2(\omega)$ and $\varphi_1(\omega) \neq \varphi_2(\omega)$. The eigenstates are strongly depending on the actual value of the components of $\hat{T}$ and are simply elliptical, whereas no principal rotation direction can be assigned. Linear as well as elliptical counter- and co-rotating states and combinations of them with no fixed phase relation can be found in general. An example of such an structure is investigated in detail both numerically and experimentally in [26] and discussed below.
For the first time it is shown that this structure supports asymmetric transmission for linearly polarized light. We emphasize that also in this case the reciprocity theorem is not violated since only reciprocal materials are involved. Since our approach is solely based on symmetry considerations, it is valid for lossless systems, too. Prior to any further considerations we concisely discuss the effect of a potential MM substrate that is, after all, in most cases required to fabricate planar MMs. Generally speaking, just this supporting substrate breaks the mirror symmetry for any planar structure perpendicular to the propagation direction [134, 205]. However, the effect of this break in symmetry is almost negligible when compared to the impact of a strong structural anisotropy that leads e.g. to asymmetric transmission of circularly polarized light [22, 24]. On the other hand, if no structural anisotropy is present, like e.g., for gammadions, the chirality of the planar metaatom-substrate system yields a measurable polarization rotation [121]. So, although asymmetric transmission for linearly polarized light may have been observed already, its magnitude was too weak and it was merely attributed to an insufficient measurement accuracy rather than to a true physical mechanism. To unambiguously enhance the effect towards a measurable extent, it is necessary to deliberately break the symmetry in the third dimension of the metaatom itself and not just relying on the rather perturbative effect of a supporting substrate. Exactly this goal is pursued with the structure proposed here.

From the analysis above we know, that for MMs featuring $A \neq B \neq C \neq D$ asymmetric transmission will be observable in any base and in particular for linearly polarized light, too. To prove this statement we designed a metaatom that is essentially three-dimensional, non-

![Figure 5.5: (a) Two sketches of the MM unit cell from different perspectives with the definition of the geometrical parameters: $l_1=l_2=290 \text{ nm}$, $w_1=w_2=130 \text{ nm}$, $h_1=h_2=40 \text{ nm}$, $d=80 \text{ nm}$. (b) Schematic of the experimental setup: Normally incident light was linearly polarized before propagating through the MM and subsequently analyzed by means of a second linear polarizer. (c) Normal view electron micrograph with false colors of the fabricated MM. The meta-atoms were completely embedded in an index-matched dielectric. Focused ion beam slicing reveals the two layers composing the MM. Green and red colors represent the nanowires and the L-structures in the top and bottom layer, respectively. The periods in both the $x$- and $y$-directions are 500 nm.](image-url)
symmetric, and consists of strongly coupled plasmonic elements. To rule out asymmetric effects due to the presence of a substrate [134], the metaatoms are completely embedded in an index-matched dielectric host. The geometry of the structure is shown in Fig. 5.5 (a). It consists of two closely spaced layers. The first layer comprises an L-shaped metallic particle and the second one a single nanowire. The L-shaped structure on its own causes an anisotropic response if both arms are dissimilar, giving rise to asymmetric transmission for circularly polarized light. Adding the nanowire breaks the remaining symmetry in the principal propagation direction and leads to a genuine three-dimensional chiral metaatom. Note that the particles themselves, in general, sustain three first-order plasmonic resonances; one may be associated with the nanowire and the two others with the L-shaped particle. The coupling of these particles results in a complex response featuring various resonances. The specific hybrid plasmonic eigenmodes are of minor importance for our purpose and beyond the scope of this work; though they can be easily accessed within the framework of an oscillator model [64]. The metaatoms are periodically arranged on a square lattice in the $x$-$y$-plane with periods smaller than the wavelength so that only the zeroth diffraction order propagates. A schematic of the experiment is shown in Fig. 5.5 (b), where the transmitted intensities through a single MM layer at normal incidence for both forward and backward propagation; corresponding to positive and negative $z$-direction. Note that resonant, lossy metaatoms enhance considerably the effect of asymmetric transmission but are not required to observe the very effect. However, the effect can be hardly measured in lossless media.

The MM was fabricated as follows: Both layers were defined in gold using standard electron-beam lithography (Vistec SB350OS) and a lift-off technique. Each single layer was planarized with spin-on glass resist (Dow Corning XR-1541) matching the refractive index of the fused silica substrate. Atomic force microscopy confirmed that the resulting surfaces were ideally planar within a measurement accuracy of 1 nm. For the writing of the top layer multiple alignment marks were used to ensure an alignment accuracy of better than 20 nm to the bottom layer [Fig. 5.5 (c)]. The squared moduli $t_{ij} = |T_{ij}|^2$ of the T-matrix of the MM were determined experimentally [Fig. 5.6 (a) and (b)]. Clearly $t_{xy}$ and $t_{yx}$ interchange for opposite propagation directions proving that all elements in the linear base are different in general. Additional deviations between the forward and backward propagation are negligible and can be attributed to a non-ideal alignment of the polarizers. For comparison, the complex transmission coefficients $T_{ij}$ are computed by using the Fourier Modal Method [139] and shown in Fig. 5.6 (c) and (d). The spectral dispersion of gold was properly accounted for [144] using the bulk permittivity. Hence, possible quantum effects resulting in a size dependent permittivity of the metal are neglected because of the relatively large dimensions of the gold particles. The experimental and numerically computed intensities are in almost perfect agreement. Minor deviations are attributed to an approximative modeling of the
structure with geometrical parameters as deduced from electron microscopy images. As expected from the design of the metaatoms the spectra reveal a complex multi-resonant behavior. The values for the asymmetric transmission Δ as determined from numerical data are calculated according to Eq. (5.9) and Eq. (5.10) in the linear as well as in the circular base [Fig. 5.7 (a) and (b)]. Clearly, they are different for different bases and achieve values up to 25% in the linear base. The asymmetry for a certain state is of course identical to the asymmetry for the complementary state with negative sign since the total transmission for unpolarized light from both sides has to be the same in a reciprocal medium. Figure 5.7 represents the main result, that is an experimental prove of asymmetric transmission for linearly polarized light in a truly three-dimensional chiral metaatom.

Any system made of complex metaatoms is characterized by its eigenstates, i.e. those polarization states that do not change upon transmission. For these eigenstates, being in general not orthogonal, the T-matrix is diagonal when transformed into that eigenbase. For planar quasi-chiral structures with additional rotational symmetries like gammadions, the eigenstates are circular counter-rotating, whereas for anisotropic, 2D chiral structures the eigenstates are elliptical co-rotating with fixed phase relations [204]. For three-dimensional chiral systems without any additional symmetry like those considered here, the eigenstates
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Figure 5.7: Values for the asymmetric transmission $\Delta$ for linear (a) and circular (b) states as determined by the numerical data. The color of the lines indicates the particular input state. (c) Eigenstates of the polarization at different wavelengths. The rotation direction is indicated by increasing spot sizes.

can be arbitrarily complex. Both elliptical co- and counter-rotating as well as linear and circular states and combinations of them are expected. In Fig. 5.7 (c) we exemplarily show the eigenstates of the present MM for different wavelengths. Most notably, elliptical co-rotating states (I and IV) as well as elliptical counter-rotating states (III), almost linear states (II) and combined ones (V) may be observed. Even the angle between the polarization ellipses obeys no fixed relation. For structures lacking any symmetry, the eigenstates of the polarization have obviously no preferred orientation and rotation direction. Note that the principle form of eigenstates of the T-matrix is invariant to any proper rotation with respect to the $z$-axis. Hence, their complex behavior is a clear indication that it is not possible to symmetrize the T-matrix by a proper rotation since there is no preferable orientation of the metaatoms. We suggest that our findings can be exploited for the design of a purely MM-based optical isolator basing on the rich variety of possible combinations of complex T-matrices in low-symmetry and three-dimensional chiral metaatoms.

5.5 Chapter summary and concluding remarks

A summarizing overview of possible structures and the corresponding basic forms of the T-matrices are shown in Table 5.1. Once the general form of the T-matrix is known all effects regarding the observable polarization phenomena can be fully deduced. Based on
our investigations it is easy to provide an algorithm to determine the general form of the T-matrix for an unknown sample by measuring transmitted intensities with the help of linear polarizers only. A possible approach can be as follows:

<table>
<thead>
<tr>
<th>symmetry</th>
<th>examples</th>
<th>T-matrix</th>
<th>eigenstates</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{xx}$ ($M_{yy}$)</td>
<td><img src="image1.png" alt="Example" /></td>
<td>$T = \begin{pmatrix} A &amp; 0 \ 0 &amp; D \end{pmatrix}$</td>
<td>linear</td>
</tr>
<tr>
<td>$C_{4,z}$ ($C_{3,z}$)</td>
<td><img src="image2.png" alt="Example" /></td>
<td>$T = \begin{pmatrix} A &amp; B \ -B &amp; A \end{pmatrix}$</td>
<td>circular</td>
</tr>
<tr>
<td>$M_{xy}$ ($C_{2,z}$, inversion symmetry)</td>
<td><img src="image3.png" alt="Example" /></td>
<td>$T = \begin{pmatrix} A &amp; B \ B &amp; D \end{pmatrix}$</td>
<td>elliptic, co-rotating</td>
</tr>
<tr>
<td>$C_{2,y}$ ($C_{2,x}$)</td>
<td><img src="image4.png" alt="Example" /></td>
<td>$T = \begin{pmatrix} A &amp; B \ -B &amp; D \end{pmatrix}$</td>
<td>elliptic, counter-rotating</td>
</tr>
<tr>
<td>no symmetry ($C_{2,z}$)</td>
<td><img src="image5.png" alt="Example" /></td>
<td>$T = \begin{pmatrix} A &amp; B \ B &amp; D \end{pmatrix}$</td>
<td>elliptic</td>
</tr>
</tbody>
</table>

Table 5.1: Overview of possible symmetries, typical metaatoms, the corresponding T-matrices and their eigenstates of the polarization. For every symmetry group only a single example is shown. Other possible symmetries resulting in the same type of T-matrices are given in brackets. Here $M_{ij}$ designates mirror symmetry with respect to the $ij$-plane and $C_n$, $i$ means $n$-fold rotational symmetry with respect to the i-axis.

1. Use linearly polarized light and measure the orthogonally polarized output while rotating the sample. If the output vanishes for every rotation angle, the medium is polarization independent, i.e., a simple isotropic medium. If the output vanishes for some rotation angles and this angle is independent of the wavelength, the structure is simple anisotropic. If no
such rotation angle can be found, there is obviously no mirror plane parallel to the $z$-axis.

2. If the transmitted intensity is independent of the rotation of the sample for both co- and cross-polarized light, the eigenstates are circular polarized and the structure is simple chiral.

3. If both aforementioned procedures do not provide a positive results, the structure is more complex and the measurements become more difficult, too. To distinguish between the remaining possible forms it is necessary to measure the off-diagonal entries of the $T$-matrix simultaneously. If these off-diagonal elements are identical for a fixed wavelength and a fixed rotation angle independent of their particular choice, the structure is generalized anisotropic. If the off-diagonal elements are identical only for a fixed rotation angle, but for every wavelengths the structure is generalized chiral. In all other cases we have $A \neq B \neq C \neq D$. By using circular polarized light a similar scheme can be obtained however it would require circular analyzers as well.

Taking advantage of symmetry considerations the potential of various MMs to affect the polarization state of light upon transmission was analyzed. By focusing the attention on any optical response that is directly accessible in an experiment, the properties of MMs may become so involved that the establishment of valid constitutive relation may be beyond what is possible for structures with an ever increasing complexity. It was explicitly shown that all MMs belong to one of five different classes; each being characterized by certain relations that connect the entries of the $T$-matrix and each class is able to support specific polarization phenomena. The sub-wavelength nature of MMs is the only requirement for these considerations. Moreover, the symmetry operations applied to the metaatoms have to be consistent with the symmetry of the lattice and it is required that the MM is sandwiched between identical media. Nonetheless, all relevant structures where a violation of this assumption causes deviations have been explicitly listed. To foster practical application of this classification a protocol was finally provided that is useful to reveal the underlying symmetry of an unknown MM and its $T$-matrix from far-field measurements of the transmitted intensities only. Once it is identified, all the achievable optical properties that affect the state of polarization are fully disclosed.

Finally, the first experimental observation and theoretical analysis of asymmetric transmission for linearly polarized light in a 3D low-symmetry MM was reported. Contrary to previous works focusing exclusively on circularly polarized light, the key for asymmetric transmission in any polarization base is the complete symmetry breaking of the metaatom. The composition of three-dimensional chiral metaatoms considerably enriches the variety of transmission functionalities and offers yet a new freedom of design for photonic MMs. In particular, optical isolation based on MMs seems to be in reach.
6 Summary and perspective

In this thesis we have developed methods to describe the interaction of light with metamaterials in a simplified form by means of effective wave or material parameters. Most importantly, we established an understanding of these effective parameters and accessed their meaning. It was shown that a reduction of the complex optical response of nowadays metamaterials, in particular at frequencies close to resonances, to only a few frequency dependent effective material parameters is seldom possible. However, light propagation can often be described by effective wave parameters. They simplify the description and characterisation considerably. A clear relation between both sets of effective parameters is established by means of constitutive relations - strategies to probe for the limits for the applicability of material parameters have been obtained. That is one of the major contributions of this thesis to recent metamaterials research. The impossibility to reduce the optical response to effective material parameters reflects the requirement of a paradigm shift in the understanding of metamaterials. For practical applications it is rather necessary to tailor the desired optical functionality instead of tailoring the material properties. For this purpose an easy to handle formalism is introduced by means of Jones matrices, which allows for a classification of metamaterials in terms their symmetry. With a certain optical functionality in mind, this formalism allows to identify structures that may provide the desired functionality in particular with respect to complex polarization manipulation. Sequences of metamaterial slabs may also be treated and optimized by this method.

At the end of this thesis it has to be said, that the initial concept to tailor the metamaterials and thereby extending the possibilities offered by natural materials to affect the light propagation in an arbitrary manner is unlikely; if not impossible. Achieving an isotropic artificial magnetism at optical frequencies, which can be properly described by an isotropic effective permeability, is shown to be inaccessible by recent metamaterial proposals. Therefore, applications like the perfect lens or the cloaking device, which require a great flexibility in optical material parameters, in particular without losses, are out of reach. However, the investigations made with respect to metamaterials raised fundamental questions on material parameters - and has been providing answers. For example, it was shown that one has to distinguish between effective material and wave parameters - a very fundamental issue that will certainly enter future textbooks on optics. The issue of defining material parameters and
6. **Summary and perspective**

Constitutive relations gained an enormous interest on fundamental questions with respect to Maxwell’s equations. The question of passivity and causality in the context of Kramers-Kronig relations as well as the definition of the Poynting vector or the energy density were reconsidered. Also the issue of homogenization of metamaterials and the description of light propagation with averaged equations was recapitulated. In the context of estimating effective parameters either from finite or infinite systems, concepts for the impedance were reconsidered with great advance also for other disciplines like waveguide theory. Furthermore, the need for small resonant structures supporting circulating current distributions, which are necessary for an artificial magnetism, generated a huge impetus for research on plasmonic particles and waveguides. Technical means had to be developed for their fabrication, characterisation and also to design them.

On a more conceptual level research on metamaterials revealed a variety of functionalities that will enter even commercial applications in any case. For example, in the context of realizing the cloaking device, a new field of research called transformation optics was established. Whereas at the beginning of the investigations sophisticated anisotropic and inhomogeneous materials with defined permeability and permittivity tensors were necessary to realize the desired functionality, new implementations were put forward recently, which require an inhomogeneous permittivity only. This tremendously simplifies the realization of devices based on transformation optics. Also, instead of tailoring the materials response, new concepts based on optimization routines were put forward to tailor the dispersion relation of waves directly, e.g., to achieve subwavelength focussing of light. Concentrating light by plasmonic particles on small scales with respect to the wavelength allows for a variety of sensing applications which promise to detect target substances at extremely low concentration; potentially at the single molecule level. For example, the perfect absorber as a concept directly born out of metamaterials research might be used for such kind of sensing devices as well as structures supporting the electromagnetic induced transparency. Due to the resonant nature of the optical metamaterial’s response highly dispersive phase as well as polarization manipulation and even nonlinear conversion is possible on the $\mu$m scale, which allows for on-chip integration of complex optical functionality.

In that sense, research on metamaterials was shown to exhibit great impact on fundamentals as well as applications no one had in mind initially, and will considerably help to improve the world of optics.
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