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ABSTRACT. A generalized Nevanlinna function \( Q(z) \) with one negative square has precisely one generalized zero of nonpositive type in the closed extended upper halfplane. The fractional linear transformation defined by \( Q_\tau(z) = (Q(z) - \tau)/(1 + \tau Q(z)), \tau \in \mathbb{R} \cup \{\infty\}, \) is a generalized Nevanlinna function with one negative square. Its generalized zero of nonpositive type \( \alpha(\tau) \) as a function of \( \tau \) defines a path in the closed upper halfplane. Various properties of this path are studied in detail.

1. Introduction

The class \( \mathcal{N}_1 \) of generalized Nevanlinna functions with one negative square is the set of all scalar functions \( Q \) which are meromorphic on \( \mathbb{C} \setminus \mathbb{R} \), which satisfy \( Q(\bar{z}) = Q(z) \), and for which the kernel

\[
\frac{Q(z) - Q(w)}{z - \bar{w}},
\]

has one negative square, see [13, 14, 15, 16]. The class \( \mathcal{N}_0 \) of ordinary Nevanlinna functions consists of functions holomorphic on \( \mathbb{C} \setminus \mathbb{R} \), which satisfy \( Q(\bar{z}) = Q(z) \), and for which the above kernel has no negative squares, i.e., \( \text{Im} Q(z)/\text{Im} z \geq 0, \) \( z \in \mathbb{C} \setminus \mathbb{R} \); cf. [6]. Let \( Q(z) \) belong to \( \mathcal{N}_1 \). A point \( z_0 \in \mathbb{C}^+ \cup \mathbb{R} \cup \{\infty\} \) is a generalized zero of nonpositive type (GZNT) of \( Q(z) \) if either \( z_0 \in \mathbb{C}^+ \) and

\[
Q(z_0) = 0,
\]

or \( z_0 \in \mathbb{R} \) and

\[
\lim_{z \to z_0} \frac{Q(z)}{z - z_0} \in (-\infty, 0],
\]
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or \( z_0 = \infty \) and

\[
\lim_{z \to \infty} zQ(z) \in [0, \infty), \tag{1.4}
\]

see [16, Theorem 3.1, Theorem 3.1']. Here the symbol \( \overset{\curvearrowright}{\to} \) denotes the non-tangential limit. If \( Q(z) \) is holomorphic in a neighborhood of \( z_0 \in \mathbb{R} \), then (1.3) simplifies to \( Q(z_0) = 0 \) and \( Q'(z_0) \leq 0 \). Any function \( Q(z) \in \mathcal{N}_1 \) has precisely one GZNT in \( \mathbb{C}^+ \cup \mathbb{R} \cup \{ \infty \} \); cf. [15].

Each generalized Nevanlinna function with one negative square is the Weyl function of a closed symmetric operator or relation with defect numbers \((1, 1)\) in a Pontryagin space with one negative square, see [1, 2, 3]. The selfadjoint extensions of the symmetric operator or relation are parametrized over \( \mathbb{R} \cup \{ \infty \} \); in fact, each selfadjoint extension corresponding to \( \tau \in \mathbb{R} \cup \{ \infty \} \) has a Weyl function of the form:

\[
Q_\tau(z) = \frac{Q(z) - \tau}{1 + \tau Q(z)}, \quad \tau \in \mathbb{R}, \quad \text{and} \quad Q_\infty(z) = -\frac{1}{Q(z)}.
\tag{1.5}
\]

The transform (1.5) takes the class \( \mathcal{N}_1 \) onto itself as follows from calculating the kernel corresponding to (1.1). Hence, for each \( \tau \in \mathbb{R} \cup \{ \infty \} \) the function \( Q_\tau(z) \) has a unique GZNT, denoted by \( \alpha(\tau) \). The study of the path \( \tau \mapsto \alpha(\tau), \tau \in \mathbb{R} \cup \{ \infty \} \), was initiated in [3]. Some simple examples of functions in \( \mathcal{N}_1 \) may help to illustrate the various possibilities; cf. Theorem 2.2.

First consider the \( \mathcal{N}_1 \)-function \( Q(z) = -z \). It has a GZNT at the origin. For \( \tau \in \mathbb{R} \) the equation \( Q_\tau(z) = 0 \) has one solution; hence the path \( \alpha(\tau) \) of the GZNT is given by

\[
\alpha(\tau) = -\tau, \quad \tau \in \mathbb{R}.
\]

Therefore \( \alpha(\tau) \) stays on the (extended) real line; cf. Section 7.

The function \( Q(z) = z^2 \) provides another simple example of a function belonging to \( \mathcal{N}_1 \). Observe that it has a GZNT at the origin, hence \( \alpha(0) = 0 \). For \( \tau > 0 \) the equation \( Q_\tau(z) = 0 \) has two solutions, namely \( -\sqrt{\tau} \) and \( \sqrt{\tau} \). Since \( Q_\tau'(z) \) exists and is negative (positive) on the negative (positive) half-axes, it follows that the path \( \alpha(\tau) \) of the GZNT is given by

\[
\alpha(\tau) = -\sqrt{\tau}, \quad \tau > 0.
\]

For \( \tau < 0 \) the equation \( Q_\tau(z) = 0 \) has precisely one solution in \( \mathbb{C}^+ \), so that the path \( \alpha(\tau) \) of the GZNT is given by

\[
\alpha(\tau) = i \sqrt{-\tau}, \quad \tau < 0.
\]

Hence the path approaches the real line vertically at the origin and continues along the negative axis; see Figure 1. Finally, note that \( \alpha(\infty) = \infty \).
The function \( Q(z) = z^3 \) also belongs to \( N_1 \) with a GZNT at the origin. For \( \tau \in \mathbb{R} \) the equation \( Q_\tau(z) = 0 \) has three solutions. An argument similar to the one above shows that the path of the GZNT of \( \alpha(\tau) \) is given by

\[
\alpha(\tau) = \frac{-\text{sgn} \tau + \sqrt{3} i}{2} \sqrt{\tau}, \quad \tau \in \mathbb{R}.
\]

Therefore the path approaches the real line under an angle \( \pi/3 \) and leaves the real line under an angle \( 2\pi/3 \); see Figure 1.
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**Figure 1.** The path of \( \alpha(\tau) \) for \( Q(z) = z^2 \) and for \( Q(z) = z^3 \).

The previous examples were about functions \( Q(z) \in N_1 \) which have a GZNT on the real axis and such that \( Q(z) \) is holomorphic in a neighborhood of the GZNT. If \( Q(z) \) is not holomorphic at its GZNT, the behaviour may be quite different. For instance, consider the function \( Q(z) = z^{2+\rho} \) where \( 0 < \rho < 1 \) and the branch is chosen to make \( Q(z) \) holomorphic and positive on the positive axis. Then \( Q(z) \) belongs to \( N_1 \) with a GZNT at the origin. The path \( \alpha(\tau) \) now approaches \( z = 0 \) via the angles \( \pi/(2+\rho) \) and \( 2\pi/(2+\rho) \), since

\[
\alpha(\tau) = (-\tau)^{1/(2+\rho)} e^{i\pi/(2+\rho)}, \quad \tau < 0, \quad \alpha(\tau) = (\tau)^{1/(2+\rho)} e^{i2\pi/(2+\rho)}, \quad \tau > 0,
\]

see Figure 2.
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**Figure 2.** The path of \( \alpha(\tau) \) for \( Q(z) = z^{2+\rho}, \ 0 < \rho < 1 \).

As a final example, consider the function

\[
Q(z) = \frac{z^2 + 4}{z^2 + 1} i.
\]

This function belongs to \( N_1 \) and it has a GZNT at \( z = 2i \). The equation \( Q(z) = \tau \) has a nonreal solution for each \( \tau \in \mathbb{R} \cup \{\infty\} \). In fact, the path of the GZNT \( \alpha(\tau) \) is a simple closed curve bounded away from the real axis.

In general the path of the GZNT has a complicated behaviour. The path may come from \( \mathbb{C}^+ \), be part of the real line, and then leave again to \( \mathbb{C}^+ \), it
may approach the real line in different ways, it may stay completely on the real line, or it may stay away boundedly from the real line. In the present paper, some aspects of the path are treated. Especially, the local behavior of $\alpha(\tau)$ is completely determined in the domain of holomorphy of the function $Q(z)$. Furthermore under certain holomorphy conditions it is shown that a small interval of the real line is part of the path of $\alpha(\tau)$. Finally, the case where the path stays on the extended real line is completely characterized.

The contents of this paper are now described. Section 2 contains some preliminary observations concerning generalized Nevanlinna functions with one negative square. Furthermore a useful version of the inverse function theorem is recalled. Some elementary notions concerning the path $\alpha(\tau)$ of the GZNT of $Q_+(z)$ are presented in Section 3. In Section 4 the function $Q(z)$ is assumed to be holomorphic in a neighborhood of a real GZNT and the path $\alpha(\tau)$ of the GZNT is studied in such a neighborhood. In Section 5 necessary and sufficient conditions are given so that a left or right neighborhood of a GZNT of $Q(z)$ belongs to the path $\alpha(\tau)$. Section 7 is devoted to the case where the GZNT stays on the extended real line. A complete characterization is given.

The present paper has points of contact with [9, 10] and [7]. An example of a path as described in the present paper can be found in [12]. Furthermore, it should be pointed out that there are strong connections to the recent perturbation analysis in [17, 18, 19]. The authors thank Vladimir Derkach and Seppo Hassi, who have influenced this paper in more than one way.

2. Preliminaries

2.1. Nevanlinna functions. Let $M(z)$ belong to $N_0$, i.e. $M(z)$ is a Nevanlinna function (without any negative squares). Then $M(z)$ has the usual integral representation

$$M(z) = a + bz + \int_{\mathbb{R}} \left( \frac{1}{s - z} - \frac{s}{s^2 + 1} \right) d\sigma(s), \quad z \in \mathbb{C} \setminus \mathbb{R},$$

where $a \in \mathbb{R}$, $b \geq 0$, and $\sigma$ is a nondecreasing function with

$$\int_{\mathbb{R}} \frac{d\sigma(s)}{s^2 + 1} < \infty.$$

Since the function $\sigma$ can possess jump discontinuities the following normalization is used:

$$\sigma(t) = \frac{\sigma(t + 0) + \sigma(t - 0)}{2}.$$
In addition, it is assumed that \( \sigma(0) = 0 \). Note that \( a \) and \( b \) can be recovered from the function \( M(z) \) by

\[
a = \text{Re} \, M(i), \quad b = \lim_{z \to \infty} \frac{M(z)}{z}.
\]

Likewise, the function \( \sigma \) can be recovered from the function \( M(z) \) by the Stieltjes inversion formula:

\[
\sigma(t_2) - \sigma(t_1) = \lim_{\varepsilon \downarrow 0} \frac{1}{\pi} \int_{t_1}^{t_2} \text{Im} \, M(x + i\varepsilon) \, dx, \quad t_1 \leq t_2,
\]

cf. [6], [11]. If \( \sigma(s) \) is constant on \( (\gamma, \delta) \subseteq \mathbb{R} \), then \( (\gamma, \delta) \) will be called a gap of \( \sigma \) or of \( M(z) \). Note that in this case \( M(z) \) given by (2.1) is well-defined for \( z \in (\gamma, \delta) \). By the Schwarz reflection principle \( M(z) \) is also holomorphic on \( \mathbb{C}^+ \cup \mathbb{C}^- \cup (\gamma, \delta) \). Conversely, if the function \( M(z) \) given by (2.1) is holomorphic on some interval \( (\gamma, \delta) \subseteq \mathbb{R} \) then \( \sigma(s) \) is constant on that interval. Furthermore, observe that if \( M(z) \) is holomorphic at \( z \in \mathbb{C} \) then

\[
M'(z) = b + \int_{\mathbb{R}} \frac{d\sigma(t)}{(t - z)^2}.
\]

The symbols \( z \downarrow \gamma \) and \( z \uparrow \delta \) will stand for the approximation of \( \gamma \) and \( \delta \) along \( \mathbb{R} \) from above and below, respectively. So

\[
M(\gamma+) = \lim_{z \uparrow \gamma} M(z) \in [-\infty, \infty), \quad M(\delta-) = \lim_{z \downarrow \delta} M(z) \in (-\infty, \infty].
\]

Recall that these limits are equal to the nontangential limits at \( \gamma \) and \( \delta \), respectively; see [6].

The function \( \sigma(s) \) introduces in a natural way a measure on \( \mathbb{R} \), which is denoted by the same symbol. The formula for the point mass

\[
\sigma(\{c\}) = \sigma(c + 0) - \sigma(c - 0) = \lim_{z \to c} (c - z)M(z), \quad c \in \mathbb{R},
\]

complements the limit formula in (2.3).

The following result is based on a careful analysis of the relationship of the limiting behaviour of the imaginary part of \( M(z) \) and the behaviour of the spectral function \( \sigma(s) \) in (2.1); see [6] for details.

**Theorem 2.1.** Let \( M(z) \) be a Nevanlinna function and let \( (\gamma, \delta) \subset \mathbb{R} \) be a finite interval. If

\[
\lim_{y \downarrow 0} \text{Im} \, M(x + iy) = 0, \quad x \in (\gamma, \delta),
\]

then \( M(z) \) is holomorphic on \( (\gamma, \delta) \).
Proof. Let the function $M(z)$ be of the form (2.1) and let $x \in (\gamma, \delta)$. It follows from (2.1) that
\begin{equation}
\text{Im} M(x + iy) = by + \int_{\mathbb{R}} \frac{y}{(s-x)^2 + y^2} d\sigma(s).
\end{equation}
It is known that if the limit of the integral in (2.7) is 0 as $y \downarrow 0$, then $\sigma$ is differentiable at $x$; see [6, Theorem IV.II]. An application of [6, Theorem IV.I] shows that $\sigma'(x) = 0$.

Hence, by assumption, it follows that $\sigma$ is differentiable on $(\gamma, \delta)$ and that $\sigma'(x) = 0$ for all $x \in (\gamma, \delta)$. Therefore $\sigma$ is constant on $(\gamma, \delta)$ and, hence, $M(z)$ is holomorphic on $(\gamma, \delta)$.

2.2. Generalized Nevanlinna functions with one negative square.
Assume that $Q(z) \in \mathbb{N}_1$. A point $z_0 \in \mathbb{C}^+ \cup \mathbb{R} \cup \{\infty\}$ is a generalized pole of nonpositive type (GPNT) of $Q(z)$ if $z_0$ is a GZNT for the function $-1/Q(z)$ (which automatically belongs to $\mathbb{N}_1$). A function in $\mathbb{N}_1$ has precisely one GPNT in $\mathbb{C}^+ \cup \mathbb{R} \cup \{\infty\}$, just as it has precisely one GZNT in $\mathbb{C}^+ \cup \mathbb{R} \cup \{\infty\}$.

For the following result, see [3, 4, 5].

Theorem 2.2. Any function $Q(z) \in \mathbb{N}_1$ admits the following factorization
\begin{equation}
Q(z) = R(z)M(z),
\end{equation}
where $M(z) \in \mathbb{N}_0$ and $R(z)$ is a rational function of the form
\begin{equation}
\frac{(z-\alpha)(z-\bar{\alpha})}{(z-\beta)(z-\bar{\beta})}, \frac{1}{(z-\beta)(z-\bar{\beta})}, \text{ or } (z-\alpha)(z-\bar{\alpha}).
\end{equation}

Here $\alpha, \beta \in \mathbb{C}^+ \cup \mathbb{R} \cup \{\infty\}$ stand for the GZNT and GPNT of $Q(z)$, respectively; in the first case $\alpha$ and $\beta$ are finite, in the second case $\infty$ is a GZNT and $\beta$ is finite, and in the third case $\alpha$ is finite and $\infty$ is a GPNT.

For the function $Q(z) \in \mathbb{N}_1$ the function $M(z) \in \mathbb{N}_0$ and the factors in (2.9) are uniquely determined. Note that $\alpha \neq \beta$, otherwise $Q(z)$ would not have any negative squares.

Corollary 2.3. Let $Q(z) \in \mathbb{N}_1$ and let $z_0 \in \mathbb{C}^+$. If $Q(z_0) = 0$, then $Q'(z_0) \neq 0$.

Proof. Since $Q(z_0) = 0$, it follows that $z_0 \in \mathbb{C}^+$ is a GZNT of $Q(z)$. Therefore, according to Theorem 2.2, $Q(z) = (z-z_0)(z-\bar{z}_0)H(z)$ where $H(z)$ is holomorphic in a neighborhood of $z_0$ and $H(z_0) \neq 0$ (since $M(z_0) \neq 0$). Differentiation of the identity leads to
\begin{equation}
Q'(z) = (z-z_0)H(z) + (z-\bar{z}_0)H(z) + (z-z_0)(z-\bar{z}_0)H'(z),
\end{equation}
which implies that

\[ Q'(z_0) = 2i (\text{Im} z_0) H(z_0). \]

Since \( z_0 \in \mathbb{C}^+ \) and \( H(z_0) \neq 0 \), this implies that \( Q'(z_0) \neq 0 \).

\[ \square \]

Let \( Q(z) \in \mathbb{N}_1 \) and assume that \( Q(z) \) is holomorphic in a neighborhood of \( z_0 \in \mathbb{R} \). The following is a classification of \( Q(z_0) = 0 \); see [4]. A proof is included for completeness.

**Proposition 2.4.** Let \( Q(z) \in \mathbb{N}_1 \) and assume that \( Q(z) \) is holomorphic in a neighborhood of \( z_0 \in \mathbb{R} \). If \( Q(z_0) = 0 \), then precisely one of the following possibilities occurs:

1. \( Q'(z_0) > 0 \);
2. \( Q'(z_0) < 0 \);
3. \( Q'(z_0) = 0 \) and \( Q''(z_0) > 0 \);
4. \( Q'(z_0) = 0 \) and \( Q''(z_0) < 0 \);
5. \( Q'(z_0) = 0 \) and \( Q''(z_0) = 0 \) (in which case \( Q'''(z_0) > 0 \)).

In the cases (1)–(3) the point \( z_0 \in \mathbb{R} \) is necessarily a GZNT of the function \( Q(z) \).

**Proof.** Since \( Q(z) \in \mathbb{N}_1 \) it is of the form \( Q(z) = R(z)M(z) \), where \( R(z) \) is of the form (2.9) and \( M(z) \) is a Nevanlinna function; see Theorem 2.2. Assume that \( Q(z) \) is holomorphic in a neighborhood of \( z_0 \in \mathbb{R} \) and that \( Q(z_0) = 0 \).

**Case 1.** Consider the case \( R(z_0) \neq 0 \). Then \( M(z) \) must be holomorphic around \( z_0 \in \mathbb{R} \) and \( M(z_0) = 0 \). Observe that \( M'(z_0) > 0 \), otherwise \( M(z) \) would be constant, see relation (2.4), and hence identical zero, which would imply \( Q(z) \equiv 0 \notin \mathbb{N}_1 \). It follows from \( Q'(z) = R'(z)M(z) + R(z)M'(z) \) that \( Q'(z_0) = R(z_0)M'(z_0) \). Observe from (2.9) that \( R(z_0) > 0 \). Therefore \( Q'(z_0) > 0 \), so that (0) occurs.

**Case 2.** It remains to consider the case \( R(z_0) = 0 \). This implies that \( z_0 = \alpha \in \mathbb{R} \). Hence

\[ Q(z) = (z - \alpha)^2 M(z) \quad \text{or} \quad Q(z) = \frac{(z - \alpha)^2}{(z - \beta)(\alpha - \beta)} M(z). \]

Since \( Q(z) \) is holomorphic around \( \alpha \in \mathbb{R} \), it follows that the Nevanlinna function \( M(z) \) has the expansion

\[
M(z) = \frac{m_{-1}}{z - \alpha} + m_0 + m_1(z - \alpha) + \cdots
\]

where \( m_{-1} \leq 0 \) and \( m_i \in \mathbb{R}, i \in \mathbb{N} \). Moreover

\[
Q(z) = c_0 m_{-1}(z - \alpha) + (c_0 m_0 + c_1 m_{-1})(z - \alpha)^2 + (c_0 m_1 + c_1 m_0 + c_2 m_{-1})(z - \alpha)^3 + \cdots,
\]
where $c_0 > 0$ and $c_i \in \mathbb{R}$, $i \in \mathbb{N}$, stand for the coefficients of the power series expansion of the function $[(z - \beta)(z - \bar{\beta})]^{-1}$ or of the function 1 if $\beta = \infty$.

In particular, the following identities are clear:

\begin{align}
(2.11) \quad & Q'(\alpha) = c_0 m_{-1}, \\
(2.12) \quad & 2Q''(\alpha) = c_0 m_0 + c_1 m_{-1}, \\
(2.13) \quad & 6Q'''(\alpha) = c_0 m_1 + c_1 m_0 + c_2 m_{-1}.
\end{align}

It follows from (2.11) that $Q'(\alpha) \leq 0$. There is the following subdivision:

- $Q'(\alpha) < 0$. Then (1) occurs.
- $Q'(\alpha) = 0$ and $Q''(\alpha) > 0$ or $Q''(\alpha) < 0$. Then (2a) or (2b) occur.
- $Q'(\alpha) = 0$ and $Q''(\alpha) = 0$. In this case it follows from (2.11) and (2.12) that $m_{-1} = 0$ and $m_0 = 0$. Note that (2.10) with $m_{-1} = m_0 = 0$ implies that $m_1 > 0$. According to (2.13), it follows that $Q'''(\alpha) = c_0 m_1$. Therefore $Q'''(\alpha) > 0$, so that (3) occurs.

To conclude observe that it follows from (1.3) that $Q(z_0) = 0$ and $Q'(z_0) \leq 0$ imply that $z_0 \in \mathbb{R}$ is a GZNT of $Q(z)$. \[\square\]

2.3. **The inverse function theorem.** The following consequence of the usual inverse function theorem will be useful. It specifies branches of solutions of an equation involving holomorphic functions; cf. [8, Theorem 9.4.3].

**Theorem 2.5.** Let $Q(z)$ be a function which is holomorphic at $z_0$ and assume that $Q^{(i)}(z_0) = 0$, $0 \leq i \leq n - 1$, and $Q^{(n)}(z_0) \neq 0$ for some $n \geq 1$ so that

\[Q(z) = \frac{Q^{(n)}(z_0)}{n!}(z - z_0)^n + \frac{Q^{(n+1)}(z_0)}{(n+1)!}(z - z_0)^{n+1} + \cdots.\]

Then there is a neighborhood of $z_0$ where the equation

\begin{equation}
Q(z) = w^n
\end{equation}

has $n$ solutions $z = \phi^i(w)$, $1 \leq i \leq n$. The functions $\phi^i(w)$ are holomorphic at 0, of the form

\[\phi^i(w) = z_0 + \phi^i_1 w + \phi^i_2 w^2 + \cdots,\]

and their first order coefficients $\phi^i_1$, $1 \leq i \leq n$, are the $n$ distinct roots of the equation

\begin{equation}
(\phi^i_1)^n = \frac{n!}{Q^{(n)}(z_0)}, \quad 1 \leq i \leq n.
\end{equation}
Elementary properties of $\alpha(\tau)$

Let $Q(z) \in N_1$. The fractional linear transform $Q_{\tau}(z)$, $\tau \in \mathbb{R} \cup \{\infty\}$, is defined in (1.5), so that the derivative of $Q_{\tau}$ is given by

$$Q'_{\tau}(z) = (1 + \tau^2) \frac{Q'(z)}{(1 + \tau Q(z))^2}, \quad \tau \in \mathbb{R}, \quad \text{and} \quad Q'_{\infty}(z) = \frac{1}{Q(z)^2}.$$ 

Since $Q_{\tau}(z)$ also belongs to $N_1$ for $\tau \in \mathbb{R} \cup \{\infty\}$, Theorem 2.2 may be applied.

**Corollary 3.1.** Let $Q(z) \in N_1$. Then $Q_{\tau}(z)$, $\tau \in \mathbb{R} \cup \{\infty\}$, has the factorization

$$Q_{\tau}(z) = R_{(\tau)}(z)M_{(\tau)}(z),$$

where $M_{(\tau)}(z) \in N_0$ and $R_{(\tau)}(z)$ is a rational function of the form

$$\frac{(z - \alpha(\tau))(z - \overline{\alpha(\tau)})}{(z - \beta(\tau))(z - \overline{\beta(\tau)})}, \quad \frac{1}{(z - \beta(\tau))(z - \overline{\beta(\tau)})}, \quad \text{or} \quad (z - \alpha(\tau))(z - \overline{\alpha(\tau)}).$$

Here $\alpha(\tau), \beta(\tau) \in \mathbb{C}^+ \cup \mathbb{R} \cup \{\infty\}$ stand for the GZNT and GPNT of $Q_{\tau}(z)$, respectively; in the first case $\alpha(\tau)$ and $\beta(\tau)$ are finite, in the second case $\infty$ is a GZNT and $\beta(\tau)$ is finite, and in the third case $\alpha(\tau)$ is finite and $\infty$ is a GPNT.

Note that $\alpha(0) = \alpha$ and $\beta(0) = \beta$, and that $\alpha(\tau) \neq \beta(\tau)$ for all $\tau \in \mathbb{R} \cup \{\infty\}$. The paths $\alpha(\tau)$ and $\beta(\tau)$ are related. To see this, observe that it follows from the form of the fractional linear transform (1.5) that

$$Q_{-1/\tau}(z) = \frac{Q(z) + 1/\tau}{1 - Q(z)/\tau} = -Q_{\tau}(z)^{-1}, \quad \tau \in \mathbb{R} \cup \{\infty\}.$$ 

Therefore, (3.2) and (3.3) lead to

$$\alpha(\tau) = \beta(-1/\tau), \quad \beta(\tau) = \alpha(-1/\tau), \quad \tau \in \mathbb{R} \setminus \{0\},$$

and, in particular, to $\alpha(\infty) = \beta$ and $\beta(\infty) = \alpha$.

According to the identities in (3.4) it suffices to describe the function $\alpha(\tau)$. The path of the GZNT of the function $Q(z) \in N_1$ is defined by

$$\mathcal{F}_Q := \{ \alpha(\tau) : \tau \in \mathbb{R} \cup \{\infty\} \}.$$ 

The following result concerning the parametrization of the path may be useful.

**Lemma 3.2.** Let $Q(z) \in N_1$ and let $\tau_0 \in \mathbb{R} \cup \{\infty\}$. Then the path of the GZNT of $Q(z)$ coincides with the path of the GZNT of $Q_{\tau_0}(z)$, i.e.

$$\mathcal{F}_Q = \mathcal{F}_{Q_{\tau_0}}, \quad \tau_0 \in \mathbb{R} \cup \{\infty\}.$$
Proof. First consider the case \( \tau \in \mathbb{R} \). Then a simple calculation shows that
\[
(Q_\tau)_\rho(z) = Q_{\frac{\tau + \rho}{1 - \rho\tau}}(z), \quad \rho \in \mathbb{R}, \quad (Q_\tau)_\infty(z) = Q_{-1/\tau}(z).
\]
Hence, if the GZNT of \((Q_\tau)_\rho(z)\) is denoted by \( \alpha_\tau(\rho) \), then it follows from (3.6) that
\[
\alpha_\tau(\rho) = \alpha\left(\frac{\tau + \rho}{1 - \rho\tau}\right), \quad \rho \in \mathbb{R}, \quad \alpha_\tau(\infty) = \alpha_{-1/\tau}.
\]
The identity (3.7) shows that (3.5) is valid. The case \( \tau = \infty \) can be treated similarly. \( \Box \)

The points of \( F_Q \), i.e. the solutions of the equation \( \alpha(\tau_0) = z_0 \), will be characterized in terms of the function \( Q(z) \). But first observe the following. If \( Q(z) \) is holomorphic in a neighborhood of \( \alpha(\tau_0) \) and if \( Q'(\alpha(\tau_0)) \neq 0 \), then clearly the function \( \alpha(\tau) \) is holomorphic in a neighborhood of \( \tau_0 \); this follows from the usual inverse function theorem (see Theorem 2.5 with \( n = 1 \)).

**Theorem 3.3.** Let \( Q(z) \in \mathbb{N}_1 \) and let \( \tau_0 \in \mathbb{R} \).

(i) Let \( z_0 \in \mathbb{C}^+ \). Then \( \alpha(\tau_0) = z_0 \) if and only if
\[
Q(z_0) = \tau_0.
\]
In this case, the function \( \alpha(\tau) \) is holomorphic in a neighborhood of \( \tau_0 \).

(ii) Let \( z_0 \in \mathbb{R} \). Then \( \alpha(\tau_0) = z_0 \) if and only if
\[
\lim_{\substack{z \to z_0 \\ z \in \mathbb{R}}} \frac{Q(z) - \tau_0}{z - z_0} \in (-\infty, 0].
\]

(iii) Let \( z_0 = \infty \). Then \( \alpha(\tau_0) = \infty \) if and only if
\[
\lim_{\substack{z \to \infty \\ z \in \mathbb{C}^+}} z(Q(z) - \tau_0) \in [0, \infty).
\]

Proof. (i) Let \( z_0 \in \mathbb{C}^+ \) and let \( \tau_0 \in \mathbb{R} \).

\( (\Leftarrow) \) If (3.8) holds, then \( Q_{\tau_0}(z_0) = 0 \). Hence, \( z_0 \in \mathbb{C}^+ \) is a zero of \( Q_{\tau_0}(z) \in \mathbb{N}_1 \), which implies that \( z_0 \) is a GZNT of \( Q_{\tau_0}(z) \). By uniqueness it follows that \( z_0 = \alpha(\tau_0) \).

\( (\Rightarrow) \) If \( \alpha(\tau_0) = z_0 \), then \( Q_{\tau_0}(z_0) = Q_{\tau_0}(\alpha(\tau_0)) = 0 \), so that (3.8) holds.

If \( z_0 := \alpha(\tau_0) \in \mathbb{C}^+ \), then \( Q_{\tau_0}(z_0) = 0 \) and hence \( Q'_{\tau_0}(z_0) \neq 0 \); cf. Corollary 2.3. It follows from (3.1) that \( Q'(z_0) \neq 0 \). Therefore \( \alpha(\tau) \) is holomorphic at \( \tau_0 \).

(ii) Let \( z_0 \in \mathbb{R} \) and let \( \tau_0 \in \mathbb{R} \). It follows from the fractional linear transform (1.5) that
\[
\frac{Q_{\tau_0}(z)}{z - z_0} = \frac{1}{1 + \tau_0 Q(z)} \frac{Q(z) - \tau_0}{z - z_0}.
\]
Corollary 3.5. Let $Q(z) \equiv \mathbb{N}_1$, then
\[
\{ z \in \mathbb{C}^+: \text{Im} \, Q(z) = 0 \} \subseteq \mathcal{F}_Q.
\]

Proof. Let $z_0 \in \mathbb{C}^+$ and assume that $\text{Im} \, Q(z_0) = 0$. Then
\[
Q(z_0) - \tau_0 = \text{Re} \, Q(z_0) - \tau_0,
\]
so that the lefthand side equals zero, if $\tau_0$ is defined as $\text{Re} \, Q(z_0)$. In this case $Q_{\tau_0}(z)$ has a zero at $z_0$.

Corollary 3.5. Let $Q(z) \equiv \mathbb{N}_1$, then the function
\[
\mathbb{R} \cup \{ \infty \} \ni \tau \mapsto \alpha(\tau) \in \mathbb{C}^+ \cup \mathbb{R} \cup \{ \infty \}
\]
is injective.

Proof. Assume that $\alpha(\tau_1) = \alpha(\tau_2)$ with $\tau_1, \tau_2 \in \mathbb{R} \cup \{ \infty \}$.

First consider $\tau_1, \tau_2 \in \mathbb{R}$ and let $z_0 = \alpha(\tau_1) = \alpha(\tau_2)$. If $z_0$ is in $\mathbb{C}^+$, then (i) of Theorem 3.3 implies $\tau_1 = Q(\alpha(\tau_1)) = Q(\alpha(\tau_2)) = \tau_2$. If $z_0$ is in $\mathbb{R} \cup \{ \infty \}$, then (ii) and (iii) of Theorem 3.3 imply
\[
\tau_1 = \lim_{z \to \alpha(\tau_1)} Q(z) = \lim_{z \to \alpha(\tau_2)} Q(z) = \tau_2.
\]
Next consider $\tau_1 \in \mathbb{R}$ and $\tau_2 = \infty$ and let $z_0 = \alpha(\tau_1) = \alpha(\infty)$. Then $\alpha(\infty) = z_0$ means that $z_0$ is a GPNT, so that $Q(z) \to \infty$ as $z \to z_0$. Furthermore, $\alpha(\tau_1) = z_0$ implies, by Theorem 3.3, that $Q(z) \to \tau_1$ as $z \to z_0$, a contradiction.
Hence, $\alpha(\tau_1) = \alpha(\tau_2)$ with $\tau_1, \tau_2 \in \mathbb{R} \cup \{\infty\}$, implies that $\tau_1 = \tau_2$. This completes the proof. \hfill \Box

The following result can be seen as a consequence of Theorem 2.1.

**Theorem 3.6.** Let $Q(z) \in N_1$ and let the interval $(\gamma, \delta) \subset \mathbb{R}$ be contained in $F_Q$. Then $Q(z)$ is holomorphic on $(\gamma, \delta)$ except possibly at the GPNT of $Q(z)$, which is then a pole of $Q(z)$.

**Proof.** Since $Q(z) \in N_1$, it can be written as $Q(z) = R(z)M(z)$ as in (2.8) where $R(z)$ is of the form as in (2.9) with GZNT $\alpha$ and GPNT $\beta$. By assumption each $z_0 \in (\gamma, \delta)$ is of the form $z_0 = \alpha(\tau_0)$. Hence by Theorem 3.3 it follows that

$$\lim_{z \to z_0} Q(z) = \tau_0.$$ (3.13)

Clearly, if $z_0 = \alpha(\tau_0)$ with $\tau_0 = \infty$ then $z_0 = \beta$ so that $z_0$ is a GPNT of $Q(z)$. There are three cases to consider:

*Case 1:* $\beta \not\in (\gamma, \delta)$ and $\alpha \not\in (\gamma, \delta)$. Then $\lim_{z \to z_0} R(z) \in \mathbb{R} \setminus \{0\}$, so that it follows from (3.13) that

$$\lim_{z \to z_0} \text{Im } M(z) = 0.$$ (3.14)

Hence, by Theorem 2.1, it follows from (3.14) that $M(z)$ and therefore $Q(z)$ is holomorphic on $(\gamma, \delta)$.

*Case 2:* $\beta \not\in (\gamma, \delta)$ and $\alpha \in (\gamma, \delta)$. Then by Case 1 it follows that $Q(z)$ is holomorphic on $(\gamma, \alpha)$ and on $(\alpha, \delta)$. Hence, either $Q(z)$ is holomorphic on $(\gamma, \delta)$ or $Q(z)$ has an isolated singularity at $\alpha$. However, this last case cannot occur due to the representation (2.9).

*Case 3:* $\beta \in (\gamma, \delta)$. Then by Case 1 and Case 2 it follows that $Q(z)$ is holomorphic on $(\gamma, \beta)$ and $(\beta, \delta)$. This implies that $\beta$ is an isolated singularity of $Q(z)$; in other words the GPNT $\beta$ is a pole of $Q(z)$. \hfill \Box

4. **Local behavior of $\alpha(\tau)$ in a gap of $Q(z)$.**

Let the function $Q(z) \in N_1$ be holomorphic in a neighborhood of $z_0 \in \mathbb{R}$. Assume that $Q(z_0) = 0$ and that $z_0$ is in fact a GZNT of $Q(z)$, so that $Q'(z_0) \leq 0$; cf. Proposition 2.4. The local form of the path $\alpha(\tau)$ in a neighborhood of $\tau = 0$ will now be described. The items in the following theorem correspond to the classification in Proposition 2.4.

**Theorem 4.1.** Let $Q(z) \in N_1$ be holomorphic in a neighborhood of $z_0 \in \mathbb{R}$ and let $z_0$ be a GZNT of $Q(z)$. Then precisely one of the following possibilities hold.
(1) $Q'(z_0) < 0$: There exists $\varepsilon > 0$ such that the function $\alpha(\tau)$ is real-valued and holomorphic with $\alpha'(\tau) < 0$ on $(-\varepsilon, \varepsilon)$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{case1}
\caption{Case (1)}
\end{figure}

(2a) $Q'(z_0) = 0$ and $Q''(z_0) > 0$: There exist $\varepsilon_1 > 0$ and $\varepsilon_2 > 0$ such that the function $\alpha(\tau)$ is continuous on $(-\varepsilon_1, \varepsilon_2)$, and holomorphic on each of the intervals $(-\varepsilon_1, 0)$ and $(0, \varepsilon_2)$. Moreover $\alpha(\tau) \in \mathbb{C}^+$ for $\tau \in (-\varepsilon_1, 0)$ and $\arg(\alpha(\tau) - z_0) \to \pi/2$ as $\tau \uparrow 0$ and $\alpha(\tau) \in \mathbb{R}$ for $\tau \in (0, \varepsilon_2)$.

(2b) $Q'(z_0) = 0$ and $Q''(z_0) < 0$: There exist $\varepsilon_1 > 0$ and $\varepsilon_2 > 0$ such that the function $\alpha(\tau)$ is continuous on $(-\varepsilon_1, \varepsilon_2)$, and holomorphic on each of the intervals $(-\varepsilon_1, 0)$ and $(0, \varepsilon_2)$. Moreover $\alpha(\tau) \in \mathbb{R}$ for $\tau \in (-\varepsilon_1, 0)$ and $\alpha(\tau) \in \mathbb{C}^+$ for $\tau \in (0, \varepsilon_2)$ and $\arg(\alpha(\tau) - z_0) \to \pi/2$ as $\tau \downarrow 0$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{cases2a2b}
\caption{Cases (2a) and (2b)}
\end{figure}

(3) $Q'(z_0) = Q''(z_0) = 0$, and $Q'''(z_0) > 0$: There exist $\varepsilon_1 > 0$ and $\varepsilon_2 > 0$ such that the function $\alpha(\tau)$ is continuous on $(-\varepsilon_1, \varepsilon_2)$, and holomorphic on each of the intervals $(-\varepsilon_1, 0)$ and $(0, \varepsilon_2)$. Moreover $\alpha(\tau) \in \mathbb{C}^+$ for $\tau \in (-\varepsilon_1, 0)$ and $\arg(\alpha(\tau) - z_0) \to \pi/3$ as $\tau \uparrow 0$; and $\alpha(\tau) \in \mathbb{C}^+$ for $\tau \in (0, \varepsilon_2)$ and $\arg(\alpha(\tau) - z_0) \to 2\pi/3$ as $\tau \downarrow 0$.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{case3}
\caption{Case (3)}
\end{figure}

Proof. The assumption is that $Q(z) \in \mathbb{N}_1$ is holomorphic in a neighborhood of $z_0 \in \mathbb{R}$ and that $Q(z)$, possibly together with some derivatives, vanishes
at \( z_0 \in \mathbb{R} \), as described in Proposition 2.4. The theorem will be proved via Theorem 2.5 (implicit function theorem).

Case (1): \( Q(z_0) = 0 \) and \( Q'(z_0) < 0 \). According to Theorem 2.5 with \( n = 1 \) there is some neighborhood of \( w = 0 \) where the equation

\[
Q(\phi(w)) = w
\]

has a unique holomorphic solution \( \phi(w) \) which satisfies \( \phi(0) = z_0 \) and is real-valued for real \( w \). It follows from (4.1) that \( Q'(\phi(w))\phi'(w) = 1 \), so that the condition \( Q'(z_0) < 0 \) implies that \( \phi'(0) < 0 \), and thus \( \phi'(w) < 0 \) on some neighborhood \( (-\varepsilon, \varepsilon) \). It follows from Theorem 3.3 that \( \alpha(\tau) = \phi(\tau) \).

Case (2a): \( Q(z_0) = 0 \), \( Q'(z_0) = 0 \), and \( Q''(z_0) > 0 \). According to Theorem 2.5 with \( n = 2 \) there is some neighborhood of \( 0 \) where the equation

\[
Q(\phi^\pm(0)) = w^2
\]

has holomorphic solutions \( \phi^+(w) \) and \( \phi^-(w) \) with \( \phi^\pm(0) = z_0 \), and which have expansions

\[
\phi^\pm(w) = \phi_1^\pm w + \phi_2^\pm w^2 + \cdots,
\]

where \( \phi_1^\pm = \pm (Q''(z_0)/2)^{-1/2} \). Note that all the coefficients \( \phi_1^\pm \) in the above expansions are real.

Let \( \tau > 0 \). Put \( w = \tau^{1/2} \) such that

\[
Q(\phi^\pm(\tau^{1/2})) = \tau.
\]

Since \( \phi^- \) is a solution of (4.2), there is some \( \varepsilon_2 > 0 \) such that \( \phi^-'(\tau^{1/2}) < 0 \) for \( \tau \in (0, \varepsilon_2) \). Now the relation (4.2) implies by taking the derivative with respect to \( \tau \) that \( Q'(\phi^-'(\tau^{1/2})) < 0 \) for \( \tau \in (0, \varepsilon_2) \). Hence, by relation (4.2) and Theorem 3.3 one finds that \( \alpha(\tau) = \phi^-(\tau^{1/2}) \) for \( \tau \in (0, \varepsilon_2) \).

Case (2b): \( Q(z_0) = 0 \), \( Q'(z_0) = 0 \), and \( Q''(z_0) < 0 \). This case can be treated similarly as the case (2a).

Case (3): \( Q(z_0) = 0 \), \( Q'(z_0) = 0 \), \( Q''(z_0) = 0 \), and \( Q'''(z_0) > 0 \). According to Theorem 2.5 there is a neighborhood of \( 0 \), where the equation

\[
Q(\phi(w)) = w^3
\]
has three solutions $\phi^{(j)}(w)$, $j = 1, 2, 3$, determined by

$$
\phi_1^{(1)} = \sqrt[3]{r}, \quad \phi_1^{(2)} = \left(-\frac{1}{2} + \frac{\sqrt{3}}{2} i\right) \sqrt[3]{r}, \quad \phi_1^{(3)} = \left(-\frac{1}{2} - \frac{\sqrt{3}}{2} i\right) \sqrt[3]{r},
$$

with $r = 6/Q''(z_0)$.

Let $\tau > 0$. Then Theorem 2.5 implies that there is some $\varepsilon_2 > 0$ such that $\phi^{(2)}(\tau^{1/3})$ is in $\mathbb{C}^+$ for $\tau \in (0, \varepsilon_2)$, and that $Q(\phi^{(2)}(\tau^{1/3})) = \tau$. Hence, by Theorem 3.3

$$\alpha(\tau) = \phi^{(2)}(\tau^{1/3}), \quad \tau \in (0, \varepsilon_2).$$

Let $\tau < 0$. Then the Theorem 2.5 implies that there is some $\varepsilon_1 > 0$ such that $\phi^{(3)}(-|\tau|^{1/3})$ is in $\mathbb{C}^+$ for $\tau \in (-\varepsilon_1, 0)$, and that $Q(\phi^{(3)}(-|\tau|^{1/3})) = -|\tau| = \tau$. Hence, by Theorem 3.3

$$\alpha(\tau) = \phi^{(3)}(-|\tau|^{1/3}), \quad \tau \in (-\varepsilon_1, 0) < 0.$$

Moreover, using Theorem 2.5 one finds that

$$\lim_{\tau \uparrow 0} \tan(\arg(\alpha(\tau) - z_0)) = \lim_{\tau \uparrow 0} \frac{\Im \alpha(\tau)}{\Re \alpha(\tau) - z_0} = \frac{\Im \phi_1^{(3)}}{\Re \phi_1^{(3)}} = \sqrt{3},$$

and

$$\lim_{\tau \downarrow 0} \tan(\arg(\alpha(\tau) - z_0)) = \lim_{\tau \downarrow 0} \frac{\Im \alpha(\tau)}{\Re \alpha(\tau) - z_0} = \frac{\Im \phi_1^{(2)}}{\Re \phi_1^{(2)}} = -\sqrt{3},$$

which shows that the angles are indeed $\pi/3$ and $2\pi/3$, respectively. □

**Remark 4.2.** In Case (2) and Case (3) other zeros of $Q_\tau(z)$ will occur, but they need not be GZNT. Below each case will be considered separately.

For Case (2) it suffices to restrict to Case (2a) as Case (2b) is similar. When $\tau > 0$ the function $\alpha_+(\tau) := \phi^+(\tau^{1/2})$ is also a local solution of $Q(\alpha_+(\tau)) = \tau$. However, $Q'(\alpha_+(\tau)) > 0$ for $\tau > 0$, so that $\alpha_+(\tau)$ is not a GZNT. Moreover, $\alpha_+(\tau)$ is locally increasing in $\tau$. A different situation happens when $\tau < 0$. Then clearly $\phi^+(-i\tau^{1/2}) = \phi^+(i\tau^{1/2})$, and locally $\bar{\alpha}(\tau) = \phi^+(-i\tau^{1/2})$ is the GZNT of $Q_\tau(z)$ in the lower half plane conjugate to the GZNT $\alpha(\tau)$, cf [12].
In Case (3) there are locally two other zeros of the function $Q_\tau(z)$ crossing $z_0$ at $\tau = 0$. The first of them is real and given by

$$\alpha_+(\tau) = \varphi^{(1)}(\text{sgn } \tau |\tau|^{1/3}).$$

The second one lies in the lower half plane and is conjugate to $\alpha(\tau)$.

![Figure 7. Case (3) - positive and negative zeros](image)

**Example 4.3.** Let $\delta_1, \delta_2 > 0$ and consider the function

$$Q(z) = z^2 \left( \frac{\delta_1}{-1 - z} + \frac{\delta_2}{1 - z} \right), \quad z \in \mathbb{C} \setminus \{-1, 1\}.$$ 

Then $Q(z)$ is of the form (2.8) with

$$R(z) = z^2, \quad M(z) = \frac{\delta_1}{-1 - z} + \frac{\delta_2}{1 - z},$$

with $M(z) \in \mathbb{N}_0$. Hence $Q(z) \in \mathbb{N}_1$ with GZNT at $\alpha = 0$ and GPNT at $\beta = \infty$. The function $Q(z)$ is holomorphic in a neighborhood of $z = 0$. Clearly, $Q(0) = 0$, $Q'(0) = 0$, and $Q''(0) = 2(\delta_2 - \delta_1)$. Hence,

$$Q''(0) = 0 \iff \delta_1 = \delta_2,$$

in which case $Q'''(0) = 12\delta_1 = 12\delta_2 > 0$. Therefore with regard to Theorem 4.1 one obtains

1. $\delta_2 > \delta_1$ implies Case 2a;
2. $\delta_2 < \delta_1$ implies Case 2b;
3. $\delta_2 = \delta_1$ implies Case 3.

5. Part of the path on the real line.

Let $Q(z) \in \mathbb{N}_1$. The path of the GZNT may hit the real line coming from $\mathbb{C}^+$ and immediately return to $\mathbb{C}^+$ as the example $Q(z) = z^3$ shows. However it is also possible that the path will have a part of the real line in common as the example $Q(z) = z^2$ shows. In this section it is assumed that the GZNT $\alpha$ belongs to the real line and the interest is in the existence of $\varepsilon > 0$ such that

$$[\alpha - \varepsilon, \alpha] \subset \mathcal{F}_Q \quad \text{or} \quad [\alpha, \alpha + \varepsilon] \subset \mathcal{F}_Q.$$
According to Theorem 3.6 this implies that \( M(z) \) is holomorphic on
\[(\alpha - \varepsilon, \alpha) \quad \text{or} \quad (\alpha, \alpha + \varepsilon),\]
respectively. Recall that if the function \( M(z) \in \mathbb{N}_0 \) is holomorphic on an interval \((\alpha, \beta)\), then \( M(z) \) has (possibly improper) limits at the end points of the interval and \( M(\alpha+) \in [\pm \infty, \infty) \) and \( M(\beta-) \in (\pm \infty, \infty) \). The fact that those limits are equal to the nontangential limits at \( \alpha \) and \( \beta \), respectively, will be extensively used in the proof below.

**Theorem 5.1.** Let \( Q(z) \in \mathbb{N}_1 \) be of the form
\[Q(z) = (z - \alpha)^2 M(z) \quad \text{or} \quad Q(z) = \frac{(z - \alpha)^2}{(z - \beta)(z - \overline{\beta})} M(z),\]
with \( \alpha \in \mathbb{R}, \beta \in \mathbb{C}^+ \cup \mathbb{R}, \beta \neq \alpha, \) and \( M(z) \in \mathbb{N}_0 \). Then the following statements are valid:

(i) There exists \( \varepsilon > 0 \) such that \( (\alpha - \varepsilon, \alpha] \subset \mathcal{F}_Q \) if and only if \( M(z) \) is holomorphic on \((\alpha - \gamma, \alpha)\) for some \( \gamma > 0 \) and \( M(\alpha-) \in (0, \infty) \).

(ii) There exists \( \varepsilon > 0 \) such that \( [\alpha, \alpha + \varepsilon) \subset \mathcal{F}_Q \) if and only if \( M(z) \) is holomorphic on \((\alpha, \alpha + \gamma)\) for some \( \gamma > 0 \) and \( M(\alpha+) \in (-\infty, 0) \).

**Proof.** Since the proofs of the statements (i) and (ii) are analogous, only (i) will be shown. By a translation the statement can be easily reduced to the case \( \alpha = 0 \). Hence, from now on it is assumed that \( M(z) \) is holomorphic on some interval \((-\gamma, 0)\), with \( \gamma > 0 \). The proof will be carried out for the functions
\[z^2 M(z) \quad \text{and} \quad \frac{z^2 M(z)}{(z - \beta)(z - \overline{\beta})},\]
respectively, in three steps.

**Step 1.** The function \( R(z) = z^2 M(z) \) is considered. Since \( M(z) \in \mathbb{N}_0 \) it has the representation (2.1). Recall that
\begin{equation}
\lim_{z \to 0} -z M(z) = \sigma(\{0\}),
\end{equation}
\[\text{cf. (2.6).} \]
Note that if \( \sigma(\{0\}) = 0 \), dominated convergence on \((-\infty, -\gamma)\) and monotone convergence on \((0, \infty)\) implies that
\begin{equation}
M(0-) = a + \int_{\mathbb{R}} \frac{d\sigma(s)}{s(s^2 + 1)} \in \mathbb{R} \cup \{\infty\},
\end{equation}
\[\text{cf. (2.5).} \]

In the general case \( \sigma(\{0\}) \neq 0 \) the function \( R(z) = z^2 M(z) \) can be written as
\[R(z) = az^2 + bz^3 - z\sigma(\{0\}) + z^2 \int_{\mathbb{R}\setminus\{0\}} \left( \frac{1}{s - z} - \frac{s}{s^2 + 1} \right) d\sigma(s)\]
and it is holomorphic on \((-\gamma, 0)\). A straightforward calculation implies that

\begin{equation}
R'(z) = -\sigma(\{0\}) + 2az + 3bz^2 + zT(z),
\end{equation}

where the function \(T(z)\) is given by

\[
T(z) = \int_{\mathbb{R}\setminus\{0\}} h(s, z) \frac{d\sigma(s)}{s - z},
\]

with

\[
h(s, z) = \frac{2 + 2sz}{s^2 + 1} + \frac{z}{s - z}.
\]

It will be shown that

\begin{equation}
\lim_{z \to 0} zT(z) = 0.
\end{equation}

In order to see this, observe that

\begin{equation}
\lim_{z \to 0} z \left( h(s, z) \frac{1}{s - z} \right) = 0, \quad s \in \mathbb{R} \setminus \{0\}.
\end{equation}

The argument will be finished via dominated convergence. For this purpose write the function \(T(z)\) as \(T(z) = T_1(z) + T_2(z)\) with

\[
T_1(z) = \int_{(0, 1/2)} h(s, z) \frac{d\sigma(s)}{s - z}, \quad T_2(z) = \int_{\mathbb{R}\setminus(-\gamma, 1/2)} h(s, z) \frac{d\sigma(s)}{s - z}.
\]

Note that for \(s \in (0, 1/2), z \in (-1/2, 0)\) the following estimations hold:

\begin{equation}
-1 < \frac{z}{s - z} < 0
\end{equation}

and

\begin{equation}
\frac{6}{5} < \frac{2 - s}{s^2 + 1} < \frac{2 + 2sz}{s^2 + 1} < 2.
\end{equation}

It follows from (5.6) and (5.7) that for \(s \in (0, 1/2)\) and \(z \in (-1/2, 0)\) one has

\begin{equation}
\frac{1}{5} < h(s, z) < 2.
\end{equation}

The last estimate together with (5.5) and (5.6) implies via dominated convergence that

\[
\lim_{z \to 0} zT_1(z) = 0.
\]

Note that for \(s < -\gamma\) and \(z \in (-\gamma/2, 0)\) one has

\[
|s - z| \geq |s| - \frac{\gamma}{2},
\]

and for \(s \geq \frac{1}{2}\) and \(z \in (-\gamma/2, 0)\) one has

\[
|s - z| \geq s,
\]

so that there are nonnegative constants \(A, B\), such that

\[
\left| \frac{1}{s - z} \right| \leq \frac{A}{|s|}, \quad \left| \frac{2 + 2sz}{s^2 + 1} \right| \leq \frac{B}{|s|}, \quad s \in \mathbb{R} \setminus (-\gamma, 1/2), \ z \in (-\gamma/2, 0).
\]
Hence it follows that there exists $C \geq 0$ such that
\[ \left| h(s, z) \frac{1}{s - z} \right| \leq C \frac{1}{s^2}, \quad s \in \mathbb{R} \setminus (-\gamma, 1/2), \ z \in (-\gamma/2, 0). \]

This estimate together with (5.5) implies via dominated convergence that
\[ \lim_{z \uparrow 0} z T_2(z) = 0. \]
Consequently, (5.4) follows.

Now consider the following three mutually exclusive cases, with regard to the behavior of $\sigma$ in a neighborhood of zero.

**Case (a).** Assume that
\[ (5.9) \quad \sigma(\{0\}) > 0. \]
Then the identity (5.3) together with (5.4) implies that there is some $\varepsilon > 0$ such that $R(z)$ is holomorphic with $R'(z) < 0$ on $(-\varepsilon, 0)$. By Theorem 4.1 the interval $(-\varepsilon, 0)$ is contained in $\mathcal{F}_Q$. Note that in this case it follows from (5.1) that
\[ (5.10) \quad M(0-) = +\infty. \]

**Case (b).** Assume that
\[ (5.11) \quad \sigma(\{0\}) = 0 \quad \text{and} \quad \int_{(0,1/2)} \frac{d\sigma(s)}{s} = +\infty. \]
By the estimate (5.8) and monotone convergence it follows that
\[ \int_{(0,1/2)} h(s, z) \frac{d\sigma(s)}{s - z} \geq \frac{1}{5} \int_{(0,1/2)} \frac{d\sigma(s)}{s - z} \to +\infty, \quad z \uparrow 0. \]
Consequently, $T_1(0-) = +\infty$. Since $T_2(z)$ is holomorphic on the interval $(-\gamma, 1/2)$, one obtains $T(0-) = +\infty$. As $T$ is holomorphic on $(-\gamma, 0)$, the identity (5.3) implies again that $R'(z) < 0$ on some interval $(-\varepsilon, 0)$, which is therefore contained in $\mathcal{F}_Q$. Note that in this case it follows from (5.2) that
\[ (5.12) \quad M(0-) = +\infty. \]

**Case (c).** Assume that
\[ (5.13) \quad \sigma(\{0\}) = 0 \quad \text{and} \quad \int_{(0,1/2)} \frac{d\sigma(s)}{s} < +\infty. \]
Then
\[ (5.14) \quad R'(z) = 2z \left( a + \int_{\mathbb{R} \setminus \{0\}} \frac{d\sigma(s)}{s(s^2 + 1)} \right) + z^2 S(z), \]
with
\[ (5.15) \quad S(z) = 3b + \int_{\mathbb{R} \setminus \{0\}} \frac{3s - 2z}{s(s - z)^2} \, d\sigma(s). \]
It will be shown by dominated convergence that

\[
\lim_{z \to 0} z S(z) = 0.
\]

To do this, it suffices to find an integrable upper bound when the integrand in (5.15) is multiplied by \(z\). For \(s > 0\) and \(z < 0\) one has \(0 < 3s - 2z < 3(s - z)\), so that

\[
0 \leq \frac{3s - 2z}{s(s - z)^2} \leq \frac{3}{s(s - z)}.
\]

Since \(|z| < s - z\) for \(s > 0\) and \(z < 0\), it follows that

\[
\left| z \frac{3s - 2z}{s(s - z)^2} \right| \leq \frac{3}{s}, \quad s > 0, \quad z < 0,
\]

and in particular this estimate holds for \(0 < s < 1/2\) and \(z < 0\). Now let \(s \geq 1/2\) and assume that \(-\gamma/2 < z < 0\). Then \(|s - z| \geq |s|\) and thus

\[
\left| \frac{3s - 2z}{s(s - z)^2} \right| \leq \frac{3|s| + |\gamma|}{|s|^3}.
\]

Next let \(s \leq -\gamma\) and assume that \(-\gamma/2 < z < 0\). Then

\[
|s - z| \geq |s| - |\gamma|/2,
\]

and thus

\[
\left| \frac{3s - 2z}{s(s - z)^2} \right| \leq \frac{3|s| + |\gamma|}{|s|(|s| - |\gamma|/2)^2}.
\]

Hence, combining (5.18) and (5.19), there exists \(A \geq 0\) such that

\[
\left| z \frac{3s - 2z}{s(s - z)^2} \right| \leq \frac{A}{|s|^2}, \quad -\gamma/2 < z < 0, \quad s \geq 1/2 \text{ or } s \leq -\gamma.
\]

The estimates (5.17) and (5.20), together with the integrability condition (2.2) and the integrability assumption in (5.13), show that (5.16) is satisfied.

In a similar way, it can be shown that

\[
\lim_{z \to 0} S(z) = 3b + 3 \int_{\mathbb{R} \setminus \{0\}} \frac{d\sigma(s)}{s^2} \in [0, +\infty].
\]

In fact, this can be seen via dominated convergence on the negative axis (use the estimate (5.19)) and by monotone convergence on the positive axis.

Observe that in the present case it follows from (5.2) that \(M(0-) \in \mathbb{R}\).

There are three situations to consider:

- \(M(0-) > 0\). Then the identities (5.14) and (5.16) imply that \(R'(z) < 0\) on some interval \((-\varepsilon, 0)\), which is therefore contained in \(\mathcal{F}_Q\).
- \(M(0-) < 0\). Similarly, one obtains \(R'(z) > 0\) on some interval \((-\varepsilon, 0)\), which is therefore not contained in \(\mathcal{F}_Q\).
M(0−) = 0. It follows from (5.2) and (5.14) that \( R'(z) = z^2 S(z) \). The identity (5.21) implies that \( \lim_{z \to 0} S(z) \in (0, +\infty) \) (otherwise \( b \) and \( \sigma \) and by (5.2) also \( a \) would vanish, so that \( M(z) \equiv 0 \), contradicting the fact that \( R(z) \in \mathbb{N}_1 \)). Hence, \( R'(z) > 0 \) on some interval \((-\varepsilon, 0)\), which is therefore not contained in \( F_Q \).

Step 2. In order to treat the general case it will now be proved that

\[
\lim_{z \to 0} \frac{R'(z)}{R(z)} = -\infty,
\]

in each of the cases (a), (b), and (c) in Step 1.

Case (a). Recall that \( R'(z) \) is less then zero on some interval \((-\varepsilon, 0)\) with \( \lim_{z \to 0} R'(z) = -\sigma(\{0\}) \) according to (5.3). Since \( R(z) > 0 \) on some interval \((-\varepsilon_1, 0)\) by (5.10) with \( \lim_{z \to 0} R(z) = 0 \) (see (5.1)), it follows that (5.22) holds.

Case (b). Recall that \( T(0−) = +\infty \), so that (5.3) implies that

\[
\lim_{z \to 0} \frac{R'(z)}{z} \to +\infty.
\]

Furthermore

\[
\lim_{z \to 0} \frac{R(z)}{z} = \lim_{z \to 0} zM(z) = 0,
\]

and note that \( zM(z) \uparrow 0 \) for \( z \uparrow 0 \) (see (5.12)). Thus (5.22) follows.

Case (c). It follows from (5.2), (5.14), and (5.16) that

\[
\lim_{z \to 0} \frac{R'(z)}{z} = 2M(0−).
\]

If \( M(0−) \neq 0 \), then

\[
\lim_{z \to 0} \frac{zR'(z)}{R(z)} = \lim_{z \to 0} \frac{R'(z)}{z} \frac{1}{M(z)} = 2,
\]

from which (5.22) follows.

If \( M(0−) = 0 \), then \( M(z) \uparrow 0 \) as \( z \uparrow 0 \), so that

\[
\lim_{z \to 0} \frac{R'(z)}{R(z)} = \lim_{z \to 0} \frac{S(z)}{M(z)} = -\infty,
\]

and, again, (5.22) follows.

Step 3. Consider the function \( Q(z) \) defined by

\[
Q(z) = \frac{z^2 M(z)}{(z - \beta)(z - \beta)} = \frac{R(z)}{D(z)},
\]
where \( R(z) = z^2 M(z) \) as in Step 1 and \( D(z) = (z - \beta)(z - \bar{\beta}) \). Then

\[
Q'(z) = \frac{R'(z)D(z) - R(z)D'(z)}{D(z)^2} = M(z) \frac{z^2}{D(z)} \left( \frac{R'(z)}{R(z)} - \frac{D'(z)}{D(z)} \right).
\]

(5.25) Note that \( D(z) > 0 \) for \( z \in \mathbb{R} \) and \( z \neq \beta, \) and that

\[
\frac{D'(0)}{D(0)} = -\frac{\text{Re} \beta}{|\beta|^2}.
\]

The identity (5.25) and the limit in (5.22) now imply that

\[
Q'(z) < 0, \; z \in (-\varepsilon, 0), \; \text{for some } \varepsilon > 0 \iff 0 < M(0-) \leq \infty,
\]

and

\[
Q'(z) \geq 0, \; z \in (-\varepsilon, 0), \; \text{for some } \varepsilon > 0 \iff M(0-) \leq 0.
\]

This completes the proof of the theorem.

\[\square\]

**Example 5.2.** If \( Q(z) = z^{2+\rho}, \; 0 < \rho < 1 \), then \( Q(z) = z^2 M(z) \) with \( M(z) = z^\rho \in \mathbb{N}_0 \). Hence \( Q(z) \in \mathbb{N}_1 \) and \( z = 0 \) is the GZNT of \( Q(z) \).

With the interpretation of \( z^\rho \) as in the introduction, it follows that \( M(z) \) is holomorphic on \((0, +\infty)\). It is not difficult to see that \( \lim_{z \to 0} M(z) = 0 \). Hence, the conditions of Theorem 5.1 are not satisfied. The path is indicated in Figure 2.

**Example 5.3.** If \( Q(z) = z^2 \log z \), then \( Q(z) = z^2 M(z) \) with \( M(z) = \log z \).

Hence \( Q(z) \in \mathbb{N}_1 \) and \( z = 0 \) is the GZNT of \( Q(z) \). Clearly \( \lim_{z \to 0} \log z = -\infty \), so that by Theorem 5.1, there exists \( \gamma > 0 \) such that \((0, \gamma) \subset \mathcal{F}_Q \). It can be shown that \( \gamma = 1/\sqrt{e} \) is the maximal possible value.

In the special case that \( Q(z) \in \mathbb{N}_1 \) is holomorphic in a neighborhood of the GZNT \( \alpha \in \mathbb{R} \), a combination of Theorem 5.1 and Proposition 2.4 leads to the following description, which agrees with Theorem 4.1.

**Corollary 5.4.** Let \( Q(z) \in \mathbb{N}_1 \) be holomorphic in a neighborhood of the GZNT \( \alpha \in \mathbb{R} \). Then the following cases appear:

1. \( Q'(|\alpha|) < 0 \): There exists \( \varepsilon > 0 \) such that \((\alpha - \varepsilon, \alpha + \varepsilon) \subset \mathcal{F}_Q \).
2. \( Q'(|\alpha|) = 0, Q''(|\alpha|) > 0 \): There exists \( \varepsilon > 0 \) such that \((\alpha - \varepsilon, \alpha) \subset \mathcal{F}_Q \).
3. \( Q'(|\alpha|) = 0, Q''(|\alpha|) < 0 \): There exists \( \varepsilon > 0 \) such that \([\alpha, \alpha + \varepsilon) \subset \mathcal{F}_Q \).

In order to show how this follows from Theorem 5.1 assume for simplicity that \( Q(z) \) is of the form \( Q(z) = (z - \alpha)^2 M(z) \) with \( M(z) \in \mathbb{N}_0 \). Then the condition that \( Q(z) \) is holomorphic around \( \alpha \) implies that \( M(z) \) has an isolated first order pole at \( \alpha \) or that \( M(z) \) is holomorphic around \( \alpha \).
If $M(z)$ has a first order pole at $\alpha$, then
\begin{equation}
(5.26) \quad M(z) = \frac{c}{z - \alpha} + \varphi(z),
\end{equation}
with $c < 0$ and $\varphi(z)$ holomorphic around $\alpha$. Hence, in this case
\[ Q'(\alpha) = c < 0. \]

If $M(z)$ is holomorphic at $\alpha$, then
\[ Q'(\alpha) = 0, \quad Q''(\alpha) = 2M(\alpha), \quad Q'''(\alpha) = 6M'(\alpha). \]

If Case (1) prevails, then $Q'(\alpha) < 0$. Hence the function $M(z)$ must be of the form (5.26). (It also follows from (5.26) and Theorem 5.1 that the assertion in (1) holds).

If Cases (2a), (2b), or (3) prevail, then $Q'(\alpha) = 0$. Hence the function $M(z)$ must be holomorphic at $\alpha$. In particular in Case (2a) $M(\alpha) > 0$ and in Case (2b) $M(\alpha) < 0$, so that assertions follows from Theorem 5.1. Finally, in Case (3) $M(\alpha) = 0$ and the assertion in (3) follows from Theorem 5.1.

**Remark 5.5.** It may be helpful to reconsider some of the concrete simple examples given earlier in terms of Theorem 5.1 and Corollary 2.4.

If $Q(z) = -z$, then $Q'(0) = -1$. Since $Q(z) = z^2M(z)$ with $M(z) = -1/z \in \mathbb{N}_0$, one has $M(0^+) = -\infty, M(0^-) = \infty$.

If $Q(z) = z^2$, then $Q'(0) = 0, Q''(0) = 2$. Since $Q(z) = z^2M(z)$ with $M(z) = 1 \in \mathbb{N}_0$, one has $M(0) = 1$.

If $Q(z) = z^3$, then $Q''(0) = 0$, and $Q'''(0) = 6$. Since $Q(z) = z^2M(z)$ with $M(z) = z \in \mathbb{N}_0$, one has $M(0) = 0$.

If $Q(z)$ is as in Example 4.3, then $Q'(0) = 0, Q''(0) = 2(\delta_2 - \delta_1)$, and $Q'''(0) = 2(\delta_1 + \delta_2)$, and one has $M(0) = \delta_2 - \delta_1$.

6. **The path associated with a special function**

Each of the factors in (2.9) belongs to $\mathbb{N}_1$ and has $\alpha \in \mathbb{C}^+ \cup \mathbb{R} \cup \infty$ as GZNT and $\beta \in \mathbb{C}^+ \cup \mathbb{R} \cup \infty$ as GPNT. In this section the path $\alpha(\tau)$ of the GZNT for this factor will be described. The extreme case with $\beta = \infty$ can be treated as in the introduction (after a shift). The other extreme case with $\alpha = \infty$ can be treated similarly. Therefore it suffices to consider the function $Q(z)$ defined by
\begin{equation}
(6.1) \quad Q(z) = \frac{(z - \alpha)(z - \overline{\alpha})}{(z - \beta)(z - \overline{\beta})}, \quad \alpha, \beta \in \mathbb{C}^+ \cup \mathbb{R}.
\end{equation}

Observe that the equation $\text{Im} Q(z) = 0$ where $z = x + iy$, is equivalent to either the equation
\begin{equation}
(6.2) \quad y = 0,
\end{equation}
or the equation
\[ (6.3) \quad (\text{Re} \alpha - \text{Re} \beta)(x^2 + y^2) + (|\beta|^2 - |\alpha|^2)x + |\alpha|^2 \text{Re} \beta - |\beta|^2 \text{Re} \alpha = 0. \]
If \( \text{Re} \alpha \neq \text{Re} \beta \), then the equation (6.3) is equivalent to
\[ \left( x - \frac{|\beta|^2 - |\alpha|^2}{2 \text{Re} (\beta - \alpha)} \right)^2 + y^2 = \left( \text{Re} \alpha - \frac{|\beta|^2 - |\alpha|^2}{2 \text{Re} (\beta - \alpha)} \right)^2 + (\text{Im} \alpha)^2. \]
This defines a circle \( C \) which can be also described by the condition that it contains \( \alpha \) and \( \beta \) and that its center lies on \( \mathbb{R} \). If \( \text{Re} \alpha = \text{Re} \beta \), then the equation (6.3) is equivalent to
\[ x = \text{Re} \alpha, \]
which defines a vertical line \( C \) through \( x = \text{Re} \alpha \). Note that by Theorem 3.3 and Corollary 3.4:
\[ \mathcal{F}_Q \subset (C \cap \mathbb{C}^+) \cup \mathbb{R} \cup \{\infty\}. \]
It is straightforward to check that the sign of \( Q'(x) \), \( x \in \mathbb{R} \) (with the possible exception of \( \beta \) when \( \beta \in \mathbb{R} \)), is given by the sign of the polynomial
\[ (6.4) \quad (\text{Re} \alpha - \text{Re} \beta)x^2 + (|\beta|^2 - |\alpha|^2)x + |\alpha|^2 \text{Re} \beta - |\beta|^2 \text{Re} \alpha. \]
Denote for \( \text{Re} \alpha \neq \text{Re} \beta \) the intersections of \( C \) with \( \mathbb{R} \) by \( P_l \) and \( P_r \) in such way that \( P_l < P_r \). Denote for \( \text{Re} \alpha = \text{Re} \beta \) the intersection of \( C \) with \( \mathbb{R} \) by \( P \). There are now three cases to consider.

**Case 1.** \( \text{Re} \alpha > \text{Re} \beta \). Then it follows from (6.3) and (6.4) that \( Q'(x) < 0 \) for \( x \in (P_l, P_r) \) and \( Q'(x) > 0 \) for \( x \in \mathbb{R} \setminus (P_l, P_r) \). Hence,
\[ \mathcal{F}_Q = (C \cap \mathbb{C}^+) \cup [P_l, P_r]. \]
The direction of the path is indicated in Figure 8.

**Figure 8.** The path of \( \alpha(\tau) \) for \( \text{Re} \alpha > \text{Re} \beta \).

**Case 2.** \( \text{Re} \alpha < \text{Re} \beta \). Then it follows from (6.3) and (6.4) that \( Q'(x) > 0 \) for \( x \in (P_l, P_r) \) and \( Q'(x) < 0 \) for \( x \in \mathbb{R} \setminus (P_l, P_r) \). Hence,
\[ \mathcal{F}_Q = (C \cap \mathbb{C}^+) \cup (-\infty, P_l] \cup [P_r, \infty). \]
The direction of the path is indicated in Figure 9.
Case 3. $\Re \alpha = \Re \beta$. Then it follows from (6.3) and (6.4) that in the case $\Im \beta < \Im \alpha$

$$Q'(x) < 0, \quad x > P; \quad Q'(x) > 0, \quad x < P,$$

and in the case $\Im \beta > \Im \alpha$

$$Q'(x) > 0, \quad x > P; \quad Q'(x) < 0, \quad x < P.$$

The direction of the path is indicated in each of these cases in Figure 10.

**Remark 6.1.** It follows from the above three cases that the point $\infty$ belongs to $\mathcal{F}_Q$ if and only if $\Re \alpha \leq \Re \beta$. This can be seen directly. It follows from (1.4) that $Q_\tau(z)$ has $\infty$ as GZNT if and only if

$$\lim_{z \to \infty} zQ_\tau(z) \in [0, \infty).$$

In this case $Q_\tau(z) \to 0$ when $z \to \infty$. Since $Q(z) \to 1$ as $z \to \infty$ this can only take place for $\tau = 1$, in which case

$$\lim_{z \to \infty} zQ_\tau(z) = \Re \beta - \Re \alpha,$$

from which the assertion follows.

**Remark 6.2.** The present treatment of the function $Q(z)$ in (6.1) can be seen as an illustration of Theorem 4.1 and Theorem 5.1. For this purpose assume (without loss of generality) that $\alpha \in \mathbb{R}$. When $\Re \beta < \alpha$ the point $P_r$ coincides with $\alpha$ and when $\Re \beta > \alpha$ the point $P_l$ coincides with $\alpha$; if
Re $\beta = \alpha$, then the point $P$ coincides with $\alpha$ (and $\text{Im} \beta > 0$). Hence the path hits $\mathbb{R}$ at $\alpha$ in a perpendicular way (cf. Theorem 4.1). Afterwards it stays on the real line (cf. Theorem 5.1 with $M(z) = 1 \in \mathbb{N}_0$).

### 7. Path entirely on the extended real line

There exist functions $Q(z) \in \mathbb{N}_1$ whose GZNT $\alpha(\tau)$ stays on the (extended) real line. These functions will be classified in this section.

**Example 7.1.** Let $\alpha, \beta \in \mathbb{R}$ and $c \in \mathbb{R}$ such that $c(\alpha - \beta) < 0$ and define the function $Q(z)$ by

\begin{equation}
Q(z) = c \frac{z - \alpha}{z - \beta}, \quad z \neq \beta.
\end{equation}

Then $Q(z)$ belongs to $\mathbb{N}_1$; actually, one has

\begin{equation}
Q(z) = \frac{(z - \alpha)^2}{(z - \beta)^2} M(z), \quad M(z) = c + \frac{c(\alpha - \beta)}{z - \alpha},
\end{equation}

where $M(z)$ belongs to $\mathbb{N}_0$.

It follows from (7.2) that $M(\alpha+) = \infty, M(\alpha-) = -\infty$. Hence, according to Theorem 5.1, there exists $\varepsilon > 0$ such that the intervals $(\alpha - \varepsilon, \alpha)$ and $(\alpha, \alpha + \varepsilon)$ belong to $\mathcal{F}_Q$. However, in this case one can obtain stronger results. Observe that the GZNT $\alpha(\tau)$ of $Q_\tau(z), \tau \in \mathbb{R} \cup \{\infty\}$, is given by

\[\alpha(\tau) = \frac{c\alpha - \tau\beta}{c - \tau}, \quad \tau \in \mathbb{R} \setminus \{c\},\]

and, in the remaining cases, by

\[\alpha(\infty) = \beta, \quad \alpha(c) = \infty.\]

Therefore the path $\mathcal{F}_Q$ covers the extended real line. Moreover, note that for the functions

\begin{equation}
Q(z) = \frac{d}{z - \gamma}, \quad \gamma \in \mathbb{R}, \quad d > 0,
\end{equation}

and

\begin{equation}
Q(z) = \frac{\gamma - z}{d}, \quad \gamma \in \mathbb{R}, \quad d > 0,
\end{equation}

one has $\mathcal{F}_Q = \mathbb{R} \cup \{\infty\}$ as well.

In fact, the functions in (7.1), (7.3), and (7.4) are the only functions in $\mathbb{N}_1$ whose path of the GZNT stays on the (extended) real line. In order to prove this, the following lemma is needed.
Lemma 7.2. Let $\alpha, \beta \in \mathbb{R}$ with $\alpha \neq \beta$. Assume that $U(z)$ and $V(z)$ are nontrivial Nevanlinna functions which satisfy one of the following relations

\begin{align}
U(z) &= -\frac{(z - \alpha)^2}{(z - \beta)^2} V(z), \\
U(z) &= -\frac{1}{(z - \beta)^2} V(z),
\end{align}

or

\begin{equation}
U(z) = -(z - \alpha)^2 V(z).
\end{equation}

Then the functions $U(z)$ and $V(z)$ are of the form

\begin{align}
U(z) &= c \left(1 - \frac{\beta - \alpha}{\beta - z}\right), \quad V(z) = c \left(-1 + \frac{\alpha - \beta}{\alpha - z}\right), \quad c(\beta - \alpha) < 0, \\
U(z) &= \frac{d}{\beta - z} V(z) = d(z - \beta), \quad d > 0, \\
U(z) &= e(z - \alpha), \quad V(z) = \frac{e}{\alpha - z}, \quad e > 0,
\end{align}

respectively. Conversely, all functions of the form (7.8), (7.9), or (7.10) are Nevanlinna functions and they satisfy (7.5), (7.6), and (7.7), respectively.

Proof. Assume that $U(z)$ and $V(z)$ are Nevanlinna functions. Let the integral representations of $U(z)$ and $V(z)$ be of the form (2.1) with spectral measures $\sigma_1, \sigma_0$, and constants $a_1 \in \mathbb{R}, b_1 \geq 0, a_0 \in \mathbb{R}, b_0 \geq 0$, respectively.

Assume that $U(z)$ and $V(z)$ satisfy (7.5). Then the identity (2.3) implies that

\[ b_1 = \lim_{z \to \infty} \frac{U(z)}{z} = -\lim_{z \to \infty} \frac{V(z)}{z} = -b_0. \]

Since both $b_0$ and $b_1$ are nonnegative, it follows that

\begin{equation}
b_0 = b_1 = 0.
\end{equation}

The Stieltjes inversion formula implies that

\[ (s - \beta)^2 d\sigma_1(s) = -(s - \alpha)^2 d\sigma_0(s). \]

It follows that $\text{supp } \sigma_1 \subset \{\beta\}$ and $\text{supp } \sigma_0 \subset \{\alpha\}$. If $\sigma_1 = 0$ then by (7.11) the function $V(z)$ is equal to a real constant, and the identity (7.5) implies that $U(z) = V(z) = 0$. The same conclusion holds if $\sigma_0 = 0$. Therefore, it may be assumed that $U(z)$ and $V(z)$ have representations of the form

\[ U(z) = a_1 + \frac{d_1}{\beta - z}, \quad V(z) = a_0 + \frac{d_0}{\alpha - z}, \]
with \( d_0, \ d_1 > 0 \). The identity (7.5) implies further that \( U(\alpha) = V(\beta) = 0 \), so that

\[
a_1 + \frac{d_1}{\beta - \alpha} = a_0 + \frac{d_0}{\alpha - \beta} = 0.
\]

Thus \( a_1(\beta - \alpha) < 0 \), \( a_0(\beta - \alpha) > 0 \), and

\[
U(z) = a_1 \left( 1 - \frac{\beta - \alpha}{\beta - z} \right), \quad V(z) = a_0 \left( 1 - \frac{\alpha - \beta}{\alpha - z} \right).
\]

This and (7.5) imply that

\[
a_1 = \lim_{z \to \infty} U(z) = - \lim_{z \to \infty} V(z) = -a_0,
\]

and the representations in (7.8) follow with \( c = a_1 \).

Now assume that \( U(z) \) and \( V(z) \) satisfy (7.6). The identity (2.3) implies that

\[
b_1 = \lim_{z \to \infty} \frac{U(z)}{z} = 0.
\]

The Stieltjes inversion formula implies that

\[
(s - \beta)^2 d\sigma_1(s) = -d\sigma_0(s),
\]

which leads to \( \text{supp} \sigma_1 \subset \{\beta\} \) and \( \text{supp} \sigma_0 = \emptyset \). Therefore, it follows that \( U(z) \) and \( V(z) \) have representations of the form

\[
U(z) = a_1 + \frac{d_1}{\beta - z}, \quad V(z) = b_0 z + a_0,
\]

with \( d_1 > 0 \). The identity (7.6) implies that \( V(\beta) = 0 \), so that \( b_0 \beta + a_0 = 0 \). Hence \( V(z) = b_0 (z - \beta) \) and, again by (7.6),

\[
a_1 + \frac{d_1}{\beta - z} = -\frac{b_0}{z - \beta}.
\]

Hence \( a_1 = 0 \) and

\[
U(z) = \frac{d}{\beta - z}, \quad V(z) = -(z - \beta)^2 U(z) = d(z - \beta), \quad d > 0.
\]

The treatment of the case where the functions \( U(z) \) and \( V(z) \) satisfy (7.7) is similar to what has been just shown. It also follows by symmetry from the previous case.

As to the converse statement: it is straightforward to check that the functions in (7.8), (7.9), or (7.10), are Nevanlinna functions which satisfy the identities (7.5), (7.6), or (7.7), respectively. \( \square \)

The case \( \alpha = \beta \) excluded in Lemma 7.2 concerns Nevanlinna functions \( U(z) \) and \( V(z) \) which satisfy \( U(z) = -V(z) \). Of course, this implies that \( U(z) = c \) and \( V(z) = -c \), where \( c \) is a real constant.

**Theorem 7.3.** Let \( Q(z) \in \mathbb{N}_1 \) have the property that the path \( F_Q \) is contained in the extended real line.
(i) If both the GZNT and the GPNT of \( Q(z) \) are finite, then \( Q(z) \) is of the form (7.1) with some \( \alpha, \beta \in \mathbb{R} \) and \( c \in \mathbb{R} \) such that \( c(\alpha - \beta) < 0 \).

(ii) If the GZNT of \( Q(z) \) is at \( \infty \) and the GPNT of \( Q(z) \) is finite, then \( Q(z) \) is of the form (7.3).

(iii) If the GZNT of \( Q(z) \) is finite and the GPNT of \( Q(z) \) is at \( \infty \), then \( Q(z) \) is of the form (7.4).

Proof. (i) The assumption that \( Q_\tau(z) \) has no GZNT in \( \mathbb{C}^+ \) for all \( \tau \in \mathbb{R} \cup \{\infty\} \) implies that Im \( Q(z) \neq 0 \) in \( \mathbb{C}^+ \); cf. Corollary 3.4. Since \( Q(z) \in N_1 \), there is at least one point \( z_0 \in \mathbb{C}^+ \) with Im \( Q(z_0) < 0 \). However, Im \( Q(z) \) is a continuous function on \( \mathbb{C}^+ \), so that Im \( Q(z) < 0 \) on \( \mathbb{C}^+ \). Observe that the functions \( U(z) = -Q(z) \) and \( V(z) = M(z) \) are nontrivial Nevanlinna functions which satisfy (7.5). Therefore, by Lemma 7.2

\[
Q(z) = -U(z) = c \frac{z - \alpha}{z - \beta},
\]

which completes the proof of (i).

(ii) & (iii) The remaining parts of the theorem can be proved in a similar way, using the respective parts of Lemma 7.2. \( \square \)
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