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Abstract

We present and analyze some random procedures for the construction of small dominating sets in graphs. Several upper bounds for the domination number of a graph are derived from these procedures.
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1 Introduction

We consider finite, simple and undirected graphs \(G = (V, E)\) with vertex set \(V\), edge set \(E\), order \(n = |V|\), and size \(m = |E|\). The neighbourhood of a vertex \(u \in V\) in the graph \(G\) is the set \(N_G(u) = \{v \in V \mid uv \in E\}\) and the closed neighbourhood of \(u\) in \(G\) is \(N_G[u] = N_G(u) \cup \{u\}\).

The degree of \(u\) in \(G\) is the number \(d_G(u) = |N_G(u)|\) of its neighbours. For a set \(U \subseteq V\) let \(N_G[U] = \bigcup_{u \in U} N_G[u]\) and \(N_G(U) = N_G[U] \setminus U\).

A set of vertices \(D \subseteq V\) of \(G\) is dominating, if every vertex in \(V \setminus D\) has a neighbour in \(D\). The minimum cardinality of a dominating set is the domination number \(\gamma(G)\) of \(G\). A set of vertices \(I \subseteq V\) of \(G\) is independent, if no two vertices in \(I\) are adjacent. The maximum cardinality of an independent set is the independence number \(\alpha(G)\) of \(G\).

Dominating and independent sets are among the most well-studied graph theoretical objects. The literature on this subject has been surveyed and detailed in the two books by Haynes, Hedetniemi, and Slater [7, 8]. Natural conditions used to obtain upper bounds on the domination number involve the order of the considered graphs and the degrees of their vertices or just their minimum degree. While there are several results for small minimum degrees [9, 10, 12] asymptotically best-possible bounds in terms of the order and the minimum degree can be obtained by very simple probabilistic arguments [1] (cf. also [2, 11]).

In the present paper we analyze random procedures for the construction of dominating sets in more detail. In Section 2 we generalize the argument from Alon and Spencer [1] which works in two rounds to several rounds. As observed in Section 3 several random procedures lead to bounds involving multilinear functions and the partial derivatives of these functions.
can be used to improve the bounds. Finally, in Section 4 we propose a new procedure for the construction of dominating sets which mimics a beautiful probabilistic argument for Caro and Wei’s lower bound on the independence number [4, 13].

2 Constructing a Dominating Set in several Rounds

A very simple probabilistic argument due to Alon and Spencer [1] implies that for every graph $G$ of order $n$ and minimum degree $\delta$ the domination number satisfies

$$\gamma(G) \leq \frac{\ln(\delta + 1) + 1}{\delta + 1} n$$

which is asymptotically best-possible with respect to the dependence on $\delta$. They construct a dominating set in two steps. They first select a set $X$ of vertices containing every vertex of $G$ independently at random with probability $p$ and then they add the set $R$ of vertices of $G$ which are not yet dominated, i.e. $R = V \setminus N_G[X]$. The bound on the domination number is obtained by estimating the expected cardinality of the dominating set $X \cup R$ in terms of $p$ and optimizing over $p \in [0, 1]$.

Here we consider a generalization of this approach which works in several rounds. A first natural idea would be to select a random set of vertices, a second random set of vertices among those vertices which are still not dominated by the first set, a third random set of vertices among those vertices which are still not dominated by the first two sets and so on. The problem with this approach is that the involved probabilities are hard to analyze because of accumulating dependencies. Therefore, we modify this idea as follows. We select $k$ sets of vertices $X_1, \ldots, X_k$ independently at random. Now for every $i = 1, \ldots, k$ the set $Y_i$ will contain the vertices from $X_i$ which are not yet dominated by $X_1 \cup \cdots \cup X_{i-1}$, i.e. $Y_i$ will in fact be similar to the sets described above. To avoid dependencies we add to $Y_i$ a set $Z_i$ ensuring that $(Y_1 \cup Z_1) \cup \cdots (Y_i \cup Z_i)$ dominates all vertices dominated by $X_1 \cup \cdots \cup X_i$. To make the analysis possible we still need to assume that the graph has no cycles of length less than five, i.e. its girth is at least five.

Theorem 1 Let $G = (V, E)$ be a graph of maximum degree $\Delta$ and girth at least five. For some $k \in \mathbb{N}$ let $p_1, \ldots, p_k \in [0, 1]$. If $p_{<1} = 0$ and $p_{<i} = 1 - \prod_{j=1}^{i-1} (1 - p_j)$ for $2 \leq i \leq k$, then

$$\gamma(G) \leq \sum_{v \in V} \left( \sum_{i=1}^{k} p_i \cdot (1 - p_{<i})^{(d_G(v)+1)} + \sum_{i=1}^{k-1} (1 - p_{<i})^{(d_G(v)+1)} \cdot (1 - p_i) \cdot \left( (1 - p_i(1 - p_{<i})(\Delta - 1))^{d_G(v)} - (1 - p_i)^{d_G(v)} \right) + (1 - p_{<k})^{(d_G(v)+1)} \cdot (1 - p_k) \cdot \left( (1 - p_k(1 - p_{<k})(\Delta - 1))^{d_G(v)} \right) \right).$$

Proof: For $1 \leq i \leq k$ let $X_i$ be a subset of $V$ which arises by choosing every vertex of $G$ independently at random with probability $p_i$. Let $Y_1 = X_1$ and $Z_1 = \emptyset$. For $2 \leq i \leq k$ let

$$X_{<i} = \bigcup_{j=1}^{i-1} X_j.$$
\[ Y_i = X_i \setminus N_G [X < i] \]

and

\[ Z_i = N_G [X_i] \setminus N_G [X < i \cup Y_i]. \]

Let

\[ R = V \setminus N_G \left[ \bigcup_{j=1}^{k} X_j \right]. \]

Claim 1 \( N_G [X_1 \cup \cdots \cup X_i] \subseteq N_G [(Y_1 \cup Z_1) \cup \cdots \cup (Y_i \cup Z_i)] \) for \( 1 \leq i \leq k \).

Proof of Claim 1: We prove the claim by induction. For \( i = 1 \) the statement is trivial, since \( X_1 = Y_1 \cup Z_1 \). Now let \( i \geq 2 \). By induction, \( N_G [X < i] \subseteq N_G [(Y_1 \cup Z_1) \cup \cdots \cup (Y_i \cup Z_i)] \) and it suffices to show \( N_G [X_i] \subseteq N_G [(Y_1 \cup Z_1) \cup \cdots \cup (Y_i \cup Z_i)] \). Let \( v \in N_G [X_i] \).

If \( v \in X_i \), then either \( v \in Y_i \) or \( v \in N_G [X < i] \). In both cases we are done. If \( v \in N_G [X < i] \), then either \( v \in N_G [X < i] \) or \( v \in N_G [Y_i] \) or, by definition, \( v \in Z_i \). Again, in all cases we are done and the proof of the claim is complete. \( \square \)

Note that, by the claim and the definition of \( R \), the set

\[ D = R \cup \bigcup_{i=1}^{k} (Y_i \cup Z_i) \]

is a dominating set of \( G \).

The expected cardinality of \( Y_1 \) is \( p_1 n \). Now let \( 2 \leq i \leq k \). Since the sets \( X_1, \ldots, X_{i-1} \) are chosen independently, the set \( X < i \) arises by choosing every vertex of \( G \) independently at random with probability

\[ p_{< i} = 1 - \prod_{j=1}^{i-1} (1 - p_j). \]

Hence

\[ P [v \in Y_i] = p_i \cdot (1 - p_{< i})^{(d_G(v) + 1)} \]

for every vertex \( v \in V \).

Furthermore, a vertex \( v \in V \) is in \( Z_i \) if and only if \( v \notin N_G [X < i] \) and \( v \notin X_i \) and there is some non-empty set \( U \subseteq N_G (v) \) with \( N_G (v) \cap (N_G (X < i) \cap X_i) = U \) and \( N_G (v) \cap (V \setminus X_i) = N_G (v) \setminus U \).

For some specific set \( U \) let

\[ N_G (v) \setminus U = \{ v_1, v_2, \ldots, v_{d_G (v) - l} \} \]

and

\[ U = \{ v_{d_G (v) - l + 1}, v_{d_G (v) - l + 2}, \ldots, v_{d_G (v)} \}. \]

By the independence of the choice of the elements of the sets \( X_j \) and by the girth condition, we obtain - in what follows we indicate the use of the independence by \(^{(i)}\) and the use of
the girth condition by \( \text{“(g)”} \)

\[
\begin{align*}
\mathbf{P} [v \in Z_i] (N_G(v) \cap (N_G(X_{<i}) \cap X_i) = U) \land (N_G(v) \cap (V \setminus X_i) = N_G(v) \setminus U) \\
= \mathbf{P} \left[ (v \notin N_G[X_{<i}]) \land (v \notin X_i) \land \left( \bigwedge_{j=1}^{d_G(v)-l} (v_j \notin X_i) \right) \land \left( \bigwedge_{j=d_G(v)-l+1}^{d_G(v)} (v_j \notin N_G(X_{<i}) \cap X_i) \right) \right] \\
\overset{(i)}{=} (1 - p_{<i})^{d_G(v)+1} \cdot (1 - p_i) \cdot (1 - p_i)^{d_G(v)-l} \\
\cdot \mathbf{P} \left[ \left( \bigwedge_{j=d_G(v)-l+1}^{d_G(v)} (v_j \in N_G(X_{<i}) \cap X_i) \right) \left| v \notin N_G[X_{<i}] \right. \right] \\
\overset{(i)}{=} (1 - p_{<i})^{d_G(v)+1} \cdot (1 - p_i)^{d_G(v)-l+1} \\
\cdot \mathbf{P} \left[ \left( \bigwedge_{j=d_G(v)-l+1}^{d_G(v)} (v_j \in N_G(X_{<i}) \cap X_i) \right) \left| v \notin N_G[X_{<i}] \right. \right] \\
\overset{(i)}{=} (1 - p_{<i})^{d_G(v)+1} \cdot (1 - p_i)^{d_G(v)-l+1} \\
\cdot \prod_{j=d_G(v)-l+1}^{d_G(v)} \mathbf{P} \left[ (v_j \in N_G(X_{<i}) \cap X_i) \left| \left( \bigwedge_{r=d_G(v)-l+1}^{r-1} (v_r \in N_G(X_{<i}) \cap X_i) \right) \land (v \notin N_G[X_{<i}]) \right. \right] \\
\overset{(i)}{=} (1 - p_{<i})^{d_G(v)+1} \cdot (1 - p_i)^{d_G(v)-l+1} \\
\cdot p_i^l \cdot \prod_{j=d_G(v)-l+1}^{d_G(v)} \mathbf{P} \left[ (v_j \in N_G(X_{<i})) \left| \left( \bigwedge_{r=d_G(v)-l+1}^{r-1} (v_r \in N_G(X_{<i})) \right) \land (v \notin N_G[X_{<i}]) \right. \right] \\
\overset{(g)}{=} (1 - p_{<i})^{d_G(v)+1} \cdot (1 - p_i)^{d_G(v)-l+1} \cdot p_i^l \cdot \prod_{j=d_G(v)-l+1}^{d_G(v)} \mathbf{P} \left[ (v_j \in N_G(X_{<i})) \left| v \notin N_G[X_{<i}] \right. \right] \\
\overset{(g)}{=} (1 - p_{<i})^{d_G(v)+1} \cdot (1 - p_i)^{d_G(v)-l+1} \cdot p_i^l \cdot \prod_{j=d_G(v)-l+1}^{d_G(v)} \left( 1 - (1 - p_{<i})^{d_G(v)-j+1} \right). \\
\leq (1 - p_{<i})^{d_G(v)+1} \cdot (1 - p_i)^{d_G(v)-l+1} \cdot p_i^l \cdot \left( 1 - (1 - p_{<i})^{(\Delta-1)} \right)^l.
\end{align*}
\]

This implies that

\[
\mathbf{P} [v \in Z_i] \leq (1 - p_{<i})^{d_G(v)+1} \cdot (1 - p_i) \cdot \sum_{l=1}^{d_G(v)} \left( \frac{d_G(u)}{l} \right) \cdot (1 - p_i)^{d_G(v)-l} \cdot p_i^l \cdot \left( 1 - (1 - p_{<i})^{(\Delta-1)} \right)^l.
\]
for every vertex $v \in V$.

Finally,

$$\mathbf{P}[v \in R] = \prod_{i=1}^{k} (1 - p_i)^{\left(d_G(v) + 1\right)}$$

for every vertex $v \in V$.

By linearity of expectation, we obtain

$$\gamma(G) \leq \mathbf{E}[|D|]$$

$$= \mathbf{E}[|R|] + \sum_{i=1}^{k} (\mathbf{E}[|Y_i|] + \mathbf{E}[|Z_i|])$$

$$\leq \sum_{v \in V} \left( \prod_{i=1}^{k} (1 - p_i)^{\left(d_G(v) + 1\right)} + \sum_{i=1}^{k} p_i \cdot (1 - p_i)\right)^{\left(d_G(v) + 1\right)}$$

$$+ \sum_{i=1}^{k} (1 - p_i)^{\left(d_G(v) + 1\right)} \cdot (1 - p_i) \cdot \left( (1 - p_i(1 - p_{<i})(\Delta - 1))^{d_G(v)} - (1 - p_i)^{d_G(v)} \right)$$

$$= \sum_{v \in V} \left( \sum_{i=1}^{k} p_i \cdot (1 - p_i)^{\left(d_G(v) + 1\right)} \right.$$ 

$$\left.+ \sum_{i=1}^{k-1} (1 - p_i)^{\left(d_G(v) + 1\right)} \cdot (1 - p_i) \cdot \left( (1 - p_i(1 - p_{<i})(\Delta - 1))^{d_G(v)} - (1 - p_i)^{d_G(v)} \right) \right.$$ 

$$\left.+ (1 - p_{<k})^{\left(d_G(v) + 1\right)} \cdot (1 - p_k) \cdot \left( (1 - p_k(1 - p_{<k})(\Delta - 1))^{d_G(v)} \right) \right)$$

and the proof is complete. \(\square\)

Theorem 1 still leaves the task to find good values for the probabilities $p_1, \ldots, p_k$. In order to compare it for instance to the bound (1) of Alon and Spencer, we present some numerical results for $d$-regular graphs and different numbers of rounds. Table 1 gives the numerically optimal value for the bound on $\gamma(G)$ in Theorem 1 for $3 \leq d \leq 10$ and 1, 2, 3 and 11 rounds. For comparison we also list the value of (1).
### Table 1 Numerical results for Theorem 1

<table>
<thead>
<tr>
<th>d</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.596573590280</td>
<td>0.52759606289</td>
<td>0.463984082324</td>
<td>0.45784886608</td>
</tr>
<tr>
<td>4</td>
<td>0.521887582486</td>
<td>0.46507756019</td>
<td>0.409658051271</td>
<td>0.406140108760</td>
</tr>
<tr>
<td>5</td>
<td>0.465293244873</td>
<td>0.41764676900</td>
<td>0.368813804368</td>
<td>0.367569914271</td>
</tr>
<tr>
<td>6</td>
<td>0.42044307008</td>
<td>0.380268545800</td>
<td>0.336674551271</td>
<td>0.336082405638</td>
</tr>
<tr>
<td>7</td>
<td>0.384930192710</td>
<td>0.349877498503</td>
<td>0.310553981492</td>
<td>0.310373717789</td>
</tr>
<tr>
<td>8</td>
<td>0.355247175260</td>
<td>0.324590501572</td>
<td>0.288807271383</td>
<td>0.288735220806</td>
</tr>
<tr>
<td>9</td>
<td>0.330258509299</td>
<td>0.303162685587</td>
<td>0.270353981492</td>
<td>0.270325006421</td>
</tr>
<tr>
<td>10</td>
<td>0.30899570254</td>
<td>0.284733234367</td>
<td>0.254444474670</td>
<td>0.254444474695</td>
</tr>
</tbody>
</table>

For the results using 11 rounds the numerically optimal $p_i$’s are listed in Table 2.

<table>
<thead>
<tr>
<th>Degree of regularity $d$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1580249527083288</td>
<td>0.1796128208332878</td>
<td>0.1762584372015673</td>
<td>0.1361362120038238</td>
</tr>
<tr>
<td>2</td>
<td>0.2675813028920102</td>
<td>0.3447251201572992</td>
<td>0.3694498828858023</td>
<td>0.3725521673790029</td>
</tr>
<tr>
<td>3</td>
<td>0.3772827463357487</td>
<td>0.4553092715827928</td>
<td>0.47802140637511</td>
<td>0.4999988578039397</td>
</tr>
<tr>
<td>4</td>
<td>0.4363454523352921</td>
<td>0.4999999999999994</td>
<td>0.5000000000000000</td>
<td>0.5000000000000000</td>
</tr>
<tr>
<td>5</td>
<td>0.4578931324876705</td>
<td>0.4999999999999994</td>
<td>0.5000000000000000</td>
<td>0.5000000000000000</td>
</tr>
<tr>
<td>6</td>
<td>0.4643706709709977</td>
<td>0.4999995782508249</td>
<td>0.5000000000000000</td>
<td>0.5000000000000000</td>
</tr>
<tr>
<td>7</td>
<td>0.499461526218270</td>
<td>0.4999999999999994</td>
<td>0.5000000000000000</td>
<td>0.5000000000000000</td>
</tr>
<tr>
<td>8</td>
<td>0.4999999999999994</td>
<td>0.5000000000000000</td>
<td>0.5000000000000000</td>
<td>0.5000000000000000</td>
</tr>
<tr>
<td>9</td>
<td>0.4999999999999994</td>
<td>0.5000000000000000</td>
<td>0.5000000000000000</td>
<td>0.5000000000000000</td>
</tr>
<tr>
<td>10</td>
<td>0.4999999999999994</td>
<td>0.5000000000000000</td>
<td>0.5000000000000000</td>
<td>0.5000000000000000</td>
</tr>
</tbody>
</table>

### Table 2 Optimal choices for the $p_i$’s

### 3 Optimizing the Results of Random Procedures

Many random procedures constructing dominating sets essentially yield a bound on the domination number in terms of a multilinear function depending on the involved probabilities. For instance, if we use an individual probability $p_u$ for every vertex $u \in V$ of the graph $G = (V, E)$ in the procedure of Alon and Spencer [1], then the expected cardinality of the resulting dominating set equals $\sum_{u \in V} (p_u + \prod_{v \in N_G[u]} (1 - p_v))$. This is in fact a multilinear function, i.e. fixing all but one variable results in a linear function.

To obtain a compact expression as a bound one often sets all values of $p_u$ equal to some $p$ and solves the arising one-dimensional optimization problem over $p \in [0, 1]$. Here we propose a modification of this approach. Given values for the probabilities $p_u$ the partial derivatives of the multilinear bound indicate changes of the $p_u$ which would decrease the value of the bound. Depending on the partial derivatives we will reset the $p_u$ to 0 or 1. To allow for some further flexibility we use a parameter $b$ in order to decide which values to modify in which way.

Given a multilinear function $f(x_1, \ldots, x_n)$, some $x \in (0, 1)$, and some $b \geq 0$ consider the following algorithm $A_b(x)$.
Algorithm $A_b(x)$

1. For $i$ from 1 to $n$ do: $x_i := x$.
2. For $i$ from 1 to $n$ do: if $f_{x_i}(x_1, \ldots, x_n) > -b$, then $x_i := 0$, else $x_i := 1$.
3. For $i$ from 1 to $n$ do: if $f_{x_i}(x_1, \ldots, x_n) \leq -b$, then $x_i := 1$.
4. Output $(x_1, \ldots, x_n)$.

**Theorem 2** Let $G = (V, E)$ be a graph with vertex set $V = \{v_1, v_2, \ldots, v_n\}$ and minimum degree $\delta$. Let $f(x_1, \ldots, x_n)$ be a multilinear function such that

$$\gamma(G) \leq \min_{(x_1, \ldots, x_n) \in [0,1]^n} f(x_1, \ldots, x_n).$$

Furthermore, for some $b \geq 0$ and every $x \in [0,1]$ let the Algorithm $A_b(x)$ produce a vector $(x_1, x_2, \ldots, x_n)$ with the property that $x_k = 0$ for all $1 \leq k \leq n$ with $v_k \in N_G[v_i] \cup N_G[v_j]$ for some $1 \leq i < j \leq n$ implies $\text{dist}_{G}(v_i, v_j) \geq 3$.

Then

$$\gamma(G) \leq \min_{x \in [0,1]} \left( \frac{\delta}{\delta(1+b)} + b \frac{f(x, \ldots, x) + b(\delta x_1 + 1)}{\delta(1+b) + b^n} \right).$$

Before we proceed to the proof of Theorem 2 we introduce some terminology. Given the situation described in Theorem 2 we will call a vertex $v_i \in V$ critical, if $x_k = 0$ for all $1 \leq k \leq n$ with $v_k \in N_G[v_i]$. The property described in Theorem 2 means that Algorithm $A_b(x)$ produces a vector $(x_1, x_2, \ldots, x_n)$ for which the critical vertices have pairwise distance at least three. If the function $f$ — associated to the graph $G$ — has this property, then we say that $f$ has property $P_b$.

**Proof of Theorem 2:** Let $G$, $b$ and $f$ be as in the statement of Theorem 2.

Since $f$ is multilinear, we have for all $x_1, \ldots, x_n, \delta x_i \in \mathbb{R}$

$$f(x_1, \ldots, x_i-1, x_i + \delta x_i, x_{i+1}, \ldots, x_n) = f(x_1, \ldots, x_i-1, x_i, x_{i+1}, \ldots, x_n) + \frac{\partial}{\partial x_i} f(x_1, \ldots, x_i-1, x_i, x_{i+1}, \ldots, x_n) \cdot \delta x_i.$$  \hspace{1cm} (3)

For some $x \in [0,1]$ let $(x_1, \ldots, x_n)$ denote the output of Algorithm $A_b(x)$. Let

$$M = \{v_i \in V(G)|x_i = 1\}.$$

Note that a vertex $v_i$ is critical exactly if $N_G[v_i] \cap M = \emptyset$.

**Claim 1** $\gamma(G) \leq f(x, \ldots, x) - b|M| + bxn.$

**Proof of Claim 1:** By (2), $\gamma(G) \leq f(x, \ldots, x)$. We consider the Algorithm $A_b(x)$. After Step 1, $(x_1, \ldots, x_n) = (x, \ldots, x)$. If during Step 2 some $x_i = x$ is replaced by 1, then, by (3), the value of $f(x_1, \ldots, x_n)$ decreases at least by $b(1-x)$. Similarly, if during Step 2 some $x_i = x$ is replaced by 0, then, by (3), the value of $f(x_1, \ldots, x_n)$ increases at most by $bx$. Furthermore, if during Step 3 some $x_i = 0$ is replaced by 1, then $x_i = x$ was replaced by 0 in Step 2 and
summing the effect of the changes in $x_i$ made by Step 2 and Step 3, $f(x_1, \ldots, x_n)$ decreases at least by $b(1-x)$ in total. Altogether,

$$f(x_1, \ldots, x_n) \leq f(x, \ldots, x) - b(1-x)|M| + bx(n - |M|) = f(x, \ldots, x) - b|M| + bx.$$

which completes the proof of the claim. $\square$

Let $k$ be the number of critical vertices and let $D$ be obtained by adding all critical vertices to $M$. Clearly, $D$ is a dominating set of $G$, $\gamma(G) \leq |D| = |M| + k$, and, by Claim 1,

$$\gamma(G) = \left(\frac{1}{1+b} + \frac{b}{1+b}\right) \gamma(G) \leq \frac{1}{1+b} \left(f - b|\overline{M}| + bxn\right) + \frac{b}{1+b} |D|$$

$$= \frac{1}{1+b} \left(f - b(|D| - k) + bxn\right) + \frac{b}{1+b} |D|$$

$$= \frac{1}{1+b} f + \frac{b}{1+b} (k + xn). \quad (4)$$

Since $f$ has property $\mathcal{P}_b$,

$$\gamma(G) \leq |D| = |V \setminus N_G(M)| \leq n - \delta k. \quad (5)$$

Since $\frac{\delta(1+b)}{\delta(1+b)+b} + \frac{b}{\delta(1+b)+b} = 1$, a convex combination of (4) and (5) yields

$$\gamma(G) \leq \frac{\delta(1+b)}{\delta(1+b)+b} \left(\frac{1}{1+b} f(x, \ldots, x) + \frac{b}{1+b} (k + xn)\right) + \frac{b}{\delta(1+b)+b} (n - \delta k)$$

$$= \frac{\delta}{\delta(1+b)+b} f(x, \ldots, x) + \frac{b(\delta x + 1)}{\delta(1+b)+b} n. \quad (6)$$

Since $x$ was arbitrary in $[0,1]$, the theorem follows. $\square$

We will now show an application of Theorem 2. Our next lemma gives an upper bound on the domination number in terms of a multilinear function as required for Theorem 2 (similar bounds are contained in [5]). Additionally we have to verify property $\mathcal{P}_b$ for some $b$.

**Proposition 3** If $G = (V, E)$ is a graph with vertex set $V = \{v_1, \ldots, v_n\}$, then

$$\gamma(G) = \min_{(x_1, \ldots, x_n) \in [0,1]^n} f(x_1, \ldots, x_n) \quad (6)$$

where

$$f(x_1, \ldots, x_n) = \sum_{i=1}^{n} \left(x_i + \prod_{v_j \in N_{G}[v_i]} (1 - x_j) - \frac{1}{1+d_G(v_i)} \prod_{v_j \in N_{G}[v_i]} x_j\right). \quad (7)$$

Furthermore, the function $f$ in (7) has property $\mathcal{P}_1$. 


Proof: Let \((x_1, \ldots, x_n) \in [0,1]^n\) and let \(X \subseteq V\) be a set of vertices containing every vertex \(v_i\) independently at random with probability \(x_i\). Let

\[ X' = \{ v \in V \mid N_G[v] \subseteq X \} \]

and let \(I\) be a maximum independent set in the subgraph \(G[X']\) of \(G\) induced by \(X'\). If

\[ Y = \{ v \in V \mid N_G[v] \cap X = \emptyset \}, \]

then \((X \setminus I) \cup Y\) is a dominating set of \(G\) and hence \(\gamma(G) \leq \mathbb{E}[|X|] + \mathbb{E}[|Y|] - \mathbb{E}[|I|]\). Clearly,

\[ \mathbb{E}[|X|] = \sum_{i=1}^{n} x_i \text{ and } \mathbb{E}[|Y|] = \sum_{i=1}^{n} \prod_{v_j \in N_G[v_i]} (1 - x_j). \]

By the Caro-Wei inequality [4, 13],

\[ \mathbb{E}[|I|] \geq \sum_{v \in V'} \frac{1}{1 + d_{G[X]}(v)} \geq \sum_{v \in V} \frac{1}{1 + d_G(v)} P[v \in X'] = \sum_{v \in V} \frac{1}{1 + d_G(v)} \prod_{v_j \in N_G[v_i]} x_j. \]

This implies that \(\gamma(G)\) is at most the expression given on the right hand side of (6). For the converse, let \(D\) be a minimum dominating set. Note that for every vertex \(v_i \in V\) we have \(N_G[v_i] \cap D \neq \emptyset\), since \(D\) is dominating and \(N_G[v_i] \cap D \neq N_G[v_i]\), since \(D\) is minimum. Therefore, setting \(x_i^* = 1\) for all \(v_i \in D\) and \(x_i^* = 0\) for all \(v_i \in V \setminus D\) yields

\[ \gamma(G) = \sum_{i=1}^{n} \left( x_i^* + \prod_{v_j \in N_G[v_i]} (1 - x_j^*) - \frac{1}{1 + d_G(v_i)} \prod_{v_j \in N_G[v_i]} x_j^* \right) \]

\[ = \sum_{i=1}^{n} (x_i^* + 0 + 0) = |D| = \gamma(G) \]

and the proof of (6) is complete.

Now we proceed to the proof that \(f\) has property \(P_1\). Therefore, let \(x \in [0,1]\), let \((x_1, \ldots, x_n)\) be the output of Algorithm \(A_1(x)\) and let \(v_i\) and \(v_j\) be two critical vertices. For contradiction, we assume that \(N_G[v_i] \cap N_G[v_j] \neq \emptyset\). Note that after the execution of Step 2 the values \(x_i\) for all \(v_i \in N_G[v_i] \cup N_G[v_j]\) are 0 and remain 0 throughout the execution of Step 3. For \(1 \leq k \leq n\) we have

\[ \frac{\partial}{\partial x_k} f(x_1, \ldots, x_n) \]

\[ = 1 - \sum_{v_i \in N_G[v_k]} \left( \prod_{v_m \in N_G[v_i] \setminus \{v_k\}} (1 - v_m) + \frac{1}{1 + d_G(v_i)} \prod_{v_m \in N_G[v_i] \setminus \{v_k\}} x_m \right). \]

If \(v_j \in N_G[v_i]\), then during the execution of Step 3

\[ \frac{\partial}{\partial x_i} f(x_1, \ldots, x_n) \leq 1 - \prod_{v_m \in N_G[v_i] \setminus \{v_i\}} (1 - x_m) - \prod_{v_m \in N_G[v_j] \setminus \{v_i\}} (1 - x_m) = -1 \]

and if \(v_k \in N_G(v_i) \cap N_G(v_j)\), then during the execution of Step 3

\[ \frac{\partial}{\partial x_k} f(x_1, \ldots, x_n) \leq 1 - \prod_{v_m \in N_G[v_i] \setminus \{v_k\}} (1 - x_m) - \prod_{v_m \in N_G[v_j] \setminus \{v_k\}} (1 - x_m) = -1. \]
In both cases, we obtain the contradiction that either \(x_i\) or \(x_k\) would be set to 1 by Step 3 and the proof is complete. □

Theorem 2 and Proposition 3 immediately imply the following result for \(b = 1\).

**Corollary 4** If \(G = (V, E)\) is a graph of order \(n\) and minimum degree \(\delta\), then

\[
\gamma(G) \leq \frac{1}{2\delta + 1} \left( (2\delta x + 1)n + \delta \sum_{v \in V} \left( (1 - x)^{d_G(v)+1} - \frac{1}{1 + d_G(v)} x^{d_G(v)+1} \right) \right)
\]

for every \(x \in [0, 1]\).

For \(\delta \geq 3\) we can derive the following bound.

**Corollary 5** Let \(G\) be a graph of order \(n\) and minimum degree \(\delta \geq 3\). The equation \((\delta + 1)(1 - x)\delta + x\delta = 2\) has a unique solution \(x_0 \in [0, \frac{2}{3}]\) for which

\[
\gamma(G) \leq \frac{1}{2\delta + 1} \left( (2\delta x_0 + 1) + \delta \left( (1 - x_0)^{\delta+1} - \frac{1}{1 + \delta} x_0^{\delta+1} \right) \right).
\]

**Proof:** We will first show that the contribution of every vertex to the bound in Corollary 4 decreases monotonously with its degree provided that \(x\) is within a certain range.

**Claim 1** If \(d \geq \delta \geq 3\) and \(x \in \left[ \frac{1}{3\delta}, \frac{1}{3} \right]\), then

\[
(1 - x)^{d+1} - \frac{1}{1 + d} x^{d+1} \leq (1 - x)^{\delta+1} - \frac{1}{1 + \delta} x^{\delta+1}.
\]

**Proof of Claim 1:** We prove the inequality \((1 - x)^{d+1} - \frac{1}{1 + d} x^{d+1} \leq (1 - x)^{\delta+1} - \frac{1}{1 + \delta} x^{\delta+1}\) for \(d \geq \delta + 1 \geq 4\) and \(x \in \left[ \frac{1}{3\delta}, \frac{1}{3} \right]\). Because of \((1 - x)^{d+1} = (1 - x)^{\delta+1} - x(1 - x)^{\delta}\) this inequality is equivalent to \(\frac{1}{d} - \frac{x}{1 + d} \leq x(\frac{1 - x)^{\delta}}{1 + \delta}\). Since \(x \leq \frac{1}{3}\), we have \(\frac{1 - x)^{\delta}}{1 + \delta} \geq 2^d\) and it is sufficient to show that \(\frac{1}{d} - x \geq \frac{1}{3}\) for \(d \geq \delta + 1 \geq 4\). Since \(x \geq \frac{1}{\delta^2} \geq \frac{1}{\frac{1}{3}^2} \geq \frac{1}{2^2}\), the last condition holds and the proof is complete. □

By Claim 1, for \(x \in \left[ \frac{1}{3\delta}, \frac{1}{3} \right]\) Corollary 4 implies

\[
\gamma(G) \leq \frac{1}{2\delta + 1} \left( (2\delta x + 1) + \delta \left( (1 - x)^{\delta+1} - \frac{1}{1 + \delta} x^{\delta+1} \right) \right)
\]

and we consider the problem of minimizing this term with respect to \(x \in \left[ \frac{1}{\delta^2}, \frac{1}{3} \right]\).

Therefore, let

\[
h(x) = (\delta + 1)(1 - x)^{\delta} + x^{\delta}.
\]

Note that

\[
\frac{\partial}{\partial x} \left( (2\delta x + 1) + \delta \left( (1 - x)^{\delta+1} - \frac{1}{1 + \delta} x^{\delta+1} \right) \right) = \delta(2 - h(x))
\]

**Claim 2** The function \(h(x)\) is strictly decreasing for \(x \in \left[ 0, \frac{1}{2} \right]\), \(h \left( \frac{1}{\delta^2} \right) \geq 2\) and \(h \left( \frac{1}{3} \right) \leq 2\).
Proof of Claim 2: Since \( \frac{d}{dx} h(x) < 0 \) is equivalent to \( \left( \frac{x}{1-x} \right)^{\delta-1} < \delta + 1 \) and \( \frac{x}{1-x} < 1 \) for \( x \leq \frac{1}{3} \), the function \( h(x) \) is strictly decreasing for \( x \in [0, \frac{1}{3}] \).

Clearly, \( h \left( \frac{1}{\delta^3} \right) \geq 2 \) if and only if \( (\delta + 1) (1 - \frac{1}{\delta^3})^\delta + \left( \frac{1}{\delta^3} \right)^\delta \geq 2 \). This can easily be checked for \( 3 \leq \delta \leq 5 \). For the remaining values of \( \delta \) it is sufficient to show that \( (1 - \frac{1}{\delta})^\delta \geq \frac{2}{\delta + 1} \).

Since \( (1 - \frac{1}{\delta})^\delta \geq \frac{8}{27} \) for \( \delta \geq 3 \) this last inequality is true for \( \delta \geq 6 \).

For \( \delta = 3 \) one easily checks that \( h \left( \frac{1}{\delta^3} \right) \leq 2 \) and for \( \delta \geq 4 \), we have
\[
h \left( \frac{1}{\delta^3} \right) = (\delta + 1) \left( \frac{2}{3} \right)^\delta + \left( \frac{1}{\delta^3} \right)^\delta \leq 2
\]
which completes the proof of the claim. \( \square \)

By Claim 2, there is a unique \( x \in [0, \frac{1}{2}] \) with \( h(x) = 2 \) which lies in \( [\frac{1}{\delta^3}, \frac{1}{2}] \) and the proof is complete. \( \square \)

The following table contains some numerical results concerning the bound in Corollary 5 and the point \( x_0 \).

<table>
<thead>
<tr>
<th>( \delta )</th>
<th>bound</th>
<th>( x_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.4895676537</td>
<td>0.2074827860</td>
</tr>
<tr>
<td>4</td>
<td>0.434421097</td>
<td>0.2049045685</td>
</tr>
<tr>
<td>5</td>
<td>0.3918579884</td>
<td>0.1972824290</td>
</tr>
<tr>
<td>6</td>
<td>0.3578840276</td>
<td>0.1884404884</td>
</tr>
<tr>
<td>7</td>
<td>0.3300593960</td>
<td>0.1796649981</td>
</tr>
<tr>
<td>8</td>
<td>0.3067865527</td>
<td>0.1713933478</td>
</tr>
<tr>
<td>9</td>
<td>0.2869859624</td>
<td>0.1637489730</td>
</tr>
<tr>
<td>10</td>
<td>0.2699010113</td>
<td>0.1567356685</td>
</tr>
</tbody>
</table>

Table 3 Numerical results for Corollary 5

4 Working along a Random Permutation

The following very simple probabilistic argument yields a proof of the well-known lower bound for the independence number of a graph due to Caro [4] and Wei [13]. Let \( G = (V, E) \) be a graph. For a random linear ordering \( v_1, \ldots, v_n \) of its vertices let
\[
I = \{ v_i \mid N_G(v_i) \cap \{ v_1, \ldots, v_{i-1} \} = \emptyset \}.
\]

Let \( v_i \in V \). Since every vertex \( v_j \in N_G[v_i] \) appears with equal probability as the first vertex among the \( 1 + d_G(v_i) \) vertices in \( N_G[v_i] \) within the linear ordering, we have \( \mathbb{P}[v_i \in I] = \frac{1}{1 + d_G(v_i)} \)
and hence, by linearity of expectation,
\[
\alpha(G) \geq \sum_{v \in V} \frac{1}{1 + d_G(v)}.
\]

Our aim is to mimic this approach in order to construct dominating sets. A first attempt to do so would be to start with an empty set \( D \) and then — following some random linear ordering — to add the vertices of a graph \( G \) one by one to \( D \) exactly if they have no neighbour in \( D \). As
in Section 2 the analysis of this approach is difficult, because of accumulating dependencies. We modify the described procedure in such a way that every vertex which still might be useful for dominating a neighbour following later in the linear ordering belongs to the constructed dominating set at least with some small probability. While the mentioned dependencies are still there, this modifications allows an analysis leading to an upper bound.

**Theorem 6** If \( G = (V, E) \) is a graph of order \( n \) and

\[
\rho = \frac{1}{n} \sum_{v \in V} \frac{1}{1 + d_G(v)},
\]

then

\[
\gamma(G) \leq \begin{cases} 
  p^* n + \frac{1 - p^*(p^*)^2}{p^*} \sum_{v \in V} \frac{1}{1 + d_G(v)}, & \text{for } p^* = \sqrt{\frac{\rho}{1 - \rho}}, \text{ and } \rho \leq \frac{1}{3} \\
  p^{**} n + \frac{1 - p^{**}(p^{**})^2}{p^{**}} \sum_{v \in V} \frac{1}{1 + d_G(v)}, & \text{for } p^{**} = \sqrt{\rho}, \text{ and } \rho \leq \frac{1}{4}.
\end{cases}
\]

**Proof:** Let \( v_1, \ldots, v_n \) be a random linear ordering of the vertices of \( G \). For \( 1 \leq i \leq n \) let \( N_i^- = N_G(v_i) \cap \{v_1, \ldots, v_{i-1}\} \) be the set of neighbour of \( v_i \) preceeding \( v_i \) within this ordering. For some \( p \in [0, \frac{1}{2}] \) we consider the following algorithm

**Algorithm** \( B_p \)

1. \( D := \emptyset \).
2. For \( i \) from 1 to \( n \) do:
   - If \( N_i^- \cap D = \emptyset \), then \( D := D \cup \{v_i\} \),
   - If \( N_i^- \cap D \neq \emptyset \) and \( |N_i^-| < d_G(v_i) \), then \( D := D \cup \{v_i\} \) with probability \( p \).
3. Output \( D \).

Clearly, \( D \) is a dominating set. Note that for every \( 0 \leq k \leq d_G(v_i) \) we have

\[
P \left[ |N_i^-| = k \right] = \binom{d_G(v_i)}{k} \frac{k!(d_G(v_i) - k)!}{(1 + d_G(v_i))!} = \frac{1}{1 + d_G(v_i)}. \tag{8}
\]

Furthermore, since every vertex \( v_j \) for which \( N_j^- \) does not contain all its neighbour belongs to \( D \) with probability at least \( p \), we have

\[
P \left[ N_i^- \cap D = \emptyset \mid |N_i^-| = k \right] \leq (1 - p)^k. \tag{9}
\]
Therefore, we obtain

\[
P[v_i \in D] = \sum_{k=0}^{d_G(v_i)} P[|N_i^-| = k] \cdot P[N_i^- \cap D = \emptyset \mid |N_i^-| = k] \\
+ \sum_{k=0}^{d_G(v_i)-1} P[|N_i^-| = k] \cdot P[N_i^- \cap D \neq \emptyset \mid |N_i^-| = k] \cdot p
\]

\[
= \sum_{k=0}^{d_G(v_i)} P[|N_i^-| = k] \cdot P[N_i^- \cap D = \emptyset \mid |N_i^-| = k] \\
+ \sum_{k=0}^{d_G(v_i)-1} P[|N_i^-| = k] \cdot (1 - P[N_i^- \cap D = \emptyset \mid |N_i^-| = k]) \cdot p
\]

\[
= P[|N_i^-| = d_G(v_i)] \cdot P[N_i^- \cap D = \emptyset \mid |N_i^-| = d_G(v_i)] \\
+ \sum_{k=0}^{d_G(v_i)-1} P[|N_i^-| = k] \cdot (p + (1-p) \cdot P[N_i^- \cap D = \emptyset \mid |N_i^-| = k])
\]

\[
= \frac{1}{1 + d_G(v_i)} \cdot P[N_i^- \cap D = \emptyset \mid |N_i^-| = d_G(v_i)] \\
+ \sum_{k=0}^{d_G(v_i)-1} \frac{1}{1 + d_G(v_i)} \cdot (p + (1-p) \cdot (1-p)^k)
\]

\[
= \frac{1}{1 + d_G(v_i)} \cdot \left( pd_G(v_i) + \sum_{k=0}^{d_G(v_i)-1} \frac{1}{p} \cdot (1-p) \cdot (1-p)^k \right)
\]

\[
= \frac{1}{1 + d_G(v_i)} \cdot \left( pd_G(v_i) + \frac{2p - 1}{p} \cdot (1-p)^{d_G(v_i)} + \frac{1-p}{p} \right)
\]

\[
\leq p + \frac{1-p-p^2}{p(1+d_G(v_i))}.
\]

By linearity of expectation,

\[
\gamma(G) \leq p n + \frac{1-p-p^2}{p} \sum_{v \in V} \frac{1}{1 + d_G(v)} \leq \frac{p}{n} \sum_{v \in V} \frac{1}{1 + d_G(v)}.
\]

Let \( \rho = \frac{1}{n} \sum_{v \in V} \frac{1}{1 + d_G(v)} \). For the bound in (10) the optimal value for \( p \) equals \( \sqrt{\frac{p}{1-p}} \) which is at most \( \frac{3}{4} \) for \( \rho \leq \frac{1}{5} \). Similarly, for the bound in (11) the optimal value for \( p \) equals \( \sqrt{\rho} \) which is at most \( \frac{1}{2} \) for \( \rho \leq \frac{1}{4} \). This completes the proof. \( \square \)
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