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Preface

Dear Participants,

Confronted with the ever-increasing complexity of technical processes and the growing demands on their efficiency, security and flexibility, the scientific world needs to establish new methods of engineering design and new methods of systems operation. The factors likely to affect the design of the smart systems of the future will doubtless include the following:

- As computational costs decrease, it will be possible to apply more complex algorithms, even in real time. These algorithms will take into account system nonlinearities or provide online optimisation of the system’s performance.

- New fields of application will be addressed. Interest is now being expressed, beyond that in “classical” technical systems and processes, in environmental systems or medical and bioengineering applications.

- The boundaries between software and hardware design are being eroded. New design methods will include co-design of software and hardware and even of sensor and actuator components.

- Automation will not only replace human operators but will assist, support and supervise humans so that their work is safe and even more effective.

- Networked systems or swarms will be crucial, requiring improvement of the communication within them and study of how their behaviour can be made globally consistent.

- The issues of security and safety, not only during the operation of systems but also in the course of their design, will continue to increase in importance.

The title “Computer Science meets Automation”, borne by the 52nd International Scientific Colloquium (IWK) at the Technische Universität Ilmenau, Germany, expresses the desire of scientists and engineers to rise to these challenges, cooperating closely on innovative methods in the two disciplines of computer science and automation.

The IWK has a long tradition going back as far as 1953. In the years before 1989, a major function of the colloquium was to bring together scientists from both sides of the Iron Curtain. Naturally, bonds were also deepened between the countries from the East. Today, the objective of the colloquium is still to bring researchers together. They come from the eastern and western member states of the European Union, and, indeed, from all over the world. All who wish to share their ideas on the points where “Computer Science meets Automation” are addressed by this colloquium at the Technische Universität Ilmenau.

All the University’s Faculties have joined forces to ensure that nothing is left out. Control engineering, information science, cybernetics, communication technology and systems engineering – for all of these and their applications (ranging from biological systems to heavy engineering), the issues are being covered.

Together with all the organizers I should like to thank you for your contributions to the conference, ensuring, as they do, a most interesting colloquium programme of an interdisciplinary nature.

I am looking forward to an inspiring colloquium. It promises to be a fine platform for you to present your research, to address new concepts and to meet colleagues in Ilmenau.

Professor Peter Scharff
Rector, TU Ilmenau

Professor Christoph Ament
Head of Organisation
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A Hybrid Kalman Filter Based Algorithm for Real-time Visual Obstacle Detection

1 Introduction and Related Work

Obstacle detection and collision avoidance must be considered important capabilities of mobile robots. Vision-based approaches provide a large field of view and supply a large amount of information about the structure of the local surroundings. In this paper we present a sparse feature-based “shape-from-motion” approach for mobile robots which is applicable for collision avoidance, online map building and scene reconstruction in real-time. Our method processes a sequence of images which are taken by a single camera mounted on a mobile robot. In contrast to similar monocular shape-from-motion algorithms we combine two different approaches: A traditional motion stereo approach and a Kalman filter based algorithm for scene reconstruction. We show that the disadvantages of the traditional stereo approach are compensated by the Kalman filter and vice versa. Our special method of initializing the Kalman filter leads to a faster convergence compared to other plain Kalman based approaches. Moreover, we present a feature matching algorithm which is faster and more reliable than the widely-used KLT-Tracker in the domain of scene reconstruction. These image features are extracted using the “FAST” high-speed corner detector [8].

As we intend to use the reconstructed scene for obstacle detection and collision avoidance our camera is mounted in front of the mobile robot and tilted towards the ground. This results in two major problems we have to deal with:

1. **The camera is moving along its optical axis.** In a sensitivity analysis Matthies and Kanade [7] proved that when using forward motion shape-from-motion leads to higher uncertainties in the depth estimates. Compared to the ideal lateral camera translation parallel to the image plane - which is used in standard binocular approaches - the estimation must be applied over a long base distance in order to achieve the same accuracy.

2. **Many objects are visible during a few frames of the captured image sequence only,** while the robot is approaching these obstacles. Hence, most image features cannot be tracked over a large number of frames and the scene reconstruction algorithm must be able to provide a reliable estimate by using a few image measurements only.

To overcome the first problem Matthies et al. [7] suggest scene reconstruction using Kalman filters, since they can integrate the depth and scene information over a long base distance. Consequently, many shape-from-motion solutions that have been researched and published in recent years are based on Kalman filtering [10, 5, 1, 7]. Since Kalman filter based methods...
solve the reconstruction problem in an iterative manner the speed of convergence depends on the choice of the initial estimate which is used for the initialization of the Kalman filter. If unfavourable initial estimates are used, Kalman filter based approaches tend to suffer from a low speed of convergence, i.e. several iterations must be processed to get a reliable estimation of the obstacle positions. Unfortunately, as stated above, most image features cannot be tracked over many frames and it is not possible to compute enough iterations.

To prevent this problem our hybrid algorithm combines two completely different approaches for scene reconstruction: A Kalman filter based method for scene reconstruction and a “classical” correlation-based depth estimation approach.

The depth estimation algorithm is used to compute a reliable initial estimate for the Kalman filter, which then will refine the estimate and recover the three-dimensional model. We show that this novel kind of initialization leads to a significantly better convergence of the filter.

2 Scene-Reconstruction

Since depth estimation and scene reconstruction using Kalman filtering are common techniques in computer vision they will not be described in detail here. Further information can be found in [3, 10, 5, 1, 9].

The figure on the left illustrates the complete architecture of our algorithm. Our motion stereo approach is inspired by the publication of Bunschoten and Kröse [3], where a multi-baseline depth estimation algorithm for panoramic image data is presented. Based on their work we have developed a similar correlation-based algorithm for projective cameras. To obtain the image data we work with a single projective camera mounted on our mobile robot to capture not only a sequence of images - each taken from a different pose (i.e. position and orientation) during the robot’s locomotion - but also the corresponding odometry data measured by the robot drive. Hence, for each image of the sequence the approximate position of the camera is known, including uncertainty in odometry measurements from systematic and non-systematic errors.

To correct these errors we use correspondences our feature tracker has found over the frames of the image sequence to estimate the pose of the camera. Since the translation vector of the camera movement can only be computed up to a scale, we are content with estimating the angle of roll and the pitch of the camera, since inaccuracies in the orientation of the camera cause the largest error in the scene reconstruction. Starting with values provided from the robots odometry both angles are varied using Gauss-Newton iteration in order to minimize the Sampson error, which is defined by the used image point correspondences and
the fundamental matrix.

The estimated depth is then used to compute the approximate 3D position of the feature in the real scene. This position is used as a reliable initial estimate for the Kalman filtering, which then will refine the estimate and recover the three-dimensional model. In contrast to \([5, 1]\) where one single Kalman filter with a large state vector is used to recover the 3D-positions of all features (model points), we use a separate filter for each feature point. According to \([10]\) this leads to a linear space and time complexity in terms of the number of features while the loss in accuracy is small. Similar to \([10]\) we choose the 3D position of the feature point as state vector \(X_\in\mathbb{R}^3\) which is to be estimated. Using this estimated 3D position of each scene point an a-priori estimate of its image position can be computed by projecting it onto the image surface of the camera. The observed measurement is the position of the real image point in the current image which is provided by a feature tracker, that tracks each image point over consecutive frames. With each new frame the tracked features will pass through this Kalman filter cycle and their 3D positions will be estimated more precisely in each iteration.

3 Feature Tracking

In order to track the image features over several frames, we apply a feature matching algorithm. First we select the image features independently in each frame using the FAST corner detector \([8]\). Similar to the IPAN feature tracker \([4]\) corresponding features are matched in subsequent frames then. While the IPAN tracker solves a pure motion correspondence problem by using three consecutive frames and solely kinematic constraints, we only use two frames. To eliminate the resulting ambiguities we additionally take the image similarity into account.

Let \(I_{t-1}\) and \(I_t\) be two consecutive frames of the image sequence. In order to find the correspondences \(x_{i_{t-1}}^{(i)} \leftrightarrow x_{i_t}^{(j)}\) between the previously selected image features of both frames, possible hypotheses of matching points are chosen first. Each hypothesis \(h = (x_{i_{t-1}}^{(i)}, x_{i_t}^{(j)})\) consists of a pair of two potentially matching points \(x_{i_{t-1}}^{(i)}\) and \(x_{i_t}^{(j)}\) of the frames \(I_{t-1}\) and \(I_t\).

To reduce the number of hypotheses we use a maximum speed constraint, i.e. we only choose pairs of image points that satisfy \(\|x_{i_{t-1}}^{(i)} - x_{i_t}^{(j)}\|_2 \leq r_{max}\), where \(r_{max}\) defines the maximum speed, at which a point can cross the frame within the image sequence.

For each hypothesis \((x_{i_{t-1}}^{(i)}, x_{i_t}^{(j)})\) we compute a cost function which is defined by the following weighted sum: 

\[
\text{cost}(x_{i_{t-1}}^{(i)}, x_{i_t}^{(j)}) = w_1c_1 + w_2c_2 + w_3c_3,
\]

where \(c_1 = \|x_{i_t}^{(i)} - \hat{x}_{i_t}^{(j)}\|_2^2\) is the squared euclidean distance between the image point \(x_{i_t}^{(j)}\) and the predicted feature position \(\hat{x}_{i_t}^{(j)}\) of the feature which was estimated so far and the corresponding camera projection matrix \(P_t\), which is computed from the corrected odometry data of the robot. Since we perform an initial depth estimation as described in the previous section, an estimate of the 3D position is already
available for newly selected features. For features that have been tracked over several frames more accurate estimations of the 3D positions were computed by the Kalman filters and their location in the current frame can be predicted more precisely.

Additionally, corresponding image points must satisfy the epipolar constraint, hence an image point \( x^{(j)}_t \) that corresponds to \( x^{(i)}_{t-1} \) is located on or near the epipolar line that is induced by \( x^{(i)}_{t-1} \). The distance of the image point \( x^{(j)}_t \) from that epipolar line can be computed as follows: 

\[
c_2 = \frac{\|x^{(j)\top}_t F x^{(i)}_{t-1}\|}{\sqrt{(F x^{(i)}_{t-1})^2 + (F x^{(i)}_{t-1})^2}}
\]

where \( F \) is the corresponding fundamental matrix which again is computed using the robot’s odometry. Alternatively, the Sampson distance [6] could be used which is, however, computationally more complex.

As stated above we also use a similarity constraint to eliminate ambiguous matchings. For each pair of potentially matching points \( x^{(i)}_{t-1} \) and \( x^{(j)}_t \) we compute the similarity of their neighborhood patterns. Again we use the SAD as measure of correlation:

\[
c_3 = \text{SAD}_W(x^{(i)}_{t-1}, x^{(j)}_t)
\]

The weights of the above cost function must be chosen empirically. We use \( w_1 = 1 \), \( w_2 = 3 \) and \( w_3 = 20 \). From all hypotheses those with minimal matching costs are chosen by a greedy algorithm. Hypotheses whose costs are larger than a certain threshold are rejected. An appropriate threshold depends on the image data. Finally, all chosen hypotheses represent the corresponding image points.

### 4 Results

In order to make a quantitative analysis and to be able to compare our hybrid approach with others we have rendered a sequence of a synthetic scene consisting of 250 frames and their corresponding ground truth depth images using the raytracer POV-Ray\(^1\). The ground truth depth images are used to measure the tracking error and the error of the reconstructed 3D model. We use realistic textures and add some gaussian image noise. To simulate odometry errors and the sway of the camera we add gaussian noise to the camera position and orientation while rendering the images.

The figure on the left shows a top view of the synthetic scene where the camera trajectory is plotted and its position at certain frames is marked. In figure 1 and 2 the guided feature matching algorithm we have proposed in this paper and Birchfield’s implementation of the KLT feature tracker [2] are compared. Because of the guided matching, our greedy feature linking algorithm has a smaller tracking error. Although the tracking error of the KLT tracker can also be reduced if guided tracking is used and the tracker is provided with the predicted feature locations as described in the previous section, the runtime of the KLT

\(^1\text{http://www.povray.org/}\)
tracker remains a problem for realtime applications. Using the proposed feature matching algorithm we were able to reduce the runtime that is needed for feature tracking dramatically as shown in the second diagram of figure 2. Using 200 features per image the hybrid scene reconstruction and the feature linking can be computed in just 20 ms per frame. Hence we can process up to 50 frames per second.

Figure 1: Mean tracking error for each frame of the synthetic image sequence. Due to the large optical flow while the camera is rotating and approaching near obstacles the tracking error of the KLT tracker becomes larger while with guided matching it remains small.

Figure 2: left: Mean tracking error averaged over all frames of the synthetic sequence for different feature counts. middle: Runtime that is needed for feature selection and feature tracking depending on the number of features that are selected in each frame. The time was measured on a Pentium 4 with 3.4 GHz. right: comparison of different methods for initializing the Kalman filters.

In the right diagram of figure 2 it can easily be seen that the hybrid algorithm presented in this paper converges faster than plain Kalman filter based aproaches which use simple heuristics for choosing the initial estimates. Less iterations and therefore less images are necessary to obtain a reliable scene reconstruction.

The above figure shows a map which was created while the robot was moving through a real indoor environment. The estimated positions of the features are visualized using red and orange dots. The estimated z-coordinate is used only to determine if a point belongs to an obstacle or if it lies on the floor, i.e. if the z-coordinate of a point is less than a certain threshold of 0.1 m it is regarded as belonging to the ground plane and not included in the map. The gray map in the background was built using a laser range finder and is used as reference. The accuracy of the map which was built using our approach is similar to the laser-built reference map. Moreover, our visual method is able to detect some obstacles which are not “visible” to the laser because they are too small and lie beneath the laser.
range finder. Those obstacles were labeled manually and are highlighted by the red color. Additionally, the corresponding camera images are shown for two of these obstacles. It can easily be seen that one part of the left obstacle is not included in the laser map, since it is too small and located below the laser plane. This would have led to a collision if solely laser based navigation had been used. Using our hybrid approach for visual obstacle detection instead, this obstacle can be detected very well.
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