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## Time-varying linear systems and invariants of system equivalence

## ACHIM ILCHMANN $\dagger$

In the paper we consider time-varying systems with coefficients depending meromorphically on time. In differential operator representations these systems are described by matrices over a skew polynomial ring with coefficients in the field of real meromorphic functions. Different kinds of indices (controllability, minimal, geometric and dynamical) are introduced and it is proved that they essentially coincide. The input module and the formal transfer matrix are defined and used for an algebraic description of time-varying systems. A characterization of system equivalence is given in these terms and also a complete list of invariants of similarity for time-varying state-space systems.

## 1. Introduction

In the present paper we consider time-varying analytic state-space systems of the form

$$
\left.\begin{array}{l}
\dot{x}=A x+B u  \tag{1.1}\\
y=C x+E(D)(u)
\end{array}\right\}
$$

where the matrices $A, B$ and $C$ are time-varying with entries in
and

$$
\begin{align*}
& \mathscr{A}:=\{f: \mathbb{R} \rightarrow \mathbb{R} \mid f \text { is real analytic }\} \\
& E(D)=\sum_{i=0}^{k} E_{i} D^{i} \quad E_{i} \text { defined over } \mathscr{A} \\
& D: \mathscr{A} \rightarrow \mathscr{A}, f \mapsto D(f)=f \tag{1.2}
\end{align*}
$$

denotes the usual differential operator.
The associated system matrix of (1.1) is of the form

$$
\mathbb{P}=\left[\begin{array}{cc}
D I_{n}-A & -B  \tag{1.3}\\
C & E(D)
\end{array}\right] \in \mathscr{A}[D]^{(n+p) \times(n+m)}
$$

with

$$
\mathscr{A}[D]:=\left\{\sum_{i=0}^{k} f_{i} D^{i} \mid f_{i} \in \mathscr{A}, \quad 0 \leqslant i \leqslant k, \quad k \in \mathbb{N}\right\}
$$

More generally we will study system matrices defined over

$$
\mathscr{M}[D]:=\left\{\sum_{i=0}^{k} f_{i} D^{i} \mid f_{i} \in \mathscr{M}, \quad 0 \leqslant i \leqslant k, \quad k \in \mathbb{N}\right\}
$$
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where

$$
\mathscr{M}:=\{f: \mathbb{R} \rightarrow \overline{\mathbb{R}} \mid f \text { real meromorphic }\}
$$

and $D: \mathscr{M} \rightarrow \mathscr{M}, f \mapsto D(f)=f$ is the extension of (1.2) to all of $\mathscr{M} . \mathscr{M}[D]$ is an $\mathbb{R}$-vector space. If we identify any $f \in \mathscr{M}$ with the element $g \mapsto f(g):=f g$ of $\operatorname{end}_{\mathbb{R}}(\mathscr{M})$ and define $(D f)(g)=D(f g)$ then

$$
\begin{equation*}
(D f)(g)=f \dot{g}+f g=(f D+f)(g) \quad \text { for } f, g \in \mathscr{M} \tag{1.4}
\end{equation*}
$$

Therefore $\mathscr{M}[D]$ can be considered as an $\mathbb{R}$-subalgebra of end ${ }_{\mathbb{R}}(\mathscr{M})$. From an algebraic point of view, $\mathscr{M}[D]$ is a skew polynomial ring in $D$ with coefficients in $\mathscr{M}$ and the multiplication rule

$$
\begin{equation*}
D f=f D+\hat{f} \text { for } f \in \mathscr{M} \tag{1.5}
\end{equation*}
$$

As opposed to time-invariant systems, where the system matrix is defined over the commutative rings $\mathbb{R}[D]$, resp. $\mathbb{C}[D]$, we consider system matrices over the noncommutative ring $\mathscr{M}[D]$ in this paper. Basic results of the theory of skew polynomial rings are given, for example, by Cohn (1971).

It has already been shown in Ilchmann et al. (1984) that the skew polynomial ring $\mathscr{M}[D]$ yields an appropriate framework for an algebraic study of time-varying systems. Different frameworks have been suggested by Kamen (1976) and Ylinen (1980). Kamen (1976) considers input-output equations of the form

$$
\begin{equation*}
A(z)=B(u) \tag{1.6}
\end{equation*}
$$

where $A$ and $B$ are matrices over a skew polynomial ring $J[p], p$ is a derivative operator and $J$ a left noetherian ring. The Noether condition appears to be somewhat restrictive. The set of real analytic functions is not noetherian. Ylinen (1980) considers equations of the form (1.6) where $A$ and $B$ are defined over a skew polynomial ring with coefficients in any subring of $\mathscr{C}^{\infty}$ (i.e. the space of infinitely differentiable complex-valued functions on an open real interval) which does not contain zero-divisors.

In the present paper it is important to distinguish between two considerations of the elements

$$
P(D)=\sum_{i=0}^{k} P_{i} D^{i} \in \mathscr{M}[D]^{r \times n}
$$

Let $z \in\left(\mathscr{C}^{\infty}\right)^{n}$. Then

$$
P(D) z=\sum_{i=0}^{k} P_{i} D^{i_{z} \in \mathscr{M}[D]^{r}}
$$

is obtained by formal multiplication in $\mathscr{M}[D]$, while

$$
P(D)(z)=\sum_{i=0}^{k} P_{i} z^{(i)} \in \mathscr{M}^{r}
$$

denotes the action of the differential operator $P(D)$ on $z$.
In § 2 we give some basic results for time-varying systems described by higherorder differential equations of the form

$$
\left.\begin{array}{rl}
P(D)(z) & =Q(D)(u)  \tag{1.7}\\
y & =V(D)(z)+W(D)(u)
\end{array}\right\}
$$

where the matrices $P, Q, V$ and $W$ are defined over $\mathscr{M}[D]$ (cf. Ilchmann et al. (1984)). These equations extend the differential operator representation as introduced by Rosenbrock (1970) to linear time-varying systems.

In § 3 we generalize Rosenbrock's (1970), resp. Kalman's (1971), definition of controllability indices to state-space systems with real analytic coefficients. It is shown that a system of the form (1.1) is controllable if and only if its sum of controllability indices coincides with the dimension of the system.

In $\S 4 \mathscr{M}[D]$-right submodules of $\mathscr{M}[D]^{r}$ are analysed and minimal bases of these modules are characterized. This is an extension of Forney's main theorem (1975, p. 495). Minimal indices of a module are defined. Analogously to the timeinvariant case (see Münzner and Prätzel-Wolters (1979)), the set of transformation matrices which transform a minimal basis of a module to another minimal basis is characterized.

In § 5 the mathematical theory of modules over the non-commutative ring $\mathscr{M}[D]$ as developed in § 4 is used for systems-theoretical questions. It is shown that for a system of the form (1.7) the right $\mathscr{M}[D]$-input module

$$
\mu(P(D), Q(D))=\left\{u \in \mathscr{M}[D]^{m} \mid \exists z \in \mathscr{M}[D]^{n}: P(D) z=Q(D) u\right\}
$$

is invariant under system equivalence. For analytic state-space systems, we provide a proof that the set of controllability indices and the set of minimal indices of $\mu\left(D I_{n}-A, B\right)$ coincide. From knowledge of the controllability matrix of a controllable system of the form (1.1) a minimal basis of $\mu\left(D I_{n}-A, B\right)$ is constructed.

Brunovsky (1970) derives a complete set of invariants for the action of the full feedback group on time-varying state-space systems. These 'geometric indices' are, in general, time-varying. For analytic state-space systems they are constant on $\mathbb{R} \backslash N$, where $N$ is a discrete set. In $\S 6$ it is proved that, on $\mathbb{R} \backslash N$, the set of geometric indices coincide with the set of controllability indices and with the set of the minimal indices of the input module of a given analytic state-space system.

In § 7 we introduce a left skew polynomial field $\mathscr{M}(D)$ of $\mathscr{M}[D]$. This enables us to define a formal transfer matrix $V P^{-1} Q+W$ over $\mathscr{M}(D)$ for systems of the form (1.7). It is invariant under system equivalence. In contrast to time-invariant systems, no interpretation is possible via the Laplace transform. The formal transfer matrices form an $\mathbb{R}$-algebra. In Ilchmann et al. (1984, Definition 7.2) an input-output map for systems of the form (1.7) is defined. We prove that for two systems, the formal transfer matrices coincide if and only if the input-output maps coincide.

In § 8 it is shown that the module

$$
\begin{equation*}
\left\{u \in \mathscr{M}[D]^{m} \mid\left(V P^{-1} Q+W\right) u \in \mathscr{M}[D]^{p}\right\} \tag{1.8}
\end{equation*}
$$

of an observable system of the form (1.7) coincides with the input module of the system. This is an extension of Forney's (1975) results. The dynamical indices are defined as the minimal indices of the module (1.8).

In $\S 9$ we provide a proof that two systems of the form (1.7) are system-equivalent if and only if their input modules and their formal transfer matrices coincide. Furthermore, as an extension of Popov (1972), we specify a complete set of similarity invariants for controllable analytic state-space systems.

## 2. Preliminaries

In the present paper we consider time-varying finite-dimensional linear systems in the differential operator representations

$$
\left.\begin{array}{rl}
P(D)(z) & =Q(D)(u)  \tag{2.1}\\
y & =V(D)(z)+W(D)(u)
\end{array}\right\}
$$

with $P(D) \in \mathscr{M}[D]^{r \times r}, Q(D) \in \mathscr{M}[D]^{r \times m}, V(D) \in \mathscr{M}[D]^{p \times m}$ and $W(D) \in \mathscr{M}[D]^{p \times m}$

$$
u \in \mathscr{U}^{m}:=\left\{u \in\left(\mathscr{C}^{\infty}\right)^{m} \mid \operatorname{supp} u \text { bounded to the left }\right\}
$$

$z \in\left(\mathscr{C}^{\infty}\right)^{r}$ and $y \in\left(\mathscr{C}^{\infty}\right)^{p}$.
Following Ilchmann et al. (1984) we suppose:
(A1) $\quad \operatorname{im} Q(D) \subseteq \operatorname{im} P(D)$
i.e. for every input $u$ there exists a solution $z$ with $P(D)(z)=Q(D)(u)$
(A2) $P(D)$ is full w.r.t. $\mathscr{A}$
i.e. $P(D)$ is non-singular and if $z$ is real analytic on a non-void open interval $I$ of $\mathbb{R}$ and $\left.P(D)(z)\right|_{I}=0$, then $z$ can be analytically continued to all of $\mathbb{R}$ and $P(D)(z)=0$.

The matrix

$$
\mathbb{P}=\left[\begin{array}{cc}
P & -Q \\
V & W
\end{array}\right] \in \mathscr{M}[D]^{(r+p) \times(r+m)}
$$

is called the system matrix corresponding to equation (2.1) and assumptions (A 1) and (A 2).

For simplicity's sake, we often write $P$ instead of $P(D)$.
The class of systems of the form (2.1) includes (cf. Ilchmann et al. 1984):
(i) time-invariant systems in differential operator representation as introduced by Rosenbrock (1970);
(ii) system matrices with $P \in \mathscr{A}[D]^{r \times r}$ non-singular and in normed upper triangular form as dealt with in Ylinen (1980); and
(iii) analytic state-space systems, i.e. systems of the form (1.1).

The system $\dot{x}=A x+B u$ is identified with the pair $(A, B) \in \mathscr{A}^{n \times(n+m)}$. For systems

$$
\mathbb{P}_{i}=\left[\begin{array}{cc}
P_{i} & -Q_{i} \\
V_{i} & W_{i}
\end{array}\right] \in \mathscr{M}[D]^{\left(r_{i}+p\right) \times\left(r_{i}+m\right)}, \quad i=1,2
$$

the concept of system equivalence is introduced (see Ilchmann et al. (1984), Proposition 5.3) as follows:
$\mathbb{P}_{1}$ is system-equivalent to $\mathbb{P}_{2}$, written $\mathbb{P}_{1} \stackrel{\text { se }}{\sim} \mathbb{P}_{2}$, iff there exist matrices $T, T_{1}, X, Y$ over $\mathscr{M}[D]$ of compatible dimension with

$$
\left[\begin{array}{cc}
T & 0  \tag{2.2}\\
X & I_{p}
\end{array}\right] \mathbb{P}_{1}=\mathbb{P}_{2}\left[\begin{array}{cc}
T_{1} & Y \\
0 & I_{m}
\end{array}\right]
$$

and $T, P_{2}$, resp. $P_{1}, T_{1}$, are left, resp. right, coprime.
For a given system

$$
\mathbb{P}=\left[\begin{array}{cc}
P & -Q \\
V & W
\end{array}\right] \in \mathscr{M}[D]^{(n+p) \times(n+m)}
$$

the solution space

$$
\begin{equation*}
M(P, Q):=\left\{(z, u)^{\mathrm{T}} \in\left(\mathscr{C}^{\infty}\right)^{n} \times \mathscr{U}^{m} \mid P(z)=Q(u)\right\} \tag{2.3}
\end{equation*}
$$

(where, in order to simplify the notation we use $(z, u)^{\mathrm{T}}$ instead of $\left(z^{\mathrm{T}}, u^{\mathrm{T}}\right)^{\mathrm{T}}$ ) can be decomposed into the direct sum of the $\mathbb{R}$-vector space of forced motions $\mid$ starting from zero

$$
\begin{equation*}
M_{+}(P, Q):=\left\{\left(z_{u}, u\right)^{\mathbf{T}} \in M(P, Q) \cap\left(\mathscr{U}^{n} \times \mathscr{U}^{m}\right)\right. \tag{2.4}
\end{equation*}
$$

and the $\mathbb{R}$-vector space of free motions

$$
\begin{equation*}
\text { ker } P \times\{0\}:=\left\{\left(z^{\prime}, 0\right)^{\mathrm{T}} \in M(P, Q)\right\} \tag{2.5}
\end{equation*}
$$

The assumption that $P$ is full is essential for the decomposition. In contrast to the time-invariant case where $M(P, Q)$ is an $\mathbb{R}[D]$-module, for time-varying systems of the form (2.1) $M(P, Q)$ is in general only an $\mathbb{R}$-vector space and not an $\mathbb{R}[D]$ - or $\mathscr{M}[D]$-module.

## 3. Controllability indices

In this section we introduce controllability indices and characterize controllability for time-varying state-space systems, whose coefficients depend analytically on time.

For $(A, B) \in \mathscr{A}^{n \times(n+m)}$ and $l \in \mathbb{N}$ we define

$$
\begin{equation*}
K^{l}(A, B):=\left[\left(D I_{n}-A\right)^{0}(B), \ldots,\left(D I_{n}-A\right)^{l}(B)\right] \tag{3.1}
\end{equation*}
$$

where

$$
\left(D I_{n}-A\right)^{0}:=I_{n} \quad \text { and } \quad\left(D I_{n}-A\right)^{i}:=\underbrace{\left(D I_{n}-A\right) \ldots\left(D I_{n}-A\right)}_{i \text {-imes }}
$$

If the transition matrix of $\dot{x}=A x$ is denoted by $\phi\left(t, t_{0}\right)$, or briefy by $\phi$, the matrix

$$
\begin{equation*}
K(A, B):=K^{n-1}(A, B)=\phi\left[\phi^{-1} B,\left(\phi^{-1} B\right), \ldots,\left(\phi^{-1} B\right)^{(n-1)}\right] \tag{3.2}
\end{equation*}
$$

is said to be the controllability matrix of $(A, B)$ (see Silverman and Meadows (1967)).
Definition 3.1
Let $R$ be a ring and $\mathrm{GL}_{n}(R):=\left\{A \in R^{n \times n} \mid \exists A^{-1} \in R^{n \times n}: A A^{-1}=I_{n}\right\}$.
Two systems

$$
\mathbb{P}=\left[\begin{array}{cc}
D I_{n}-A & -B \\
C & E(D)
\end{array}\right], \quad \mathbb{P}^{\prime}=\left[\begin{array}{cc}
D I_{n}-A^{\prime} & -B^{\prime} \\
C^{\prime} & E^{\prime}(D)
\end{array}\right] \in \mathscr{A}[D]^{(n+p) \times(n+m)}
$$

are called (analytically) similar (via $T$ ), written $\mathbb{P} \stackrel{\mathfrak{s}}{\sim} \mathbb{P}^{\prime}$, if there exists a $T \in \mathrm{GL}_{n}(\mathscr{A})$ such that

$$
A T-T A^{\prime}=\dot{T}, \quad B^{\prime}=T B, \quad C^{\prime}=C T^{-1}, \quad E(D)=E^{\prime}(D)
$$

These equations are equivalent to

$$
\left[\begin{array}{cc}
T & 0 \\
0 & I_{p}
\end{array}\right]\left[\begin{array}{cc}
D I_{n}-A & -B \\
C & E(D)
\end{array}\right]=\left[\begin{array}{cc}
D I_{n}-A^{\prime} & -B^{\prime} \\
C^{\prime} & E^{\prime}(D)
\end{array}\right]\left[\begin{array}{cc}
T & 0 \\
0 & I_{m}
\end{array}\right]
$$

Lemma 3.1
If $\mathbb{P}$ and $\mathbb{P}^{\prime}$ as given in Definition 3.1 are similar via $T$ it follows that

$$
\left(D I_{n}-A^{\prime}\right)^{i}\left(B^{\prime}\right)=T\left(D I_{n}-A\right)^{i}(B) \quad \text { for every } i \in \mathbb{N}
$$

## Proof

For $i=0$ the equality holds by Definition 3.1. If the assertion is valid for $i>0$ then

$$
\begin{aligned}
\left(D I_{n}-A^{\prime}\right)^{i+1}\left(B^{\prime}\right) & =\left(D I_{n}-A^{\prime}\right)\left[T\left(D I_{n}-A\right)^{i}(B)\right] \\
& =\left[T\left(D I_{n}-A\right)\right]\left[\left(D I_{n}-A\right)^{i}(B)\right]
\end{aligned}
$$

As a consequence, for the controllability matrices of similar systems, $(A, B)$, $\left(A^{\prime}, B^{\prime}\right) \in \mathscr{A}^{n \times(n+m)}$ we have

$$
\begin{equation*}
T \cdot K(A, B)=K\left(A^{\prime}, B^{\prime}\right) \tag{3.3}
\end{equation*}
$$

Applying Rosenbrock's deleting procedure (see Rosenbrock (1970), p. 90) to $K(A, B)$ for a given $(A, B) \in \mathscr{A}^{n \times(n+m)}$ we get

$$
\begin{equation*}
H:=\left[b_{1}, \phi\left(\phi^{-1} b_{1}\right), \ldots,\left(\phi^{-1} b_{1}\right)^{\left(k_{1}-1\right)}, b_{2}, \ldots,\left(\phi^{-1} b_{m}\right)^{\left(k_{m}-1\right)}\right] \in \mathscr{A}^{n \times n^{\prime}} \tag{3.4}
\end{equation*}
$$

with $n^{\prime} \leqslant n$ where $b_{1}, \ldots, b_{m}$ denote the columns of $B$. If $k_{i}=0$ the corresponding column in $H$ is omitted.

Note, if $\phi\left(\phi^{-1} b_{i}\right)^{(j)}$ is linearly dependent on its predecessors then $\phi\left(\phi^{-1} b_{i}\right)^{(j+1)}$ is too. This is not valid, in general, if one constructs a matrix $H(t)$ for fixed $t \in \mathbb{R}$ and considers linear dependency over $\mathbb{R}$. Consider in Example 3.1, $K(A, B)$ at $t=0$ and $t=1$. Thus there is no chance to define time-varying $k_{i}$ pointwise by the same deleting process.

The numbers $k_{1}, \ldots, k_{m}$ are called the controllability indices of $(A, B)$ and because of (3.3) they are invariant under similarity.

The following example will also be used later to illustrate new definitions.

## Example 3.1

Let

$$
(A, B):=\left(0_{3 \times 3},\left[\begin{array}{ccc}
\exp t & -\exp t & 0 \\
t-1 & 1 & t \\
0 & t & t
\end{array}\right]\right)
$$

It is easily computed that

$$
K(A, B)=\left[\begin{array}{ccc:ccc:ccc}
\exp t & -\exp t & 0 & \exp t & -\exp t & 0 & \exp t & -\exp t & 0 \\
t-1 & 1 & t & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & t & t & 0 & 1 & 1 & 0 & 0 & 0
\end{array}\right]
$$

and

$$
H=\left[b_{1}, \dot{b}_{1}, b_{2}\right]=\left[\begin{array}{ccc}
\exp t & \exp t & -\exp t \\
t-1 & 1 & 1 \\
0 & 0 & t
\end{array}\right]
$$

Therefore $\left(k_{1}, k_{2}, k_{3}\right)=(2,1,0)$.

Definition 3.2
A system

$$
\left[\begin{array}{cc}
D I_{n}-A & -B \\
C & E(D)
\end{array}\right] \in \mathscr{A}[D]^{(n+p) \times(n+m)}
$$

is called controllable if for any $\left(x_{0}, t_{0}\right) \in \mathbb{R}^{n} \times \mathbb{R}$ there exists a $t_{1} \geqslant t_{0}$ and a $u \in \mathscr{U}^{m}$ with supp $u \subseteq\left[t_{0}, t_{1}\right]$ such that

$$
\phi\left(t_{1}, t_{0}\right) x_{0}+\int_{t_{0}}^{t_{1}} \phi(t, s) B(s) u(s) d s=0
$$

where $\phi\left(\cdot, t_{0}\right)$ denotes the transition matrix of $(A, B)$.
Other authors (for example, Kalman (1962)) only require that the control functions are piecewise continuous. But for analytic state-space systems it is not restrictive to require that $u \in \mathscr{U}^{m}$. Moreover, controllability and total controllability (i.e. controllability in every open non-void subinterval of $\mathbb{R}$ ) coincide for these systems (see Silverman and Meadows (1967) and Ilchmann et al. (1984, Appendix)).

Proposition 3.1
Given

$$
\mathbb{P}=\left[\begin{array}{cc}
D I_{n}-A & -B \\
C & E(D)
\end{array}\right] \in \mathscr{A}[D]^{(n+p) \times(n+m)}
$$

with controllability indices $k_{1}, \ldots, k_{m}$,

$$
l:=\mathrm{rk} B=\sum_{i: k_{i}>0} 1
$$

then the following are equivalent:
(i) $\mathbb{P}$ is controllable
(ii) $\mathrm{rk} K(A, B)=n$
(iii) $\operatorname{rk} K^{n-l}(A, B)=n$
(iv) $\sum_{i=1}^{m} k_{i}=n$

Proof
As mentioned above, it is not restrictive if $u \in \mathscr{U}^{m}$, and therefore '(i) $\Leftrightarrow$ (ii)' can be proved using Silverman and Meadows (1967, p. 69). '(ii) $\Leftrightarrow$ (iv)' and '(iii) $\Leftrightarrow$ (ii)' are immediate. It remains to prove '(ii) $\Rightarrow$ (iii)': without restriction of generality assume $k_{1} \geqslant 1, \ldots, k_{l} \geqslant 1, k_{l+1}=\ldots=k_{m}=0$. The assumption that there exists $i \geqslant 1$ such that $k_{i}>n-l+1$ leads to the contradiction

$$
n=\sum_{i=1}^{l} k_{i}>l-1+n-l+1=n
$$

Therefore $k_{i} \leqslant n-l+1$ for $i=1, \ldots, m$ and (iii) is proved.

## 4. Minimal bases of $\mathscr{M}[D]$-right modules

In this section we analyse submodules of the free $\mathscr{M}[D]$-right module ${ }_{,} \mathscr{M}[D]^{r}$ and characterize their minimal bases.

If $m$ is a right- (left-) $\mathscr{M}[D]$-module, its rank is the cardinality of any maxımal right- (left-) linearly independent (over $\mathscr{M}[D]$ ) subset of element of $m$ (see Cohn (1971, p. 28)). Since $\mathscr{M}[D]$ is a right and left euclidean domain (see Ore 1933) it follows for the free $\mathscr{M}[D]$-right module $\mathscr{M}[D]^{r}$ that each of its submodules is also free and of rank at most $r$ (see Cohn (1971, p. 46)).

For a matrix $P \in \mathscr{M}[D]^{r \times k}$ the column (row) rank is defined as the rank of the right (left) $\mathscr{M}[D]$-submodule of $\mathscr{M}[D]^{r}\left(\mathscr{M}[D]^{1 \times k}\right)$ spanned by the columns (rows) of P. Both ranks coincide (see Cohn (1971, p. 195)).

For $v:=\left(v^{1}, \ldots, v^{r}\right)^{\mathrm{T}} \in \mathscr{M}[D]^{r}$ let

$$
\operatorname{deg} v:=\max \left\{\operatorname{deg} v^{i}, \quad i=1, \ldots, r\right\}
$$

where $\operatorname{deg} v^{i}$ denotes the usual degree of $v^{i} \in \mathscr{M}[D]$.
For $V=\left[v_{1}, \ldots, v_{k}\right] \in \mathscr{M}[D]^{r \times k}$ let $\lambda_{i}:=\operatorname{deg} v_{i}$ be the ith index of $V(1 \leqslant i \leqslant k)$ and ord $V:=\sum_{i=1}^{k} \lambda_{i}$ the order of $V$.

Let $m$ be a right- $\mathscr{M}[D]$ submodule of $\mathscr{M}[D]^{r}$, written $m \subset \mathscr{M}[D]^{r}$. If $m$ is of rank $k$ then $V \in \mathscr{M}[D]^{r \times k}$ is called a minimal basis of $m$ if $m=V \cdot \mathscr{M}[D]^{k}$, i.e. $V$ is a basis of $m$, and $V$ has the least order among all bases for $m$.

Let $v_{i}=\sum_{j=0}^{\lambda_{i}} D^{j} v_{i j}$ for $i=1, \ldots, k$. Then the leading (column) coefficient matrix of $V$ is defined as

$$
[V]_{l}:=\left[v_{1, \lambda_{1}}, \ldots, v_{k, \lambda_{k}}\right]
$$

Note that this matrix does not depend on the side on which the coefficients of the column polynomials $v_{i}$ are written.

The following proposition characterizes a minimal basis of a $\mathscr{M}[D]$-submodule of $\mathscr{M}[D]^{r}$. This is a generalization of Forney's main theorem (1975, p. 495), see also Münzner and Prätzel-Wolters (1979, p. 293).

## Proposition 4.1

Let $m=V \cdot \mathscr{M}[D]^{k}$ with $V=\left[v_{1}, \ldots, v_{k}\right] \in \mathscr{M}[D]^{r \times k}$ and $\lambda_{1}, \ldots, \lambda_{k}$ denote the indices of $V$. Then the following are equivalent:
(i) $V$ is a minimal basis of $m$
(ii) $\mathrm{rk}[V]_{l}=k$
(iii) For any $x=\left(x_{1}, \ldots, x_{k}\right)^{\mathbf{T}} \in \mathscr{M}[D]^{k} \backslash\{0\}$

$$
\operatorname{deg} V x=\max \left\{\operatorname{deg} x_{i}+\lambda_{i} \mid x_{i} \neq 0\right\}
$$

(iv) For $d \in \mathbb{N}, d \geqslant \mathbb{Q}$ the $\mathscr{M}$-vector space

$$
m_{d}:=\{v \in m \mid \operatorname{deg} v \leqslant d\}
$$

has dimension $\operatorname{dim}_{\mathcal{M}} m_{d}=\sum_{i: \lambda_{i} \leq d}\left(d+1-\lambda_{i}\right)$
Proof
(i) $\Rightarrow$ (ii): Let $\left(m_{1}, \ldots, m_{k}\right)^{\mathrm{T}} \in \mathscr{M}^{k} \backslash\{0\}$ such that $\sum_{i=1}^{k}\left[v_{i}\right]_{t} m_{i}=0$ and $\lambda_{p}$ be the
maximal index of $V$ with $m_{p} \neq 0$. Then

$$
\begin{aligned}
v^{\prime}:= & \sum_{i=0}^{k} v_{i} D^{\left(\lambda_{p}-\lambda_{i}\right)} m_{i}=\sum_{i=\phi 1}^{k}\left(\sum_{j=0}^{\lambda_{i}-1} D^{j} v_{i j}+D^{\lambda^{i}} v_{i, \lambda_{i}}\right) D^{\left(\lambda_{p}-\lambda_{i}\right)} m_{i} \\
= & \sum_{i=\alpha \alpha_{j}}^{k} \sum_{j=0}^{\lambda_{i}-1} D^{j} v_{i j} D^{\left(\lambda_{p}-\lambda_{i}\right)} m_{i}+\sum_{i=\theta 1}^{k} D^{\lambda_{i}}\left(D^{\left(\lambda_{p}-\lambda_{i}\right)} v_{i, \lambda_{i}}+w_{i}\right) m_{i} \\
& \text { with } w_{i} \text { such that deg } w_{i}<\lambda_{p}-\lambda_{i} \\
= & w+D^{\lambda_{p}} \sum_{i=\otimes 1}^{k} v_{i, \lambda_{i}} m_{i} \\
& \text { with } w \text { such that deg } w<\lambda_{p} \\
= & w
\end{aligned}
$$

Since

$$
v_{p}=\left(v^{\prime}-\sum_{i=Q, i \neq p}^{k} v_{i} D^{\left(\lambda_{p}-\lambda_{i}\right)} m_{i}\right) m_{p}^{-1}
$$

the matrix $\left[v_{1}, \ldots, v_{p-1}, v^{\prime}, v_{p+1}, \ldots, v_{m}\right]$ is a basis with lower order than $V$. This contradicts (i).
(ii) $\Rightarrow$ (iii): Let $x=\left(x_{1}, \ldots, x_{k}\right)^{\mathrm{T}} \in \mathscr{M}[D]^{k} \backslash\{0\}$. Then

$$
\operatorname{deg} V x=\operatorname{deg} \sum_{i=1}^{k} v_{i} x_{i} \leq \max \left\{\operatorname{deg} x_{i}+\lambda_{i} \mid x_{i} \neq 0\right\}=: a
$$

Let $l_{i}:=\operatorname{deg} x_{i}$ for $i=1, \ldots, k$ and $N:=\left\{i \in\{1, \ldots, k\} \mid l_{i}+\lambda_{i}=a\right\}$. Then

$$
\begin{aligned}
V x & =\sum_{i=0}^{k} \sum_{j=0}^{\lambda_{i}} D^{j} v_{i j} \sum_{\mu=0}^{l_{i}} D^{\mu} x_{i \mu} \\
& =\sum_{i=0}^{k} \sum_{j=0}^{\lambda_{i}} D^{j} \sum_{\mu=0}^{l_{i}}\left(D^{\mu} v_{i j}+y_{\mu i j}\right) x_{i \mu} \\
& =D^{a} \sum_{i \in N} v_{i \lambda_{i}} x_{i l_{i}}+y \quad \text { with } y_{\mu i j} \text { such that deg } y_{\mu i j}<\mu
\end{aligned}
$$

with $y$ such that $\operatorname{deg} y<a$
(iii) $\Rightarrow$ (iv): Use similar arguments as in Münzner and Prätzel-Wolters (1979, p. 294).
(iv) $\Rightarrow$ (i): For $d \in \mathbb{N}$ let $h(d):=\sum_{i: i_{1}=d}$, i.e. the number of indices of $V$ equal to $d$. (iv) yields

$$
\begin{aligned}
h(d)= & \sum_{i: \lambda_{i} \leqslant d}\left(d+1-\lambda_{i}\right)+\left(d-1-\lambda_{i}\right)-2\left(d-\lambda_{i}\right)-\sum_{i: \lambda_{i}=d}\left(d-1-\lambda_{i}\right) \\
= & \sum_{i: \lambda_{i} \leqslant d}\left(d+1-\lambda_{i}\right)+\sum_{i: \lambda_{i} \leqslant d}\left(d-2+1-\lambda_{i}\right)-\sum_{i: \lambda_{i}=d}\left(d-1-\lambda_{i}\right) \\
& -2 \sum_{i: \lambda_{i} \leqslant d}\left(d-1+1-\lambda_{i}\right) \\
= & \operatorname{dim}_{\mathscr{M}} m_{d}+\operatorname{dim}_{\mathscr{M}} m_{d-2}-2 \operatorname{dim}_{M^{M}} m_{d-1}
\end{aligned}
$$

If (iv) is valid, $h(d)$ is only determined by the module, not by the specific basis. All bases which satisfy (iv) have the same order $\lambda:=\sum_{i=1}^{k} \lambda_{i}=\sum_{d=1}^{\infty} d \cdot h(d)$. Since for a minimal basis of $m$ (iv) is fulfilled, it follows that $V$ is a minimal basis.

## Remark 4.1

The last part of the above proof shows that two minimal bases of a given submodule $m G \mathscr{M}[D]^{r}$ have the same set of indices. We call the indices of a minimal basis of $m$ theindices of $m$.

## Remark 4.2

Given $m \hookrightarrow \mathscr{M}[D]^{r}$ of rank $k$ one can select $k$ vectors which form a basis of $m$ (see Rosenbrock (1970, p. 96)). Part '(i) $\Rightarrow$ (ii)' of the above proof leads to an algorithm which starts with an arbitrary basis of $m$ and constructs a minimal basis in a finite number of steps.

## Definition 4.1

Let $m, m^{\prime} \hookrightarrow \mathscr{M}[D]^{r}$. A right- $\mathscr{M}[D]$ homomorphism $\psi: m \rightarrow m^{\prime}$ is called degreepreserving if $\operatorname{deg} v=\operatorname{deg} \psi(v)$ for every $v \in m$. Let

$$
\Gamma_{m}:=\{\psi: m \rightarrow m \mid \psi \text { is a right- } \mathscr{M}[D] \text { isomorphism }\}
$$

Fixing a minimal basis $V$ of a given submodule $m \hookrightarrow \mathscr{M}[D]^{r}$ one obtains a bijective map:

$$
\begin{aligned}
& h:\left\{V^{\prime} \mid V^{\prime} \text { is a minimal basis of } m\right\} \rightarrow \Gamma_{m} \\
& V^{\prime} \mapsto h\left(V^{\prime}\right): V x \mapsto V^{\prime} x
\end{aligned}
$$

(cf. Münzner and Prätzel-Wolters (1979)).
To every $h\left(V^{\prime}\right) \in \Gamma_{m}$ one can assign a unique basis transformation matrix $T \in \mathrm{GL}_{n}(\mathscr{M}[D])$ with $h\left(V^{\prime}\right)=V T$. If $\bar{V}$ and $V$ are two minimal bases of $m$ with ordered indices $\lambda_{1} \geqslant \ldots \geqslant \lambda_{k}$ and $\bar{V}=V T$, then $T$ is an element of

$$
\mathscr{T}_{m}:=\left\{T \in \mathrm{GL}_{k}(\mathscr{M}[D]) \left\lvert\, \begin{array}{cc}
\operatorname{deg} t_{i j} \leqslant \lambda_{j}-\lambda_{i} & \text { for } \lambda_{i} \leqslant \lambda_{j} \\
t_{i j}=0 & \text { for } \lambda_{i}>\lambda_{j}
\end{array}\right.\right\}
$$

This implies that $T$ is of the following form:

$$
T=\left[\begin{array}{ccc}
\boxed{*} & & \\
& \ddots & 0 \\
* & & \\
& & \boxed{*}]
\end{array}\right]
$$

with square diagonal block corresponding to the columns of $V$ with the same degree.

## Proposition 4.2

Let $V$ be a minimal basis of a submodule $m \hookrightarrow \mathscr{M}[D]^{r}$ of rank $k$ with ordered indices $\lambda_{1} \geqslant \ldots \geqslant \lambda_{k}$. Then $\bar{V}=V T$ is a minimal basis of $m$ if and only if $T \in \mathscr{T}_{m}$.

## Proof

Let $V=\left[v_{1}, \ldots, v_{k}\right], \bar{V}=\left[\bar{v}_{1}, \ldots, \overline{v_{k}}\right]$ and $T=\left(t_{i j}\right)_{1 \leqslant i, j \leqslant k}$.
' $\Rightarrow$ ': Use the same arguments as in Münzner and Prätzel-Wolters (1979, p. 295).
' $\Leftarrow$ ': First we show that the indices of $\bar{V}$ coincide with those of $\boldsymbol{V}$. Consider a subset $J:=\{p, \ldots, l\}$ of the minimal indices with $\lambda_{p-1}<\lambda_{p}=\ldots=\lambda_{l}<\lambda_{l+1}$. Then $\operatorname{deg} \overline{v_{j}}=\operatorname{deg} \sum_{i=1}^{k} v_{i} t_{i j} \leqslant \max \left\{\operatorname{deg} v_{i} t_{i j} \mid 1 \leqslant i \leqslant k\right\} \leqslant \max \left\{\left(\lambda_{i}+\left(\lambda_{j}-\lambda_{i}\right)\right) \mid 1 \leqslant i \leqslant k\right\}=\lambda_{j}$ Therefore for $j \in J$ there exists $i_{0} \in J$ such that $t_{i_{0}, j} \neq 0$ (since $T \in \mathscr{T}_{m}$, the diagonal blocks are invertible over $\mathscr{M}$ ). This implies

$$
\operatorname{deg} \bar{v}_{j}=\operatorname{deg} V t_{j}=\max \left\{\left(\operatorname{deg} t_{i j}+\lambda_{i}\right) \mid t_{i j} \neq 0\right\} \geqslant \operatorname{deg} t_{i_{0}, j}+\lambda_{i_{0}}=\lambda_{j}
$$

which proves that

$$
\operatorname{deg} \overline{v_{i}}=\operatorname{deg} v_{i} \quad \text { for } 1 \leqslant i \leqslant k
$$

If $j \in J$ we have the representation

$$
\overline{v_{j}}=v_{p} t_{p j}+\ldots+v_{l} t_{l j}+v_{l+1} t_{l+1, j}+\ldots+v_{k} t_{k j}
$$

Since $t_{p j}, \ldots, t_{l j} \in \mathscr{M}$ and $\operatorname{deg} v_{i} t_{i j} \leqslant \lambda_{j}$ for $i \in\{l+1, \ldots, k\}$ we conclude that $\left[\bar{v}_{j}\right]_{l}=\sum_{i=1}^{k}\left[v_{i}\right]_{l} t_{i j}^{*}$ where $t_{i j}^{*}$ is the coefficient of $D^{\lambda_{j}-\lambda_{i}}$ in $t_{i j}$. Therefore $[\bar{V}]_{l}=[V]_{l} T^{*}$ and $T^{*}$ is invertible since the diagonal blocks of $T$ and $T^{*}$ coincide and $T \in \mathrm{GL}_{k}(\mathscr{M}[D])$. So $[\bar{V}]_{l}$ has full rank and $\bar{V}$ is a minimal basis.

## 5. The input module and its minimal indices

For a system

$$
\mathbb{P}=\left[\begin{array}{cc}
P & -Q \\
V & W
\end{array}\right] \in \mathscr{M}[D]^{(n+p) \times(n+m)}
$$

Ilchmann et al. (1984) analyse the differential equation $\mathbb{P}\left((z, u)^{\mathbf{T}}\right)=(0, y)^{\mathbf{T}}$ for $(z, u, y) \in\left(\mathscr{C}^{\infty}\right)^{n} \times \mathscr{U}^{m} \times\left(\mathscr{C}^{\infty}\right)^{p}$. In this section the algebraic equation

$$
P z=Q u \quad \text { for }(z, u) \in \mathscr{M}[D]^{n} \times \mathscr{M}[D]^{m}
$$

is considered.

## Definition 5.1

Given $\mathbb{P}$ as above and the projection

$$
\pi_{2}: \mathscr{M}[D]^{n} \times \mathscr{M}[D]^{m} \rightarrow \mathscr{M}[D]^{m}, \quad(z, u) \mapsto u
$$

the input module of $\mathbb{P}_{i}$ is defined as

$$
\mu(P, Q):=\pi_{2}(\operatorname{ker}[P,-Q]) \hookrightarrow \mathscr{M}[D]^{m}
$$

where

$$
\operatorname{ker}[P,-Q]:=\left\{x \in \mathscr{M}[D]^{n+m} \mid[P,-Q] x=0\right\}
$$

We use this notation in order to show the close connection with time-invariant systems as analysed in Münzner and Prätzel-Wolters (1979). Note that $\mu(P, Q)$
coincides with the kernel of the controllability map

$$
\varphi: \mathscr{M}[D]^{m} \rightarrow \mathscr{M}[D]^{n} / P \cdot \mathscr{M}[D]^{n}, \quad u \mapsto Q u+P \cdot \mathscr{M}[D]^{n}
$$

The following lemma shows that the minimal indices of the input module are invariant under system equivalence.

## Lemma 5.1

For two system matrices

$$
\mathbb{P}_{i}=\left[\begin{array}{cc}
P_{i} & -Q_{i} \\
V_{i} & W_{i}
\end{array}\right] \in \mathscr{M}[D]^{\left(n_{i}+p\right) \times\left(n_{i}+m\right)}, \quad i=1,2
$$

with $\mathbb{P}_{1} \stackrel{\text { se }}{\sim} \mathbb{P}_{2}$ it follows that $\mu\left(P_{1}, Q_{1}\right)=\mu\left(P_{2}, Q_{2}\right)$.

## Proof

Use Ilchmann et al. (1984, Proposition 5.3) to describe the system isomorphism. Then the proof is similar to Münzner and Prätzel-Wolters (1979, Proposition 4).

A consequence of the following proposition will be that the input module of an analytic state-space system can be characterized in terms of the matrices $\left(D I_{n}-A\right)^{i}(B)$, see (3.1).

## Proposition 5.1

Let $(A, B) \in \mathscr{A}^{n \times(n+m)}$ and $u=\sum_{i=0}^{r} D^{i}(-1)^{i} u_{i}=\sum_{i=0}^{r}(-1)^{i} \tilde{u}_{i} D^{i} \in \mathscr{M}[D]^{m} . \quad$ Then the following are equivalent:
(i) $u \in \mu\left(D I_{n}-A, B\right)$
(ii) $K^{r}(A, B) \cdot\left(u_{0}, \ldots, u_{r}\right)^{\mathrm{T}}=\sum_{i=0}^{r}\left(D I_{n}-A\right)^{i}(B) u_{i}=0$
(iii) $\sum_{i=0}^{r}\left(D I_{n}-A\right)^{i}\left(B \tilde{u}_{i}\right)=0$

## Proof

We make us of two multiplication rules which can easily be proved by induction. Let $N \in \mathscr{M}[D]^{n \times m}, k \in \mathbb{N}$ and $x_{0}, \ldots, x_{k} \in \mathscr{M}^{n}$. Then

$$
\begin{gather*}
N D^{k}=\sum_{i=0}^{k}(-1)^{i}\binom{k}{i} D^{k-i} N^{(i)}  \tag{5.1}\\
N \sum_{i=0}^{k} D^{i} x_{i}=\sum_{i=0}^{k} D^{i} \sum_{\lambda=i}^{k}(-1)^{\lambda-i}\binom{\lambda}{\lambda-i} N^{(\lambda-i)} x_{\lambda} \tag{5.2}
\end{gather*}
$$

(i) $\Leftrightarrow$ (ii): If $\phi\left(\cdot, t_{0}\right)$ denotes the transition matrix of $\dot{x}=A x$ then $\left[D I_{n}-A\right] x=B u$ for $x \in \mathscr{M}[D]^{n}$ is equivalent to

$$
\begin{equation*}
D I_{n} \phi^{-1} x=\phi^{-1} B u \tag{5.3}
\end{equation*}
$$

Let $\bar{x}:=\sum_{i=0}^{k-1} D^{i} \bar{x}_{i}:=\phi^{-1} x$ and $\bar{B}:=\phi^{-1} B$. Use of (5.2) yields that (5.3) is equivalent
to

$$
\sum_{i=1}^{k} D^{i} \bar{x}_{i-1}=\sum_{i=0}^{k} D^{i} \sum_{\lambda=i}^{k}(-1)^{\lambda-i}\binom{\lambda}{\lambda-i} \bar{B}^{(\lambda-i)}(-1)^{\lambda} u_{\lambda}
$$

Comparing the coefficients we get for $i=1, \ldots, k$

$$
\begin{equation*}
0=\sum_{\lambda=0}^{k} \bar{B}^{(\lambda)} u_{\lambda} \quad \text { and } \quad \bar{x}_{i-1}=\sum_{\lambda=i}^{k}(-1)^{i}\binom{\lambda}{\lambda-i} \bar{B}^{(\lambda-i)} u_{\lambda} \tag{5.4}
\end{equation*}
$$

By Lemma 3.1, the first equation in (5.4) is equivalent to (ii). On the other hand, let $u$ satisfy (if). ${ }^{(i)}$ Then, using similarity and the second equation in (5.4), $x \in \mathscr{M}[D]^{n}$ is defined such that $\left[D I_{n}-A\right] x=B u$.
(i) $\Leftrightarrow$ (iii): Let $x=\sum_{i=0}^{k-1} x_{i} D^{i} \in \mathscr{M}[D]^{r}$ such that

$$
\left(D I_{n}-A\right) x=\sum_{i=0}^{k-1}\left(x_{i} D I_{n}+\left(D I_{n}-A\right)\left(x_{i}\right)\right) D^{i}=B \sum_{i=0}^{k}(-1)^{i} \tilde{u}_{i} D^{i}
$$

By comparing the coefficients we get

$$
\left.\begin{array}{rl}
\left(D I_{n}-A\right)\left(x_{0}\right) & =B \tilde{u}_{0}  \tag{5.5}\\
x_{0}+\left(D I_{n}-A\right)\left(x_{1}\right) & =B \tilde{u}_{1}(-1) \\
\vdots \\
x_{k-2}+\left(D I_{n}-A\right)\left(x_{k-1}\right) & =B \tilde{u}_{k-1}(-1)^{k-1} \\
x_{k-1}+\left(D I_{n}-A\right)\left(x_{k}\right)= & B \tilde{u}_{k}(-1)^{k}
\end{array}\right\}
$$

Substitution yields

$$
0=B \tilde{u}_{0}-\left(D I_{n}-A\right)\left(B \tilde{u}_{1}(-1)-\left(D I_{n}-A\right)(\ldots)\right)=\sum_{i=0}^{k}\left(D I_{n}-A\right)^{i}\left(B \tilde{u}_{i}\right)
$$

On the other hand, if (iii) is valid, by (5.5) $x \in \mathscr{M}[D]^{n}$ is defined such that $\left[D I_{n}-A\right] x=B u$. This proves (i).

For $(A, B) \in \mathscr{A}^{n \times(n+m)}$ the map

$$
\begin{aligned}
& \hat{K}_{A, B}: \mathscr{M}^{m}[D] \rightarrow \mathscr{M}^{\mathrm{n}} \\
& \sum_{i=0}^{r} D^{i}(-1)^{i} u_{i} \mapsto K^{r}(A, B)\left(u_{0}, \ldots, u_{r}\right)^{\mathrm{T}}
\end{aligned}
$$

is a right $\mathscr{M}$-homomorphism. Using this notation we obtain the following.

## Corollary 5.1

(i) The map $\psi: \operatorname{ker}\left[D I_{n}-A,-B\right] \rightarrow \operatorname{ker} \hat{K}_{A, B}$

$$
(z, u)^{\overline{\mathrm{T}}} \mapsto u
$$

is a degree-preserving $\mathscr{M}[D]$-right isomorphism.
(ii) $\operatorname{ker} \hat{K}_{A, B}=\mu\left(D I_{n}-A, B\right)$

## Proof

$(z, u)^{\mathrm{T}} \in \operatorname{ker}\left[D I_{n}-A,-B\right]$ implies that $\operatorname{deg} z<\operatorname{deg} u$ and therefore $\psi$ is degreepreserving. That $\psi$ is surjective and injective is a direct consequence of the proof of Proposition 5.1 '(i) $\Leftrightarrow$ (ii)'.

The following lemma will be used to prove that the set of controllability indices of a state-space system coincides with the set of minimal indices of its input module.

## Lemma 5.2

Let $(A, B) \in \mathscr{A}^{n \times(n+m)}$ be controllable with controllability indices $k_{1}, \ldots, k_{m}$. There exist $T \in \mathrm{GL}_{n}(\mathscr{M})$ and $U \in \mathrm{GL}_{n+m}(\mathscr{M})$ such that
(i) $T \cdot\left[D I_{n}-A,-B\right] \cdot\left[\begin{array}{cc}T^{-1} & 0 \\ 0 & I_{m}\end{array}\right]=\left[D I_{n}-A^{\prime},-B^{\prime}\right]$
where

$$
B^{\prime}=\left[\begin{array}{c}
B_{1}^{\prime} \\
\vdots \\
B_{m}^{\prime}
\end{array}\right], \quad B_{i}^{\prime}=(-1)^{k_{i}-1}\left[\begin{array}{lllllll} 
& & 0_{k_{i}-1, m} & & \\
0 & \ldots & 0 & 1 & * & \ldots & *
\end{array}\right]
$$

and $B_{i}^{\prime}$ is omitted if $k_{i}=0$
$s_{i}:=k_{1}+\cdots+k_{i}$ for $i=1, \ldots, m$ and $k_{i}>0$, and the ' $*$ 's are elements of $\mathscr{M}$.
(ii) $T\left[D I_{n}-A,-B\right]\left[\begin{array}{cc}T^{-1} & 0 \\ 0 & I_{m}\end{array}\right] U=\left[\operatorname{diag}\left(L_{1}, \ldots, L_{l}\right), 0_{n \times(m-\ell)}\right]$
where

$$
l:=\sum_{i: k_{i}>0} 1=\mathrm{rk}_{\mathscr{H}} B
$$

and

$$
L_{i}:=\left[\begin{array}{cccc}
D & -1 & & \\
& \ddots & & \ddots \\
& \ddots & & \ddots \\
& \ddots & & \ddots \\
& & & -1
\end{array}\right] \in \mathscr{A}[D]^{k_{i} \times\left(k_{i}+1\right)} \quad \text { for } k_{i}>0
$$

Proof
First we show an elementary property which will be used in the proof. Let
$g^{\mathrm{T}}, b \in \mathscr{M}^{n}, r \in \mathbb{N}$ be such that

$$
g b^{(v)}= \begin{cases}0 & \text { for } v \leqslant r \\ 1 & \text { for } v=r+1\end{cases}
$$

Then

$$
g^{(\mu)} b^{(v)}=\left\{\begin{array}{cl}
0 & \text { for } \mu+v \leqslant r  \tag{5.6}\\
(-1)^{\mu} & \text { for } \mu+v=r+1
\end{array}\right.
$$

This is proved by induction on $\mu$. Assume that the assertion is valid for $\mu<r+1$.
Let $\mu+\nu=r$. By assumption, $g^{(\mu)} b^{(\nu+1)}=(-1)^{\mu}$, and since $g^{(\mu)} b^{(\nu)}=0$ we have $0=\left(g^{(\mu)} b^{(\nu)}\right)^{\cdot}=g^{(\mu+1)} b^{(\nu)}+g^{(\mu)} b^{(\nu+1)}=g^{(\mu+1)} b^{(\nu)}+(-1)^{\mu}$. Therefore $\quad g^{(\mu+1)} b^{(v)}=$ $(-1)^{\mu+1}$.

Let $\mu+v<r$. Then by assumption $g^{(\mu)} b^{(v)}=g^{(\mu)} b^{(v+1)}=0$. Thus $0=\left(g^{(\mu)} b^{(\nu)}\right)^{\cdot}=$ $g^{(\mu+1)} b^{(v)}+0$. This completes the proof.

We proceed in several steps.
$(\alpha)$ Without restriction of generality we may assume that $A=0$. Let $B=\left[b_{1}, \ldots, b_{m}\right]$. For $H$ as given in (3.4) use the representation $I_{n}=H^{-1} H$ in the following form

$$
\left[b_{1}, \ldots, b_{1}^{\left(k_{1}-1\right)}, \ldots, b_{i}, \ldots, b_{i}^{\left(k_{i}-1\right)}, \ldots, b_{m}, \ldots, b_{m}^{\left(k_{m}-1\right)}\right]
$$



If $k_{i}=0$ the matrix $\left[g_{s_{i-1}+1}, \ldots, g_{s_{i}}\right]^{\mathrm{T}}$ is omitted.
Furthermore define

$$
H_{1}:=\left[\begin{array}{c}
g_{s_{1}} \\
g_{s_{1}} \\
\vdots \\
g_{\left.s_{1}-1\right)}^{\left(k_{1}-1\right)} \\
\hdashline \vdots \\
\hdashline--- \\
\hline g_{s_{m}} \\
\vdots \\
g_{s_{m}}^{\left(k_{m}-1\right)}
\end{array}\right]
$$

( $\beta$ ) We prove: $B^{\prime}=H_{1} B$. It suffices to show for $i \in\{1, \ldots, m\}$ and $k_{i}>0$ that

$$
\left[\begin{array}{c}
g_{s_{i}} \\
\vdots \\
g_{s_{i}}^{\left(k_{i}-1\right)}
\end{array}\right]\left[b_{1}, \ldots, b_{i}, \ldots, b_{m}\right]=\left[\begin{array}{c:cc}
0 & \vdots & 0 \\
\hdashline 0 & \ldots & 0 \\
4 & { }^{0} & \ldots
\end{array}\right](-1)^{k_{i}-1}
$$

$\left(\beta_{1}\right)$ It is proved that

$$
\left[\begin{array}{c}
g_{s_{i}} \\
\vdots \\
g_{s_{i}}^{\left(k_{i}-1\right)}
\end{array}\right]\left[b_{1}, \ldots, b_{i-1}\right]=0_{k_{i} \times(i-1)}
$$

Let $j \in\{1, \ldots, i-1\}$. Then by $(\alpha)$ it is known that $g_{s_{i}} b_{j}^{(v)}=0$ for $v=0, \ldots, k_{j}-1$ and $k_{j}>0$. If $k_{j}-1<k_{i}-1$ let

$$
b_{j}^{\left(k_{j}\right)}=K_{0} u_{0}+\ldots+K_{k_{j}-1} u_{k_{j}-1}+K_{k_{j}}\left(u_{1, k_{j}}, \ldots, u_{j-1, k_{k}}, 0, \ldots, 0\right)^{\mathrm{T}}
$$

with $u_{i, j}=0$ if $b_{i}^{(j)}$ is not a column of $H$ and $K_{i}:=\left(D I_{n}-\lambda\right)^{i}(B)$. Using ( $\alpha$ ) we conclude $g_{s_{i}} b_{j}^{\left(k_{j}\right)}=0$. Proceeding in this way we obtain $g_{s_{i}} b_{j}^{(v)}=0$ for $v=0, \ldots, k_{i}-1$ and $k_{j}>0$. If $k_{j}=0$ let $b_{j}=\sum_{\lambda=1}^{j-1} b_{\lambda} u_{\lambda}$ with $u_{\lambda}=0$ if $k_{\lambda}=0$. Then $g_{s_{i}} b_{j}^{(\nu)}=$ $g_{s_{i}} \sum_{\lambda=1}^{j-1} \sum_{\mu=0}^{\nu}\binom{\nu}{\mu} b_{\lambda}^{(v-\mu)} u_{\lambda}^{(\mu)}$ and the foregoing implies that $g_{s_{i}} b_{j}^{(\nu)}=0$ for $v=0, \ldots, k_{i}-1$.

For $j \in\{1, \ldots, i-1\}$ use of (5.6) yields $g_{s_{i}}^{(\mu)} b_{j}^{(\nu)}=0$ for $\mu+v \leq k_{i}-1$. This proves the assertion.
$\left(\beta_{2}\right)$ We show that

$$
\left[\begin{array}{c}
g_{s_{i}} \\
\vdots \\
g_{s_{i}}^{\left(k_{i}-1\right)}
\end{array}\right]\left[b_{i}, \ldots, b_{m}\right]=0_{\left(k_{i}-1\right) \times(m-i+1)}
$$

Let $j \in\{i, \ldots, m\}$. ( $\alpha$ ) implies $g_{\mathrm{s}_{\mathrm{i}}} b_{j}^{(\nu)}=0$ for $v=0, \ldots, k_{j}-2$ and $k_{j}>0$. Using the same arguments as in $\left(\beta_{1}\right)$ we obtain $g_{s_{i}}^{(\mu)} \cdot b_{j}^{(v)}=0$ for $\mu+\nu \leqslant k_{i}-2$.
$\left(\beta_{3}\right)$ It remains to show that $g_{s_{i}}^{\left(k_{i}-1\right)}\left[b_{i}, \ldots, b_{m}\right]=\left(1,{ }^{*}, \ldots,{ }^{*}\right)(-1)^{k_{i}-1}$. With $(\alpha)$ and $\left(\beta_{2}\right)$ one concludes that

$$
g_{s_{i}} b_{i}^{(v)}= \begin{cases}0 & \text { for } v \leqslant k_{i}-2 \\ 1 & \text { for } v=k_{i}-1\end{cases}
$$

(5.6) implies

$$
g_{s_{i}}^{(\mu)} b_{i}^{(v)}=\left\{\begin{array}{cc}
0 & \text { for } \mu+v \leqslant k_{i}-2 \\
(-1)^{\mu} & \text { for } \mu+v=k_{i}-1
\end{array}\right.
$$

$(\gamma)$ It is proved that $H_{1} \in \operatorname{GL}_{n}(\mathscr{M})$. Let $\mathrm{v}^{\mathrm{T}} \in \mathscr{M}^{n}$ and $\mathrm{v} H_{1}=0$. Using $(\beta)$ yields: $0=\mathrm{v} H_{1} B=\mathrm{v} B^{\prime} . \quad$ By the special form of $B^{\prime}$ it follows that $\mathrm{v}_{s_{1}}=0, \ldots, \mathrm{v}_{\mathrm{s}_{m}}=0$. Using the results of $(\beta)$ we conclude

$$
H_{1} \dot{B}=\left[\begin{array}{c}
\bar{B}_{1} \\
\vdots \\
\bar{B}_{m}
\end{array}\right] \text { with } \bar{B}_{i}=\left[\right] \cdot(-1)^{k_{i}-1^{2}}
$$

and $\bar{B}_{i}$ is omitted if $k_{i}=0 . \quad \mathrm{v} \cdot H_{1} \dot{B}=0$ implies $\mathrm{v}_{\mathrm{s}_{1}-1}=\ldots=\mathrm{v}_{\mathrm{s}_{\mathrm{m}}-1}=0$. Proceeding in this way we have $v=0$, which proves the claim.
$(\delta)$ To prove part (i) of Lemma 5.2 define

$$
\left[D I_{n}-A^{\prime},-B^{\prime}\right]:=H_{1}\left[D I_{n},-B\right]\left[\begin{array}{cc}
H_{1}^{-1} & 0 \\
0 & I_{m}
\end{array}\right]
$$

Since $\dot{H}_{1}^{\mathrm{T}}=H_{1}^{\mathrm{T}}\left(H_{1}^{\mathrm{T}-1}\right)^{\circ}\left(-H_{1}^{\mathrm{T}}\right)$ it follows that for $H_{1}^{\mathrm{T}} A^{\mathrm{T}}=\dot{H}_{1}^{\mathrm{T}}, A^{\prime}$ has the claimed form.
(ع) Part (ii) of Lemma 5.2 is easily proved: One can choose an elementary matrix $U^{\prime}$ over $\mathscr{M}$ such that in $\left[D I_{n}-A^{\prime},-B^{\prime}\right] U^{\prime}$ the '*' of $A^{\prime}$ are annulled. Multiplying the columns of $B^{\prime}$ by units and exchanging the columns of the matrix gives the claimed form.

Note, that in Lemma 5.2 we do not call $\left(A^{\prime}, B^{\prime}\right)$ a normal form of $(A, B)$ since $T$ is not necessarily an element of $\mathrm{GL}_{n}(\mathscr{A})$.

## Proposition 5.2

Let $(A, B) \in \mathscr{A}^{n \times(n+m)}$ be controllable. Then
(i) The set of controllability indices of $(A, B)$ coincides with the set of minimal indices of $\mu\left(D I_{n}-A, B\right)$.
(ii) $\operatorname{dim}_{\mathscr{M}[D]} \mu\left(D I_{n}-A, B\right)=m$.

## Proof

By analogy to Rosenbrock (1970, pp. 96 and 97) it can be proved that the minimal indices of ker $\left[D I_{n}-A, B\right]$ are invariant under transformations as considered in Lemma 5.2. Then the proposition is an immediate consequence of Lemma 5.2.

Now we discuss the relations between the input modules of time-varying and timeinvariant systems.

For $[P,-Q] \in \mathscr{M}[D]^{n \times(n+m)}$ let

$$
\mu_{\mathrm{R}[D]}(P, Q):=\left\{u \in \mathbb{R}[D]^{m} \mid \exists z \in \mathbb{R}[D]^{n}: P z=Q u\right\}
$$

Consider a time-invariant controllable state-space system $(A, B) \in \mathbb{R}^{n \times(n+m)}$. Then Proposition 5.2 and Theorem 1.1 in Rosenbrock (1970, p. 96) yields:

$$
\operatorname{dim}_{\mu[D]} \mu\left(D I_{n}-A, B\right)=m=\operatorname{dim}_{\mathbb{R}[D]} \mu\left(D I_{n}-A, B\right)
$$

Proposition 4.2 implies that for every minimal basis $\tilde{U}$ of $\mu\left(D I_{n}-A, B\right)$ there exists a transformation matrix $T \in \mathscr{F}_{m}$ such that $\widetilde{U}=U T$ and $U \in \mathbb{R}[D]^{m \times m}$ with constant coefficients. For an arbitrary controllable system $(A, B) \in \mathscr{A}^{n \times(n+m)}$ the module $\mu\left(D I_{n}-A, B\right)$ does not necessarily possess a minimal basis over $\mathbb{R}[D]$. Consider for example

$$
U:=\left[\begin{array}{ccr}
1+D(t-1)+D^{2}(t-2) & 1+D t & 1 \\
0 & 1+D t & 1 \\
0 & 0 & -1
\end{array}\right]
$$

which is a minimal basis of $\mu\left(D I_{3}, B\right)$, where $B$ is defined as in Example 3.1. It can easily be concluded that $U$ cannot be transformed to a minimal basis over $\mathbb{R}[D]$.

## Example 5.1

We illustrate how $(A, B)$ as given in Example 3.1 is transformed to $\left(A^{\prime}, B^{\prime}\right)$ as given in Lemma 5.2. We only calculate the matrix $B^{\prime} ; A^{\prime}$ is left to the reader.

$$
H^{-1}=(t-2)^{-1}\left[\begin{array}{ccc}
-\exp (-t) & 1 & -2 t^{-1} \\
\exp (-t)(t-1) & -1 & 1 \\
0 & 0 & (t-2) t^{-1}
\end{array}\right]
$$

Since $s_{1}=2$ and $s_{2}=3$, it is calculated that $H_{1}$ as defined in $(\alpha)$ of the proof of Lemma 5.2 is of the form

$$
H_{1}=\left[\begin{array}{ccc}
\frac{(t-1)}{t-2} \exp (-t) & -(t-2)^{-1} & (t-2)^{-1} \\
\frac{-t^{2}+3 t-3}{(t-2)^{2}} \exp (-t) & (t-2)^{-2} & -(t-2)^{-2} \\
0 & 0 & t^{-1}
\end{array}\right]
$$

and

$$
B^{\prime}=H_{1} B=\left[\begin{array}{rrr}
0 & 0 & 0 \\
-1 & 1 & 0 \\
0 & 1 & 1
\end{array}\right]
$$

In the remainder of this section we construct a minimal basis of the input module of a controllable state-space system. (Cf. Kalman (1971) for the time-invariant case.) Let ( $A, B$ ) $\in \mathscr{A}^{n \times(n+m)}$ be controllable and use the notation as given in (3.1), (3.2) and (3.4). For $i \in\{1, \ldots, m\}$ there exist unique elements $\lambda_{i, j}$ of $\mathscr{M}$ such that

$$
\begin{aligned}
\phi\left(\phi^{-1} b_{i}\right)^{\left(k_{i}\right)}= & B\left(\lambda_{1,0}, \ldots, \lambda_{m, 0}\right)^{\mathrm{T}}+\cdots+\left[\left(D I_{n}-A\right)^{k_{i}-1}(B)\right]\left(\lambda_{1, k_{i}-1}, \ldots, \lambda_{m, k_{i}-1}\right)^{\mathrm{T}} \\
& +\left[\phi\left(\phi^{-1} b_{1}\right)^{\left(k_{i}\right)}, \ldots, \phi\left(\phi^{-1} b_{i-1}\right)^{\left(k_{i}\right)}\right]\left(\lambda_{1, k_{i}}, \ldots, \lambda_{i-1, k_{i}}\right)^{\mathrm{T}}
\end{aligned}
$$

with

$$
\lambda_{i, j}=0 \quad \text { if } \phi\left(\phi^{-1} b_{i}\right)^{(j)} \notin H
$$

For $i=1, \ldots, m$ define

$$
\begin{equation*}
u_{i}=\sum_{j=0}^{k_{i}-1} D^{j}(-1)^{j}\left(\lambda_{1, j}, \ldots, \lambda_{m, j}\right)^{\mathrm{T}}+D^{k_{i}}(-1)^{k_{i}}\left(\lambda_{1, k_{i}}, \ldots, \lambda_{i-1, k_{i}},-1,0, \ldots, 0\right)^{\mathrm{T}} \tag{5.7}
\end{equation*}
$$

Using this notation we obtain the following.

## Proposition 5.3

For a controllable $(A, B) \in \mathscr{A}^{n \times(n+m)}$ the matrix $U:=\left[u_{1}, \ldots, u_{m}\right] \in \mathscr{M}[D]^{m \times m}$ with $u_{i}$ as defined in (5.7) is a minimal basis of $\mu\left(D I_{n}-A, B\right)$.

## Proof

Let $V=\left[v_{1}, \ldots, v_{m}\right]$ be a minimal basis of $\mu\left(D I_{n}-A, B\right)$. Assume without restriction of generality that $k_{1} \geqslant \ldots \geqslant k_{m}$. Since the minimal and the controllability indices coincide, let $\operatorname{deg} v_{i}=k_{i}$. By construction, we have $u_{i} \in \operatorname{ker} \hat{K}_{A, B}=\mu\left(D I_{n}-A, B\right)$.

Thus there exists a $T \in \mathscr{M}[D]^{m \times m}$ such that $U=V T . \quad$ By Proposition 4.2 it remains to show that $T \in \mathscr{T}_{\mu\left(D I_{n}-A, B\right)}$. By Proposition 4.1 (iii) and construction of $u_{i}$ it follows that

$$
k_{i}=\operatorname{deg} u_{i}=\max \left\{\operatorname{deg} t_{j i}+\operatorname{deg} v_{j} \mid j: t_{j i} \neq 0\right\} \quad \text { for } i=1, \ldots, m
$$

This implies $\operatorname{deg} t_{j i} \leqslant k_{i}-k_{j}$ for $k_{j} \leqslant k_{i}$ and $t_{j i}=0$ for $k_{j}>k_{i}$. Since

$$
[U]_{l}=\left[\begin{array}{ccc}
(-1)^{k_{1}+1} & & \\
0 & \ddots & * \\
& & (-1)^{k_{m}+1}
\end{array}\right]
$$

the columns of $U$ are linearly independent over $\mathscr{M}[D]$, see proof '(i) $\Rightarrow$ (ii)' of Proposition 4.1. Therefore $T$ is non-singular. Due to the special structure of $T$, its diagonal blocks are non-singular over $\mathscr{M}$. Thus $T \in \mathrm{GL}_{m}(\mathscr{M}[D])$.

## Example 5.2

We compute a minimal basis for the input module of the system considered in Example 3.1. Using the procedure given in Proposition 5.3 one obtains

$$
b_{1}^{(2)}=B(1,0,0)^{\mathrm{T}}+(\dot{B}-A B)(1-t, 0,0)^{\mathrm{T}} \cdot(2-t)^{-1}
$$

and

$$
u_{1}=\left(1+D(t-1)+D^{2}(t-2), 0,0\right)^{\mathrm{T}}(2-t)^{-1} \in \mu\left(D I_{3}, B\right)
$$

Furthermore

$$
b_{2}^{(1)}=B(1,1,0)^{\mathrm{T}}+(\dot{B}-A B)(-t, 0,0)^{\mathrm{T}} \cdot t^{-1}
$$

and

$$
u_{2}=(1+D t, 1+D t, 0)^{\mathrm{T}} t^{-1}
$$

The matrix

$$
V=\left[\begin{array}{ccc}
0 & 0 & D \exp (t)(2-t)+\exp (t)(t-3) \\
0 & -t^{2} & D(1-t)(t-2)+2(t-2)-(1-t)^{2} \\
0 & -t^{2} & 0 \\
1 & 1+D t & 1+D(t-1)+D^{2}(t-2) \\
1 & 1+D t & 0 \\
-1 & 0 & 0
\end{array}\right]
$$

is a minimal basis of $\operatorname{ker}\left[D I_{3},-B\right]$. This is true by construction and in addition because of Proposition 4.1 since

$$
\operatorname{rk}[V]_{l}=\operatorname{rk}\left[\begin{array}{rcc} 
& 0_{3 \times 3} & \\
1 & t & t-2 \\
1 & t & 0 \\
-1 & 0 & 0
\end{array}\right]=3
$$

At least

$$
\mu\left(D I_{3}, B\right)=\left[\begin{array}{ccc}
1 & 1+D t & 1+D(t-1)+D^{2}(t-2) \\
1 & 1+D t & 0 \\
-1 & 0 & 0
\end{array}\right] \cdot \mathscr{M}[D]^{3}
$$

with minimal indices $(0,1,2)$.

## 6. Geometric indices and controllability

Following Brunovksý (1970, p. 179) we introduce a third class of indices.
Let $(A, B) \in \mathscr{A}^{n \times(n+m)}$ and consider $K^{l}(A, B)$ as in (3.1) for fixed $t \in \mathbb{R}$, i.e. $K^{l}(A(t), B(t)) \in \mathbb{R}^{n \times(l+1) m}$. Define

$$
\begin{equation*}
r_{i}(t):=\mathrm{rk}_{\mathrm{R}} K^{i}(A(t), B(t))-\mathrm{rk}_{\mathrm{R}} K^{i-1}(A(t), B(t)) \tag{6.1}
\end{equation*}
$$

for $i=0, \ldots, n-1$ and $r k_{\mathrm{R}} K^{-1}(A(t), B(t)):=0$.
Let $\alpha_{i}(t)$ be the number of $r_{j}(t) s$ which are greater or equal to $i$, i.e.

$$
\begin{equation*}
\alpha_{i}(t):=\sum_{j: r r_{i}(t) \geqslant i} 1 \quad \text { for } i=1, \ldots, m \tag{6.2}
\end{equation*}
$$

Since $(A, B)$ is analytic, it follows that $r_{i}(t)=$ const for $t \in \mathbb{R} \backslash N$, where $N$ is a discrete set, and $\alpha_{i}(t)=$ const for $t \in \mathbb{R} \backslash M, M \subseteq N$. Then on $\mathbb{R} \backslash N$ we have

$$
0 \leq r_{n-1}(t) \leq \ldots \leq r_{0}(t) \leq \mathrm{rk}_{\mathrm{R}} B(t) \leq m
$$

and

$$
0 \leq \alpha_{m}(t) \leq \ldots \leq \alpha_{1}(t) \leq n
$$

The functions $\alpha_{1}, \ldots, \alpha_{m}$ are called the geometric indices of $(A, B)$.
The following example demonstrates that the information on $(A, B)$ contained in the $r_{i}(t)$ may be lost if we consider $\alpha_{i}(t)$.

## Example 6.1

Consider the system given in Example 3.1 (resp. Example 5.2). Then

$$
\begin{aligned}
& r_{0}(t)=\mathrm{rk}_{\mathrm{R}} B(t)= \begin{cases}1 & \text { for } t=0 \\
2 & \text { for } t \neq 0\end{cases} \\
& r_{1}(t)=\mathrm{rk}_{\mathrm{R}}[B(t), \dot{B}(t)]-\mathrm{rk}_{\mathrm{R}} B(t)=3-r_{0}(t)= \begin{cases}2 & \text { for } t=0 \\
1 & \text { for } t \neq 0\end{cases} \\
& r_{2}(t)=\mathrm{rk}_{\mathrm{R}} K(A(t), B(t))-\mathrm{rk}_{\mathrm{R}}[B(t), \dot{B}(t)]=0
\end{aligned}
$$

and $\left(\alpha_{1}(t), \alpha_{2}(t), \alpha_{3}(t)\right)=(2,1,0)$.

## Proposition 6.1

For $(A, B) \in \mathscr{A}^{n \times(n+m)}$ the set of geometric indices of $(A, B)$ coincide with the set of minimal indices of $\mu\left(D I_{n}-A, B\right)$ on $\mathbb{R} \backslash N$, where $N$ is a discrete set.

## Proof

The proof follows the proof of Münzner and Prätzel-Wolters (1979, p. 298) for the
time-invariant case. Let $V_{d}:=\{v \in \mathscr{M}[D] \mid \operatorname{deg} v \leqslant d\}$, then

$$
\hat{K}_{A, B}\left(V_{d}\right)=\left\{K^{d}(A, B)\left[u_{0}, \ldots, u_{d}\right]^{\mathrm{T}} \mid u_{0}, \ldots, u_{d} \in \mathscr{M}^{m}\right\}
$$

The map

$$
\begin{aligned}
& f: \hat{K}_{A, B}\left(V_{d}\right) \rightarrow V_{d} / V_{d} \cap \operatorname{ker} \hat{K}_{A, B} \\
& K^{d}\left[u_{0}, \ldots, u_{d}\right]^{\mathrm{T}} \mapsto u_{0}+\ldots+D^{d} u_{d}+\left(V_{d} \cap \operatorname{ker} \hat{K}_{A, B}\right)
\end{aligned}
$$

is a $\mathscr{M}$-right homomorphism.
Let $m_{d}:=V_{d} \cap \operatorname{ker} \hat{K}_{A, B}$. Then

$$
\begin{equation*}
\operatorname{dim}_{\mathscr{M}} \hat{K}_{A, B}\left(V_{d}\right)=m(d+1)-\operatorname{dim}_{\mathscr{M}} m_{d} \tag{6.3}
\end{equation*}
$$

From now on we consider the system on a non-void open interval where the $r_{i}(t) \mathrm{s}$ $(i=0, \ldots, n-1)$ as defined in (6.1) are constant. Let $h(d)$ denote the number of indices of $\mu\left(D I_{n}-A, B\right)$ equal to $d \in \mathbb{N}$. Using the proof '(iv) $\Rightarrow$ (i)' in Proposition 4.1 we have:

$$
\begin{equation*}
h(d)=\operatorname{dim}_{\mathscr{M}} m_{d}+\operatorname{dim}_{\mathscr{M}} m_{d-2}-2 \operatorname{dim}_{\mathscr{K}} m_{d-1} \tag{6.4}
\end{equation*}
$$

It remains to show that $h(d)=k(d)$ for $d \in \mathbb{N}$, where $k(d):=\sum_{l: \mathrm{z}_{\mathrm{i}}=d} 1$ and $\alpha_{1}, \ldots, \alpha_{m}$ denote the set of geometric indices of $(A, B)$. Since $\sum_{d: d \geqslant l} k(d)=\sum_{i: x_{i} \geqslant 1} 1=\sum_{i: 1 \leqslant i \leqslant r_{l-1}} 1=r_{l-1}$ it follows that

$$
k(d)=r_{d-1}-r_{d}=2 \mathrm{rk}_{\not / \mu} K^{d-1}(A, B)-\mathrm{rk}_{\mathscr{\mu}} K^{d-2}(A, B)-\mathrm{rk}_{\not \mu} K^{d}(A, B)
$$

The equations $\mathrm{rk}_{\mathscr{\mu}} K^{d}(A, B)=\operatorname{dim}_{\mathscr{\mu}} \hat{K}_{A, B}\left(V_{d-1}\right),(6.3)$ and (6.4) yield

$$
\begin{aligned}
k(d) & =2 \operatorname{dim}_{\mathscr{H}} \hat{K}_{A, B}\left(V_{d-1}\right)-\operatorname{dim}_{\mathscr{H}} \hat{K}_{A, B}\left(V_{d-2}\right)-\operatorname{dim}_{\mathscr{H}} \hat{K}_{A, B}\left(V_{d}\right) \\
& =\operatorname{dim}_{\mathscr{M}} m_{d}+\operatorname{dim}_{\cdot \mu} m_{d-2}-2 \operatorname{dim}_{\mathscr{M}} m_{d-1}=h(d)
\end{aligned}
$$

Now we are able to characterize controllability by all of the indices discussed before.

## Proposition 6.2

For $(A, B) \in \mathscr{A}^{n \times(n+m)}$ the following are equivalent:
(i) $(A, B)$ is controllable.
(ii) The sum of the controllability indices of $(A, B)$ is $n$.
(iii) The sum of the minimal indices of $\mu\left(D I_{n}-A, B\right)$ is $n$.
(iv) There exists a non-void open interval $I \subseteq \mathbb{R}$ such that the sum of geometric indices of $(A, B)$ on $I$ is $n$.

Proof
For ${ }^{\prime}(\mathrm{i}) \Leftrightarrow(\mathrm{ii}) \Rightarrow($ iii $) \Rightarrow($ iv)' see Propositions 3.1, 5.2 and 6.1 . We prove '(iv) $\Rightarrow(\mathrm{i})$ '. Let $\sum_{i=1}^{m} \alpha_{i}(t)=n$ on $I$. Since $\sum_{i=1}^{m} \alpha_{i}(t)=\sum_{j=0}^{n-1} \sum_{i: i \leqslant r_{j}(t)} 1=\sum_{j=0}^{n-1} r_{j}(t)=\mathrm{rk}_{\mathrm{R}} K(A(t), B(t))$ on $I$, it follows from Proposition 3.1 that $(A, B)$ is controllable.

In Ilchmann et al. (1984, Definition 6.1) controllability for systems in differential operator representation is defined as follows.

## Definition 6.1

$\mathbb{P}=\left[\begin{array}{cc}P & -Q \\ V & W\end{array}\right] \in \mathscr{M}[D]^{(n+p) \times(n+m)}$ is called controllable on $\left[t_{0}, t_{1}\right]$ if for any $z^{0} \in \operatorname{ker} \bar{P}$ there exists a control $u \in \mathscr{U}^{m}$ such that

$$
\left(z^{0}+z_{u}\right)(t)=\left\{\begin{array}{cl}
z^{0}(t) & \text { for } t \leqslant t_{0} \\
0 & \text { for } t \geqslant t_{1}
\end{array}\right.
$$

where $z_{u}$ denotes the forced motion starting from zero under control $u$, see (2.4).
Since controllability (cf. Ilchmann et al. (1984), Remark 6.2) and the input module is invariant under system equivalence (see Lemma 5.1) one can use a state-space representation for the system matrices (cf. Ilchmann et al. (1984), Proposition 5.7) and the foregoing Proposition 6.2 to prove the following.

## Proposition 6.3

$\mathbb{P}=\left[\begin{array}{cc}P & -Q \\ V & W\end{array}\right] \in \mathscr{M}[D]^{(r+p) \times(r+m)}$ is controllable on an interval $I \in \mathbb{R}$ if and only if the sum of minimal indices of $\mu(P, Q)$ coincides with $\operatorname{dim} \operatorname{ker}_{s q} P$.

This proposition also shows that the input module is an appropriate tool to generalize invariant indices for time-varying systems in differential operator representation.

In the following it will be explained how different definitions of controllability in the case of state-space systems are related.

## Definition 6.2

A system $(A, B) \in \mathscr{A}^{n \times(n+m)}$ is said to be uniformly controllable if $\mathrm{rk}_{\mathrm{R}} K(A(t), B(t))=n$ for every $t \in \mathbb{R}$.

While in the single-input case this condition is equivalent to controllability and constant $r_{i}(t)$ s, for multi-input systems uniform controllability is not sufficient to guarantee the existence of a normal form. Consider, for example, the system

$$
\left(0,\left[\begin{array}{ll}
t & 0 \\
0 & t
\end{array}\right]\right) \in \mathscr{A}^{2 \times 4}
$$

and assume that there exists a $T \in \mathscr{M}^{2 \times 2}$ such that

$$
T\left[\begin{array}{ll}
t & 0 \\
0 & t
\end{array}\right]=\left[\begin{array}{ll}
1 & b \\
0 & 1
\end{array}\right]
$$

with $b \in \mathscr{A}$. Then this equality implies

$$
T=\left[\begin{array}{cc}
t^{-1} & c \\
0 & t^{-1}
\end{array}\right] \notin \mathrm{GL}_{2}(\mathscr{A}), \quad c \in \mathscr{M}
$$

## Remark 6.1

For $(A, B) \in \mathscr{A}^{n \times(n+m)}$ let $H \in \mathscr{A}^{n \times n^{\prime}}$ be given as in (3.4). The value of $H$ at $t \in \mathbb{R}$ will be denoted by $H(t)$. Then the following implications hold due to the construction of $H$ :

$$
\begin{aligned}
\mathrm{rk}_{\mathbb{R}} H(t) & =\mathrm{rk}_{\mathscr{\mu}} H \quad \text { for every } t \in \mathbb{R} \\
& \Rightarrow r_{i}(t)=\mathrm{const} \quad \text { for } i=0, \ldots, n-1 \\
& \Rightarrow \mathrm{rk}_{\mathbb{R}} K(A(t), B(t))=\sum_{i=1}^{n-1} r_{i}=\sum_{i=1}^{m} \alpha_{i}=\mathrm{rk}_{\cdot \mu} H \quad \text { for every } t \in \mathbb{R}
\end{aligned}
$$

In general the inverse conclusions are false. To see this, consider $(A, B)=$ $\left(0,\left[\begin{array}{ccc}t & 0 & 1 \\ 0 & 1 & 0\end{array}\right]\right) \in \mathscr{A}^{2 \times 5} . \quad$ Then $r_{0}(t)=\mathrm{rk}_{\mathrm{R}} B(t)=2$ and $r_{1}(t)=0$, but $H=\left[\begin{array}{cc}t & 0 \\ 0 & 1\end{array}\right]$ Then

For the inversion of the second implication consider $(A, B)=\left(0,\left[\begin{array}{cc}t & 0 \\ 0 & 1\end{array}\right]\right) \in \mathscr{A}^{2 \times 4}$.

$$
\mathrm{rk}_{\mathbb{R}} K(A(t), B(t))=\mathrm{rk}_{\mathbb{R}}\left[\begin{array}{cccc}
t & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{array}\right]=2=\mathrm{rk}_{\mu}\left[\begin{array}{cc}
t & 0 \\
0 & 1
\end{array}\right]
$$

and, in addition, $(A, B)$ is uniformly controllable. But

$$
r_{0}(t)=\mathrm{rk}_{\mathrm{R}} B(t)= \begin{cases}2 & \text { for } t \neq 0 \\ 1 & \text { for } t=0\end{cases}
$$

## 7. Formal transfer matrix

In Ilchmann et al. (1984, Definition 7.2) the input-output map $G$ of a system $\mathbb{P}=\left[\begin{array}{cc}P & -Q \\ V & W\end{array}\right] \in \mathscr{M}[D]^{(n+p) \times(n+m)}$ is introduced:

$$
\left.\begin{array}{rl}
G: \mathscr{U}^{m} \rightarrow \mathscr{U}^{p}  \tag{7.1}\\
& u \mapsto V\left(z_{u}\right)+W(u)
\end{array}\right\}
$$

where $z_{u}$ is the forced motion starting from zero under control $u$, see (2.4).
In the following we introduce the formal transfer matrix $\hat{G}=V P^{-1} Q+W$ and analyse its connection with $G$. For this, let

$$
\mathscr{M}(D):=\left\{p^{-1} q \mid p \in \mathscr{M}[D]^{*}, q \in \mathscr{M}[D]\right\}
$$

denote the left-skew field of fractions of $\mathscr{M}[D]$. This field is constructed as follows (cf. Cohn (1971), p. 20): For pairs $(p, q) \in \mathscr{M}[D]^{*} \times \mathscr{M}[D]$ we define an equivalence relation between them by the condition: $\left(p_{1}, q_{1}\right)=\left(p_{2}, q_{2}\right)$ iff there exist $u_{1}, u_{2} \in \mathscr{M}[D]^{*}$ such that

$$
u_{2} p_{1}=u_{1} p_{2} \quad \text { and } \quad u_{2} q_{1}=u_{1} q_{2}
$$

The equivalence class containing a pair $(p, q)$ is denoted by $p^{-1} q$. The multiplication

$$
p_{1}^{-1} q_{1} \cdot p_{2}^{-1} q_{2}=\left(u_{2} p_{1}\right)^{-1}\left(u_{1} q_{2}\right) \quad \text { with } u_{1}, u_{2} \in \mathscr{M}[D]^{*} \text { such that } u_{1} p_{2}=u_{2} q_{1}
$$

depends only on the equivalence classes of the factors and is associative.
For $P \in \mathscr{M}(D)^{n \times m}$ it can be proved (analogous to the commutative case) that there
exist $U \in \mathrm{GL}_{n}(\mathscr{M}(D))$ and $U^{\prime} \in \mathrm{GL}_{m}(\mathscr{M}(D))$ such that

$$
P=U \operatorname{diag}(1, \ldots, 1,0, \ldots, 0) U^{\prime}
$$

The number $r$ is called the rank of $P$, rk $P=r$, and it coincides with the maximal number of right linear independent columns or left independent rows (over $\mathscr{M}(D)$ ) of $P$. Furthermore for $n \leqslant m(n \geqslant m)$ we have
$P$ is right- (left-) invertible iff rk $P=n(=m)$

## Definition 7.1

Let $\mathbb{P}=\left[\begin{array}{cc}P & -Q \\ V & W\end{array}\right] \in \mathscr{M}[D]^{(n+p) \times(n+m)}$. Then $\hat{G}=V P^{-1} Q+W \in \mathscr{M}(D)^{p \times m} \quad$ is called the formal transfer matrix of $\mathbb{P}$.
$\hat{G}$ can be associated with an operator acting on $\mathscr{U}^{m}$ in the following way (see (2.4))

$$
\begin{aligned}
\hat{G}: \mathscr{U}^{m} & \rightarrow \mathscr{U}^{p} \\
u \mapsto & \left(V P^{-1} Q+W\right)(u) \\
& \text { with }\left(P^{-1} Q\right)(u):=z_{u} \quad \text { and } \quad\left(z_{u}, u\right)^{\mathrm{T}} \in M_{+}(P, Q)
\end{aligned}
$$

Therefore $G(u)=\hat{G}(u)$ for every $u \in \mathscr{U}^{m}$.
If $\mathbb{P}=\left[\begin{array}{cc}D I_{n} & -B \\ C & E(D)\end{array}\right] \in \mathscr{M}[D]^{(n+p) \times(n+m)}$ is an analytic state-space system with constant free motion it follows that

$$
\left[\begin{array}{ll}
C & \left(D I_{n}\right)^{-1} B+E(D)
\end{array}\right](u(t))=C(t) \int_{-\infty}^{t} B(s) u(s) d s+E(D)(u(t))
$$

for every $u \in \mathscr{U}^{m}$.
Unfortunately the formal transfer matrices of time-varying systems do not form an $\mathbb{R}$-algebra with respect to the usual multiplication of matrices over a skew field: If $P \in \mathscr{M}[D]^{n \times n}$ and $Q \in \mathscr{M}[D]^{r \times m}$, then $P^{-1} Q \in \mathscr{M}(D)^{n \times m}$ can be interpreted as an operator on $\mathscr{U}^{m}$ only if $P$ is full and $\operatorname{im} Q \subseteq i m P$. But the set $\left\{P^{-1} Q \in \mathscr{M}(D)^{n \times p} \mid P \in \mathscr{M}[D]^{n \times n}\right.$ full w.r.t. $\mathscr{A}, Q \in \mathscr{M}[D]^{n \times p}$ and $\left.\operatorname{im} Q \subseteq \operatorname{im} P\right\}$ do not form an $\mathbb{R}$-algebra. If $P_{1}^{-1} Q_{1} \cdot P_{2}^{-1} Q_{2}=P^{-1} Q$ and $P_{1}, P_{2}$ are full, in general $P$ is not full.

Lemma 7.1

$$
\left\{V P^{-1} Q+W \in \mathscr{M}(D)^{p \times m}\left[\left[\begin{array}{cc}
P & -Q \\
V & W
\end{array}\right] \in \mathscr{M}[D]^{(n+p) \times(n+m)} \text { is a system matrix, } n \in \mathbb{N}\right\}\right.
$$

is an $\mathbb{R}$-algebra with respect to the following multiplication and addition:

$$
\begin{gathered}
\left(V_{1} P_{1}^{-1} Q_{1}+W_{1}\right) \odot\left(V_{2} P_{2}^{-1} Q_{2}+W_{2}\right)=\left[0, V_{2}, W_{2} P^{-1}\right]\left[\begin{array}{c}
-Q \\
0 \\
W_{1}
\end{array}\right], \\
P:=\left[\begin{array}{ccc}
P_{1} & 0 & 0 \\
0 & P_{2} & -Q_{2} \\
V_{1} & 0 & -I_{k}
\end{array}\right]
\end{gathered}
$$

$$
\left(V_{1} P_{1}^{-1} Q_{1}+W_{1}\right) \oplus\left(V_{2} P_{2}^{-1} Q_{2}+W_{2}\right)=\left[-V_{1}, V_{2}\right]\left[\begin{array}{cc}
P_{1} & 0 \\
0 & P_{2}
\end{array}\right]^{-1}\left[\begin{array}{l}
Q_{1} \\
Q_{2}
\end{array}\right]+W_{1}+W_{2}
$$

These operations correspond to series and parallel connections of systems, see Rosenbrock (1970, p. 125).

## Proof

We prove that $P$ is full w.r.t. $\mathscr{A}$. The state-space representation for system matrices (see Ilchmann et al. (1984), p. 353) yields

$$
\left[\begin{array}{cc}
P_{i} & -Q_{i} \\
V_{i} & W_{i}
\end{array}\right] \stackrel{\text { se }}{\sim}\left[\begin{array}{cc}
D I_{n_{i}} & -B_{i} \\
C_{i} & E_{i}(D)
\end{array}\right] \in \mathscr{A}[D]^{\left(n_{i}+p\right) \times\left(n_{i}+m\right)}, \quad n_{i}=\operatorname{dim} \operatorname{ker}_{\mathscr{A}} P_{i}, \quad i=1,2
$$

Using this representation and the fact that the full matrix

$$
\left[\begin{array}{ccc}
D I_{n_{i}} & 0 & 0 \\
-B_{2} C_{1} & D I_{n_{2}} & 0 \\
C_{1} & 0 & -I_{k}
\end{array}\right] \text { is equivalent to }\left[\begin{array}{ccc}
D I_{n_{1}} & 0 & 0 \\
0 & D I_{n_{2}} & -B_{2} \\
C_{1} & 0 & -I_{k}
\end{array}\right]:=P^{\prime}
$$

we conclude

$$
\left[\begin{array}{c:c} 
& -Q \\
P & 0 \\
& W_{1} \\
\hdashline 0, V_{2}, W_{2} & 0
\end{array}\right] \stackrel{\text { se }}{\sim}\left[\begin{array}{c:c} 
& -B_{1} \\
P^{\prime} & 0 \\
& E_{1}(D) \\
\hdashline 0, C_{2}, E_{2}(D) & 0
\end{array}\right]
$$

The property full is preserved under system equivalence. Thus $P$ is full.

## Lemma 7.2

Both the formal transfer matrix and the input-output map of a system matrix are invariant under system equivalence.

## Proof

For the latter, see Ilchmann et al. (1984, Proposition 7.3 (a)). We give a proof of the first statement. Let

$$
\mathbb{P}_{i}=\left[\begin{array}{cc}
P_{i} & -Q_{i} \\
V_{i} & W_{i}
\end{array}\right] \in[D]^{\left(n_{i}+p\right) \times\left(n_{i}+m\right)}, \quad i=1,2 \quad \text { and } \quad \mathbb{P}_{1} \stackrel{\text { se }}{\sim} \mathbb{P}_{2}
$$

With the notation of (2.2) we obtain

$$
X P_{1}+V_{1}=V_{2} T_{1}, \quad-X Q_{1}+W_{1}=V_{2} Y+W_{2}, \quad T P_{1}=P_{2} T_{1}, \quad-T Q_{1}=P_{2} Y-Q_{2}
$$

Using the equations in this sequence we conclude

$$
\begin{aligned}
V_{1} P_{1}^{-1} Q_{1}+W_{1} & =\left(V_{2} T_{1} P_{1}^{-1}-X\right) Q_{1}+W_{1}=V_{2} Y+V_{2} T_{1} P_{1}^{-1} Q_{1}+W_{2} \\
& =V_{2} P_{2}^{-1}\left(P_{2} Y+T Q_{1}\right)+W_{2}=V_{2} P_{2}^{-1} Q_{2}+W_{2}
\end{aligned}
$$

The following lemma is used to give a proof of the main result of this section.

## Lemma 7.3

Let $\mathbb{P}=\left[\begin{array}{cc}D I_{n} & -B \\ C & E(D)\end{array}\right] \in \mathscr{A}[D]^{(n+p) \times(n+m)}$ with input-output map $G$ given. Then there exist $k(D) \in \mathscr{M}[D]^{*}$ and $N(D) \in \mathscr{M}[D]^{p \times m}$ such that $\left(k(D) I_{p} \circ G\right)(u)=N(D)(u)$ for every $u \in \mathscr{U}^{m}$.

## Proof

(i) For $c, b \in \mathscr{A}$ we prove: $\left(c \circ D^{-1} b\right)(u)=\left(\left(D-\frac{c}{c}\right)^{-1} c b\right)(u)$ for every $u \in \mathscr{U}$. Multiplication in $\mathscr{M}(D)$ implies $c D^{-1}=\left(D-\frac{\dot{c}}{c}\right)^{-1} c$. Let $D^{-1} b(u)=\overline{z_{u}}$ with $\left(\bar{z}_{u}, u\right) \in M_{+}(D, b)$ and $\left(\left(D-\frac{\dot{c}}{c}\right)^{-1} c b\right)(u)=z_{u}$ with $\left(z_{u}, u\right) \in M_{+}\left(D-\frac{\dot{c}}{c}, c b\right)$. It remains to show that $c \overline{z_{u}}=z_{u}$. Since the kernel of $\left(D-\frac{\dot{c}}{c}\right)$ consists only of analytic functions (see Ilchmann et al. (1984), Lemma 2.5) and $z_{u}$ and $\bar{z}_{u}$ have bounded support, the proof is achieved if $\left(D-\frac{\dot{c}}{c}\right)\left(c \overline{z_{u}}-z_{u}\right)=0$. The latter follows from $\left(D-\frac{\dot{c}}{c}\right)\left(c \overline{z_{u}}\right)=$ $(D c-\bar{c})\left(\bar{z}_{u}\right)=c D\left(\bar{z}_{u}\right)=c b u=\left(D-\frac{c}{c}\right)\left(z_{u}\right)$.
(ii) Let $\left(\left(c_{i j}\right)\right)=C$ and $k=k_{i j}\left(D-\frac{\dot{c}_{i j}}{c_{i j}}\right) \in \mathscr{A}[D]$ be a least common left multiple of $\left\{\left.D-\frac{\dot{c}_{i j}}{c_{i j}} \right\rvert\, c_{i j} \neq 0,1 \leqslant i \leqslant p, 1 \leqslant j \leqslant m\right\}$.

Applying (i) we conclude

$$
\begin{aligned}
\left(k I_{p} \circ G\right)(u) & =\left(k I_{p} \circ\left(\left(c_{i j}\right)\right) \circ D^{-1} B+k I_{p} \circ E(D)\right)(u) \\
& =\left(k I_{p} \circ\left(\left(D-\frac{\dot{c}_{i j}}{c_{i j}}\right)^{-1} c_{i j}\right) B+k I_{p} E(D)\right)(u) \\
: & =N(D)(u)
\end{aligned}
$$

## Proposition 7.1

Let $\mathbb{P}_{i}=\left[\begin{array}{cc}P_{i} & -Q_{i} \\ V_{i} & W_{i}\end{array}\right] \in \mathscr{M}[D]^{\left(n_{i}+p\right) \times\left(n_{i}+m\right)}$ with input output map $G_{i}$ and formal transfer matrix $\hat{G}_{i}$ be given, $i=1,2$. Then $\hat{G}_{1}=\hat{G}_{2}$ iff $G_{1}(u)=G_{2}(u)$ for every $u \in \mathscr{U}^{m}$.

## Proof

Because of Lemma 7.2 and the state-space representation for system matrices (see Ilchmann et al. (1984), Proposition 5.7) we may assume without restriction of generality that

$$
\mathbb{P}_{\lambda}=\left[\begin{array}{cc}
D I_{n \lambda} & -B_{\lambda} \\
C_{\lambda} & E_{\lambda}(D)
\end{array}\right] \in \mathscr{A}[D]^{\left(n_{\lambda}+p\right) \times\left(n_{\lambda}+m\right)}, \quad \lambda=1,2
$$

Let $\left(\left(c_{i j}^{\lambda}\right)\right)=C_{\lambda}$ for $\lambda=1,2$ and $k(D)$ be a least common left multiple of

$$
\left\{\left.\left(D-\frac{\dot{c}_{i j}^{\lambda}}{c_{i j}^{\lambda}}\right) \right\rvert\, c_{i j}^{\lambda} \neq 0,1 \leqslant i \leqslant p, 1 \leqslant j \leqslant n, \lambda=1,2\right\}
$$

$N_{\lambda}(D):=k(D) I_{p}\left(C_{\lambda} D^{-1} I_{n_{\lambda}} B_{\lambda}+E_{\lambda}(D)\right) \in \mathscr{M}[D]^{p \times m}$ for $\lambda=1,2$. Use of Lemma 7.3 implies $\left(k(D) \circ\left(G_{1}-G_{2}\right)\right)(u)=\left(N_{1}(D)-N_{2}(D)\right)(u)$. From Ilchmann et al. (1984, Appendix) the following implication is known for arbitrary $N(D) \in \mathscr{M}[D]^{p \times m}:$ If $N(D)(u)=0$ for every $u \in \mathscr{U}^{m}$ then $N(D)=0$. This completes the proof.

## 8. Dynamical indices

The introduction of the formal transfer matrix in $\S 7$ enables us to define a fourth class of indices.

## Definition 8.1

Let $\mathbb{P}=\left[\begin{array}{cc}P & -Q \\ V & W\end{array}\right] \in \mathscr{M}[D]^{(n+p) \times(n+m)}$ and $\hat{G}=V P^{-1} Q+W$. The minimal indices of the $\mathscr{M}[D]$-right module

$$
m_{\hat{G}}:=\left\{u \in \mathscr{M}[D]^{m} \mid \hat{G} u \in \mathscr{M}[D]^{p}\right\}
$$

are called the dynamical indices of $\hat{G}$.
Forney (1975, Chap. 7) considers proper rational input-output maps $G(s): \mathbb{R}(s)^{m} \rightarrow \mathbb{R}(s)^{p}$ and the minimal indices of the rational vector space $\left\{(u(s), G(s) u(s))^{\mathrm{T}} \mid u(s) \in \mathbb{R}(s)^{m}\right\}$ which he calls the 'dynamical indices' of $G(s)$. Münzner and Prätzel-Wolters (1979) show that these indices coincide with those of the module $\left\{u(s) \in \mathbb{R}[s]^{m} \mid G(s) u(s) \in \mathbb{R}[s]^{p}\right\}$. Forney (1975) proves that the set of dynamical indices of $G(s)$ and the set of controllability indices of a certain realization of $G(s)$ coincide. This result generalizes as follows.

Definition 8.2
$\mathbb{P}=\left[\begin{array}{cc}P & -Q \\ V & W\end{array}\right] \in[D]^{(n+p) \times(n+m)}$ is called observable if $V$ acts as a monomorphism on $\operatorname{ker}_{\mathscr{A}} P$.

It can be shown that $\mathbb{P}$ is observable if and only if $P$ and $V$ are right coprime, i.e. there exist $R \in \mathscr{M}[D]^{n \times n}$ and $S \in \mathscr{M}[D]^{n \times p}$ such that $R P+S V=I_{n}$ (see Ilchmann et al. (1984) § 6).

## Proposition 8.1

Let $\mathbb{P}=\left[\begin{array}{cc}P & -Q \\ V & W\end{array}\right] \in \mathscr{M}[D]^{(n+p) \times(n+m)}$ be observable. Then $m_{\hat{G}}=\mu(P, Q)$.

## Proof

We use the notation as above.
' $\subseteq$ ': Let $u \in m_{\hat{G}}$. Then

$$
z:=P^{-1} Q u=(R P+S V) P^{-1} Q u=R Q u+S(\hat{G}-W) u \in \mathscr{M}[D]^{n} .
$$

' $\supseteq$ ': For $u \in \mathscr{M}[D]^{m}$ there exists $z \in \mathscr{M}[D]^{n}$ such that $P z=Q u$. Then

$$
\hat{G} u=V_{z}+W u \in \mathscr{M}[D]^{p} .
$$

Corollary 8.1
Let $\mathbb{P}=\left[\begin{array}{cc}P & -Q \\ V & W\end{array}\right] \in \mathscr{M}[D]^{(n+p) \times(n+m)}$ be observable and $\hat{G}=V P^{-1} Q+W$. Then the set of dynamical indices of $\hat{G}$ and the set of minimal indices of $\mu(P, Q)$ coincide.

## 9 Characterization of system equivalence and a complete set of invariants

The analysis of the input module enables us to give a characterization of system equivalent controllable time-varying systems. These results are known for timeinvariant state-space systems, cf. Popov (1972).

## Proposition 9.1

Let $\mathbb{P}=\left[\begin{array}{cc}P & -Q \\ V & W\end{array}\right] \in \mathscr{M}[D]^{(r+p) \times(r+m)}$ and $\mathbb{P}^{\prime}=\left[\begin{array}{cc}P^{\prime} & -Q^{\prime} \\ V^{\prime} & W^{\prime}\end{array}\right] \in \mathscr{M}[D]^{\left(r^{\prime}+p\right) \times\left(r^{\prime}+m\right)}$ be both controllable. Then

$$
\mathbb{P} \stackrel{\text { se }}{\sim} \mathbb{P}^{\prime} \quad \text { iff } \quad \mu(P, Q)=\mu\left(P^{\prime}, Q^{\prime}\right) \quad \text { and } \quad V P^{-1} Q+\stackrel{W}{\stackrel{W}{V^{\prime}}} P^{\prime-1} Q^{\prime}+W^{\prime}
$$

Proof
For every system matrix there exists a system-equivalent state-space representation (see Ilchmann et al. (1984), Proposition 5.7). Furthermore controllability, input module and formal transfer matrix are invariant under system equivalence. Therefore we assume without restriction of generality that

$$
\mathbb{P}=\left[\begin{array}{cc}
D I_{n} & -B \\
C & E(D)
\end{array}\right] \in \mathscr{M}[D]^{(n+p) \times(n+m)} \quad \text { and } \quad \mathbb{P}^{\prime}=\left[\begin{array}{cc}
D I_{n^{\prime}} & -B^{\prime} \\
C^{\prime} & E^{\prime}(D)
\end{array}\right] \in \mathscr{M}[D]^{\left(n^{\prime}+p\right) \times\left(n^{\prime}+m\right)}
$$

' $\Rightarrow$ ': Immediately by Lemma 5.1.
' $\Leftarrow$ ':
(i) We prove that $\operatorname{ker} \hat{K}_{0, B}=\operatorname{ker} \hat{K}_{0, B^{\prime}}$ implies $(0, B) \stackrel{\mathrm{s}}{\sim}\left(0, B^{\prime}\right) . \quad$ Let $B=\left[b_{1}, \ldots, b_{m}\right]$ and $B^{\prime}=\left[b_{1}^{\prime}, \ldots, b_{m}^{\prime}\right]$ for $i=1, \ldots, m . \quad k_{i}$ (resp. $k_{i}^{\prime}$ ) denote the controllability indices of $(0, B)$ (resp. $\left(0, B^{\prime}\right)$ ). Then

$$
H=\left[b_{1}, \dot{b}_{1}, \ldots, b_{1}^{\left(k_{1}-1\right)}, b_{2}, \ldots, b_{m}^{\left(k_{m}-1\right)}\right] \in \mathrm{GL}_{n}(\mathscr{M})
$$

and

$$
H^{\prime}=\left[b_{1}^{\prime}, \dot{b}_{1}^{\prime}, \ldots, b_{1}^{\prime\left(k_{1}^{\prime}-1\right)}, b_{2}^{\prime}, \ldots, b_{m}^{\prime\left(k_{m}^{\prime}-1\right)}\right] \in \mathrm{GL}_{n^{\prime}}(\mathscr{M})
$$

Since ker $\hat{K}_{0, B}=\operatorname{ker} \hat{K}_{0, B^{\prime}}$ we have $\left\{k_{1}, \ldots, k_{m}\right\}=\left\{k_{1}^{\prime}, \ldots, k_{m}^{\prime}\right\}$. Let

$$
u=\sum_{\lambda=0}^{k_{i}-1} D^{\lambda}(-1)^{\lambda} u_{\lambda} \quad \text { with } \quad u_{\lambda}=\left(0, \ldots, 0, a_{\uparrow}, 0, \ldots, 0\right)^{\mathrm{T}} \in \mathscr{M}^{m}
$$

$i$ th row
for $i \in\{1, \ldots, m\}$ and $a_{\lambda} \neq 0$ for some $\lambda \in\left\{0, \ldots, k_{i}-1\right\}$. Then $u \notin \operatorname{ker} \hat{K}_{0, B}$ and so $u \notin \operatorname{ker} \hat{K}_{0, B^{\prime}}$, which implies $k_{i} \leqslant k_{i}^{\prime}$. On the other hand $k_{i}^{\prime} \leqslant k_{i}$. Thus $k_{i}=k_{i}^{\prime}$ for $1 \leqslant i \leqslant m$.

Since $\mathbb{P}$ and $\mathbb{P}^{\prime}$ are controllable it follows that $\mathfrak{Q}^{n}=\sum_{i=1}^{m} k_{i}=\sum_{i=1}^{m} k_{i}^{\prime}=n^{\prime}$. Let $T:=H^{\prime} H^{-1} \in \mathrm{GL}_{n}(\mathscr{M})$. Then $H^{\prime}=T H$, i.e. $\quad b_{i}^{(j)}=T b_{i}^{(j)}$ for $\quad 1 \leqslant i \leqslant m$, $j=0, \ldots, k_{i}-1$. Since there exists a unique $u_{i} \in \mathscr{M}^{n}$ such that $H u_{i}=b_{i}^{\left(k_{i}\right)}$, the assumption implies $H^{\prime} u_{i}=b_{i}^{\prime\left(k_{i}\right)}$. Therefore $T b_{i}^{\left(k_{i}\right)}=T H u_{i}=H^{\prime} u_{i}=b_{i}^{\prime\left(k_{i}\right)}$ for $1 \leqslant i \leqslant m$. This yields $\left(T b_{i}^{(j)}\right)^{-}=T\left(b_{i}^{(i)}\right)^{\cdot}$ for $1 \leqslant i \leqslant m, j=0, \ldots, k_{i}-1$ and $\dot{T} H=(T H)-T \dot{H}=0$. In particular $T B=B^{\prime}$. Since $\dot{T}=0$ we have proved $(0, B) \stackrel{s}{\sim}\left(0, B^{\prime}\right)$.
(ii) It remains to prove: $\operatorname{ker} \hat{K}_{0, B}=\operatorname{ker} \hat{K}_{0, B^{\prime}}$ and $C\left(D I_{n}\right)^{-1} B+E(D)=$ $C^{\prime}\left(D I_{n}\right)^{-1} B^{\prime}+E^{\prime}(D)$ imply $\mathbb{P} \stackrel{\text { se }}{\sim} \mathbb{P}^{\prime}$. By (i) we have $C\left(D I_{n}\right)^{-1} B+E(D)=$ $C^{\prime}\left(D I_{n}\right)^{-1} T B+E^{\prime}(D)$. Since $\mathbb{P}$ is controllable there exist $S \in \mathscr{M}[D]^{n \times n}$ and $R \in \mathscr{M}[D]^{m \times n}$ such that $D I_{n} S+B R=I_{n}$ (see Ilchmann et al. (1984), Theorem 6.4). Therefore $\quad\left(C D^{-1} B+E(D)\right) R=\left(C^{\prime} D^{-1} T B+E^{\prime}(D)\right) R \quad$ or equivalently $\left(C D^{-1} B R-C^{\prime} D^{-1} T B R\right)=\left(E^{\prime}(D)-E(D)\right) R$. Since $T$ is constant we have $D^{-1} T=T D^{-1}$. Thus the following equivalent equations are valid:

$$
\begin{aligned}
\left(C-C^{\prime} T\right) D^{-1}\left(I_{n}-D S\right) & =\left(E^{\prime}(D)-E(D)\right) R \\
\left(C-C^{\prime} T\right)\left(I_{n}-S D\right) & =\left(E^{\prime}(D)-E(D)\right) R D \\
\left(C-C^{\prime} T\right) & =\left(\left(E^{\prime}(D)-E(D)\right) R+\left(C-C^{\prime} T\right) S\right) D
\end{aligned}
$$

Comparing the coefficients we conclude $C=C^{\prime} T$ and $E(D)=E^{\prime}(D)$.
If no outputs are considered the following corollary clarifies the relation between the input module and the solution vector space of a system, see (2.3).

## Corollary 9.1

Let $\mathbb{P}_{i}=\left[P_{i}, Q_{i}\right] \in \mathscr{M}[D]^{n \times(n+m)}$ for $i=1,2$ be both controllable. Then the following are equivalent:
(i) $\mathbb{P}_{1} \stackrel{\text { se }}{\sim} \mathbb{P}_{2}$
(ii) $\mu\left(P_{1}, Q_{1}\right)=\mu\left(P_{2}, Q_{2}\right)$
(iii) there exists a map

$$
\begin{aligned}
& f: M\left(P_{1}, Q_{1}\right) \rightarrow M\left(P_{2}, Q_{2}\right) \\
&\binom{z}{u} \mapsto\left[\begin{array}{ll}
T_{1} & Y \\
0 & I
\end{array}\right]\binom{z}{u}
\end{aligned}
$$

with $T_{1} \in \mathrm{GL}_{n}(\mathscr{M}[D]), Y \in \mathscr{M}[D]^{n \times m}$

## Proof

Use Ilchmann et al. (1984, Proposition 4.2(c)).
In Ilchmann et al. (1984, Proposition 7.3) system equivalence is characterized in terms of the input-output map. Using Proposition 7.1 this can now be carried out in the following form.

Remark 9.1
Let $\mathbb{P}_{i}=\left[\begin{array}{cc}P_{i} & -Q_{i} \\ V_{i} & W_{i}\end{array}\right] \in \mathscr{M}[D]^{(n+p) \times(n+m)},(i=1,2)$ be both controllable and
observable. Then

$$
\mathbb{P}_{1} \stackrel{\text { se }}{\sim} \mathbb{P}_{2} \quad \text { iff } V_{1} P_{1}^{-1} Q_{1}+W_{1}=V_{2} P_{2}^{-1} Q_{2}+\dot{W}_{2}
$$

For controllable state-space systems a complete set of invariants of similarity is given in the following.

## Remark 9.2

Let $(A, B) \in \mathscr{A}^{n \times(n+m)}$ be a controllable system with controllability indices $k_{1}, \ldots, k_{m}$. We use the notation as in (3.4). Then there exists a unique matrix $\tilde{U}=\left[\tilde{u}_{1}, \ldots, \tilde{u}_{m}\right] \in \mathscr{M}^{n \times m}$ such that

$$
\left[\phi\left(\phi^{-1} b_{1}\right)^{\left(k_{1}\right)}, \ldots, \phi\left(\phi^{-1} b_{m}\right)^{\left(k_{m}\right)}\right]=H \tilde{U}
$$

Let $\tilde{u}_{i}=\left(\left(u_{i}^{1}\right)_{0}, \ldots,\left(u_{i}^{1}\right)_{k_{1}-1}, \ldots,\left(u_{i}^{m}\right)_{0}, \ldots,\left(u_{i}^{m}\right)_{k_{m}-1}\right)^{\mathrm{T}} \in \mathscr{M}^{n}$ where $\left(u_{i}^{j}\right)_{\lambda}$ is omitted if $k_{j}=0, \lambda \in \mathbb{N}$. Then by construction of $H$ we know that necessarily

$$
\left(u_{i}^{j}\right)_{\lambda}=0 \text { for }\left\{\begin{array}{l}
k_{i}+1 \leqslant \lambda \leqslant k_{j}-1  \tag{9.1}\\
\lambda=k_{j} \text { and } i<j
\end{array}\right.
$$

Using this notation we obtain:

## Proposition 9.2

Let $(A, B),\left(A^{\prime}, B^{\prime}\right) \in \mathscr{A}^{n \times(n+m)}$ both be controllable. Then $(A, B) \stackrel{\mathfrak{s}}{\sim}\left(A^{\prime}, B^{\prime}\right)$ iff $\tilde{u}_{i}=\tilde{u}_{i}^{\prime}$ and $k_{i}=k_{i}^{\prime}$ for $i=1, \ldots, m$.

## Proof

' $\Rightarrow$ ': Let $(A, B)$ and $\left(A^{\prime}, B^{\prime}\right)$ be similar via $T \in \mathrm{GL}_{n}(\mathscr{A})$. Lemma 3.1 yields $T H \hat{u}_{i}=T \phi\left(\phi^{-1} b_{i}\right)^{\left(k_{i}\right)}=\phi^{\prime}\left(\phi^{\prime-1} b_{i}^{\prime}\right)^{\left(k_{i}\right)}=H^{\prime} \tilde{u}_{i}^{\prime}$ for $1 \leqslant i \leqslant m$.
$' \Leftarrow \prime$ ' Without restriction of generality assume $A=A^{\prime}=0$. Let $T:=H^{\prime} H^{-1}$. Then $T b_{i}^{\left(k_{i}\right)}=T H \tilde{u}_{i}=H^{\prime} \tilde{u}_{i}^{\prime}=b_{i}^{\left(k_{i}\right)}$ for $1 \leqslant i \leqslant m$. Arguing as in (i) of the proof of Proposition 9.1 completes the proof.

The following example illustrates how to construct a system with a presented list of invariants.

## Example 9.1

Let $\left(k_{1}, k_{2}, k_{3}\right)=(2,0,1)$ and $U=\left[u_{1}, u_{2}, u_{3}\right] \in \mathscr{A}^{3 \times 3}$. Because of (9.1) let $\tilde{U}$ be of the following structure

$$
\tilde{U}=\left[\begin{array}{lll}
a & d & e \\
b & 0 & 0 \\
c & 0 & f
\end{array}\right]
$$

Define

$$
H:=\left[e_{10}, e_{11}, e_{30}\right]:=I_{3}
$$

and

$$
\left[e_{1 k_{1}}, e_{2 k_{2}}, e_{3 k_{3}}\right]:=\tilde{U}, K_{0}:=B:=\left[e_{10}, e_{20}, e_{30}\right]=\left[\begin{array}{lll}
1 & d & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

$$
K_{1}:=\left[e_{11}, e_{21}, e_{31}\right]=\left[\begin{array}{lll}
0 & & e \\
1 & e_{21} & 0 \\
0 & & f
\end{array}\right]=-A K_{0}+\dot{K}_{0}
$$

which implies

$$
a_{1}=-\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right], a_{3}=-\left[\begin{array}{l}
e \\
0 \\
f
\end{array}\right]
$$

where

$$
A:=\left[a_{1}, a_{2}, a_{3}\right]
$$

and

$$
e_{21}=-d \cdot a_{1}+\left[\begin{array}{l}
d \\
0 \\
0
\end{array}\right]=\left[\begin{array}{l}
d \\
d \\
0
\end{array}\right]
$$

$K_{2}:=\left[e_{12}, e_{22}, e_{32}\right]=\left[\begin{array}{l}a \\ b, e_{22}, e_{32} \\ c\end{array}\right]=-A K_{1}+\dot{K}_{1}=-A\left[\begin{array}{lll}0 & d & e \\ 1 & d & 0 \\ 0 & 0 & f\end{array}\right]+\left[\begin{array}{ccc}0 & \ddot{d} & \dot{e} \\ 0 & d & 0 \\ 0 & 0 & f\end{array}\right]$
which implies

$$
\left[\begin{array}{l}
a \\
b \\
c
\end{array}\right]=-a_{2}
$$

So $(A, B)$ with invariants $(2,0,1)$ is determined.
In general one obtains:

## Proposition 9.3

Let $k_{1}, \ldots, k_{m} \in \mathbb{N}$ with $\sum_{i=1}^{m} k_{i}=n$ be given and $\tilde{U} \in \mathscr{A}^{n \times m}$ which satisfies (9.1). Then there exists a controllable system $(A, B) \in \mathscr{A}^{n \times(n+m)}$ with invariants $k_{1}, \ldots, k_{m}$.

Proof
Let $H:=I_{n}:=\left[e_{10}, \ldots, e_{1, k_{1}-1}, e_{20}, \ldots, e_{m, k_{m}-1}\right]$

$$
\left[e_{1, k_{1}}, \ldots, e_{m, k_{m}}\right]:=U, K_{0}:=B:=\left[e_{10}, \ldots, e_{m 0}\right]
$$

Now successively the columns of $A H$ are defined:

$$
\begin{aligned}
K_{1} & :=\left[e_{11}, \ldots, e_{m 1}\right]=-A K_{0}+\dot{K}_{0} \\
& \vdots \\
K_{d} & :=\left[e_{1 d}, \ldots, e_{m d}\right]=-A K_{d-1}+\dot{K}_{d-1}
\end{aligned}
$$

where $d=\max \left\{k_{i} \mid 1 \leqslant i \leqslant m\right\}$. The so constructed system $(A, B)$ has the invariants $k_{1}, \ldots, k_{m}$.

## Remark 9.3

It is important to choose $\hat{U}$ in Proposition 9.3 with entries in $\mathscr{A}$, not in $\mathscr{M}$. Otherwise in general for arbitrary given indices $k_{1}, \ldots, k_{m} \in \mathbb{N}$ there does not exist an analytic system $(A, B) \in \mathscr{A}^{n \times(n+m)}$. Let for example $n=m=k_{1}=1$ and $u_{1}=t^{-1}$. Then $H=1=K_{0}=B$ and $K_{1}=t^{-1}=-\left(-t^{-1}\right) \cdot 1+0$.

Therefore $(A, B)=\left(-t^{-1}, 1\right)$. But the system $\left(D+t^{-1}\right)(z)=u$ is not of interest since $\operatorname{ker}_{\mathscr{M}}\left(D+t^{-1}\right)=\left\{r t^{-1} \mid r \in \mathbb{R}\right\}$. That means $D+t^{-1}$ is not full w.r.t. $\mathscr{A}$.
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